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Preface

Chemical reactions involving concentrations (or finite numbers) of particles which move randomly and react either upon encounter or via distance-dependent reaction rates among reactants are ubiquitous in nature. A few stray examples include recombination of ions, quenching of excitations, reactions involved in various catalytic processes, trapping of particles by other species, coagulation, polymerization, growth of dendrites or nuclei of a new phase, binding of proteins to DNA, and other (quite numerous) processes in physics, chemistry, and molecular and cellular biology. In some cases, the reactions are perfect and do not necessitate penetration through or motion over a barrier against reaction; in other instances, such a barrier is present and an elementary reaction event can take place only when the barrier is crossed or surmounted. In some systems, the particles involved in a reaction process perform conventional Markovian diffusion; in others, diffusion is anomalous and non-Markovian, as, for instance, when reactions involve chemically active particles attached to polymers. In turn, the reaction bath can be rather large and homogeneous, or very small and heterogeneous, for example, an interior part of a cell. Moreover, it may be crowded by other mobile or immobile species that are inert with respect to the reaction.

The kinetics of such processes have been studied for a long time, and some examples can be found in virtually every textbook on chemical physics. The conventional textbook picture is, however, somewhat outdated because the systems of current interest, such as
Preface

biological cells, include molecules that may be present at nanomolar “concentrations”. The traditional approaches are based on mean-field theories that discard fluctuations and many-particle effects as well as effects of anomalous diffusion, crowding, and internal geometry. In recent years, along with a growing interest in chemical processes occurring in biological systems or cellular environments, numerous advances have been made and considerable knowledge has been acquired. These seminal contributions are, however, scattered among many journals, and no attempt has been made so far to present a unified picture.

In this special volume on Chemical Kinetics: Beyond the Textbook we present a general overview of different contemporary facets of chemical kinetics in a variety of different environments. This volume comprises 23 seminal works and reviews on different aspects of reaction processes in chemical, physical, and biophysical systems, both theoretical and experimental.

We believe that this special volume will become a source of information and inspiration for many researchers. We thank all the contributing authors for their effort in support of this project.

Katja Lindenberg, University of California San Diego, USA
Ralf Metzler, University of Potsdam, Germany
Gleb Oshanin, Sorbonne University, Paris, France
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Chapter 1

Fluctuations and Correlations in Chemical Reaction Kinetics and Population Dynamics

Uwe C. Täuber

Department of Physics and Center for Soft Matter and Biological Physics, Virginia Tech, 850 West Campus Drive, Blacksburg, VA 24061, USA
tauber@vt.edu

This chapter provides a pedagogical introduction and overview of spatial and temporal correlation and fluctuation effects resulting from the fundamentally stochastic kinetics underlying chemical reactions and the dynamics of populations or epidemics. After reviewing the assumptions and mean-field-type approximations involved in the construction of chemical rate equations for uniform reactant densities, we first discuss spatial clustering in birth–death systems, where nonlinearities are introduced through either density-limiting pair reactions, or equivalently via local imposition of finite carrying capacities. The competition of offspring production, death, and nonlinear inhibition induces a population extinction threshold, which represents a non-equilibrium phase that separates active from absorbing states. This continuous transition is characterized by the universal scaling exponents of critical directed-percolation clusters. Next we focus on the emergence of depletion zones in single-species annihilation processes and spatial population segregation with the associated reaction fronts in two-species pair annihilation. These strong (anti-)correlation effects are dynamically generated
by the underlying stochastic kinetics. Finally, we address noise-induced and fluctuation-stabilized spatio-temporal patterns in basic predator–prey systems, exemplified by spreading activity fronts in the two-species Lotka–Volterra model as well as spiral structures in the May–Leonard variant of cyclically competing three-species systems akin to rock–paper–scissors games.

1. Introduction

The kinetics of chemical reactions, wherein the identity or number of reactant particles changes either spontaneously or upon encounter, constitutes a highly active research field in non-equilibrium statistical physics of stochastically interacting particle systems, owing both to the fundamental questions it addresses as well as its broad range of applications. Of specific interest are reaction-diffusion models that for example capture chemical reactions on catalytic solid surfaces or in gels where convective transport is inhibited. This scenario of course naturally pertains to genuine reactions in chemistry or biochemistry, and in nuclear, astro-, and particle physics. Yet reaction-diffusion models are also widely utilized for the quantitative description of a rich variety of phenomena in quite distinct disciplines that range from population dynamics in ecology, growth and competition of bacterial colonies in microbiology, the dynamics of topological defects in the early universe in cosmology, equity and financial markets in economics, opinion exchange and the formation of segregated society factions in sociology, and many more. Reactive “particles” also emerge as relevant effective degrees of freedom in other physical applications; prominent examples include exciton kinetics in organic semiconductors, domain wall interactions in magnets, and interface dynamics in stochastic growth models.

The traditional textbook literature, e.g., in physical chemistry and mathematical biology, almost exclusively focuses on a description of reacting particle systems in terms of coupled deterministic nonlinear rate equations. While these certainly represent an indispensable tool to characterize such complex dynamical systems, they are ultimately
based on certain mean-field approximations, usually involving the factorization of higher moments of stochastic variables in terms of products of their means, as in the classical Guldberg–Waage law of mass action. Consequently, both temporal and spatial correlations are neglected in such treatments, and are in fact also only rudimentarily captured in standard spatial extensions of the mean-field rate equations to reaction-diffusion models. Under non-equilibrium conditions, however, spatio-temporal fluctuations often play a quite significant role and may even qualitatively modify the dynamics, as has been clearly established over the past decades through extensive Monte Carlo computer simulations, a remarkable series of exact mathematical treatments (albeit mostly in one dimension), and a variety of insightful approximative analytical schemes that extend beyond mean-field theory. These include mappings of the stochastic dynamics to effective field theories and subsequent analysis by means of renormalization group methods.

In the following, we shall discuss the eminent influence of spatio-temporal fluctuations and self-generated correlations in five rather simple particle reactions and, in the same general language, population ecology models that however display intriguing non-trivial dynamical features:

(1) As in thermal equilibrium, strong fluctuations and long-range correlations emerge in the vicinity of continuous phase transitions between distinct non-equilibrium steady states, as we shall exemplify for the extinction threshold that separates an active from an absorbing state. In this paradigmatic situation, the dynamical critical properties are described by the scaling exponents of critical directed-percolation clusters which assume non-mean-field values below the critical dimension $d_c = 4$.

(2) Crucial spatio-temporal correlations may also be generated by the chemical kinetics itself; this is indeed the case for simple single-species pair annihilation reactions that produce long-lived depletion zones in dimensions $d \leq 2$, which in turn slow down the resulting algebraic density decay.
(3) For two-species binary annihilation, the physics becomes even richer: For $d \leq 4$, particle anti-correlations induce species segregation into chemically inert, growing domains, with the reactions confined to their interfaces.

(4) Spatially extended stochastic variants of the classical Lotka–Volterra model for predator–prey competition and coexistence display remarkably rich noise-generated and -stabilized dynamical structures, namely spreading activity fronts that lead to erratic but persistent population oscillations.

(5) Cyclic competition models akin to the rock–paper–scissors game too produce intriguing spatio-temporal structures, whose shape is determined in a subtle manner by the presence or absence of conservation laws in the stochastic dynamics: Three species subject to cyclic Lotka–Volterra competition with conserved total particle number organize into fluctuating clusters, whereas characteristic spiral patterns form in the May–Leonard model with distinct predation and birth reactions.

2. Chemical Master and Rate Equations

2.1. Stochastic reaction processes

To begin, we consider simple death–birth reactions\textsuperscript{1–5} with reactants of a single species $A$ either spontaneously decaying away or irreversibly reaching a chemically inert state $\emptyset$: $A \rightarrow \emptyset$ with rate $\mu$; or producing identical offspring particles, e.g., $A \rightarrow A + A$ with rate $\sigma$. Note that we may also view species $A$ as indicating individuals afflicted with a contagious disease from which they may recover with rate $\mu$ or that they can spread among others with rate $\sigma$. We shall consider these reactions as continuous-time Markovian stochastic processes that are fully determined by prescribing the transition rates from any given system configuration at instant $t$ to an infinitesimally later time $t + dt$. Assuming mere local processes, i.e., for now ignoring any spatial degrees of freedom, our reaction model is fully characterized by specifying the number $n$ of particles or individuals of species $A$ at time $t$. The death–birth reactions are then encoded in
the transition rates \(w(n \rightarrow n - 1) = \mu n\) and \(w(n \rightarrow n + 1) = \sigma n\) that linearly depend on the instantaneous particle number \(n\). Accounting for both gain and loss terms for the configurational probability \(P(n, t)\) then immediately yields the chemical master equation\(^1\)–\(^7\)

\[
\frac{\partial P(n, t)}{\partial t} \bigg|_{db} = \mu (n + 1) P(n + 1, t) - (\mu + \sigma) n P(n, t) + \sigma (n - 1) P(n - 1, t).
\]

(1)

This temporal evolution of the probability \(P(n, t)\) directly transfers to its moments \(\langle n(t)^k \rangle = \sum_{n=0}^{\infty} n^k P(n, t)\). For example, for the mean particle number \(a(t) = \langle n(t) \rangle\), a straightforward summation index shift results in the exact linear differential equation

\[
\frac{\partial a(t)}{\partial t} \bigg|_{db} = \sum_{n=1}^{\infty} n \frac{\partial P(n, t)}{\partial t} \bigg|_{db} = \sum_{n=1}^{\infty} [\mu n(n - 1) - (\mu + \sigma) n^2 + \sigma n(n + 1)] P(n, t) = (\sigma - \mu) a(t),
\]

(2)

as the terms \(\sim n^2\) in the bracket all cancel. Its solution \(a(t) = a(0) e^{(\sigma - \mu)t}\) naturally indicates that if the particle decay rate is faster than the birth rate, \(\mu > \sigma\), the population will go extinct and reach the inactive, absorbing empty state \(a = 0\), whereupon all reactions irretrievably cease. In stark contrast, Malthusian exponential population explosion ensues for \(\sigma > \mu\).

In order to prevent an unrealistic population divergence, one may impose a nonlinear process that effectively limits the reactant number; for example, we could add coagulation \(A + A \rightarrow A\) with reaction rate \(\lambda\) that can be viewed as mimicking constraints imposed by locally restricted resources. In the context of disease spreading, this scenario is often referred to as simple epidemic process. The frequency of such binary processes annihilating one of the reactants is proportional to the number of particle pairs in the system, whence the associated transition rate becomes \(w(n \rightarrow n - 1) = \lambda n(n - 1)\), and the master equation reads\(^4\)–\(^9\)

\[
\frac{\partial P(n, t)}{\partial t} \bigg|_{an} = \lambda [n(n + 1) P(n + 1, t) - n(n - 1) P(n, t)].
\]

(3)
Proceeding as before, one now finds for the mean particle number decay

\[
\frac{\partial a(t)}{\partial t} \bigg|_{\text{an}} = \lambda \sum_{n=1}^{\infty} \left[ n(n-1)^2 - n^2(n-1) \right] P(n,t) \\
= -\lambda \langle n(n-1) |(t) \rangle. \tag{4}
\]

As expected, it is governed by the instantaneous number of particle pairs, that quantity involves the second moment \(\langle n(t)^2 \rangle\), whose time evolution in turn is determined by the third moment, etc. Consequently, one faces an infinite hierarchy of moment differential equations that is much more difficult to analyze than the simple closed Eq. (2).

### 2.2. Mean-field rate equation approximation

A commonly applied scheme to close the moment hierarchy for nonlinear stochastic processes is to impose a mean-field-type factorization for higher moments. The simplest such approximation entails neglecting any fluctuations, setting the connected two-point correlation function to zero, \(C(t,t') = \langle n(t)n(t') \rangle - \langle n(t) \rangle \langle n(t') \rangle \approx 0\). This assumption should hold best for large populations \(n \gg 1\), when relative mean-square fluctuations \((\Delta n)^2/\langle n \rangle^2 = C(t,t)/a(t)^2\) should be small; Eq. (4) then simplifies to the kinetic rate equation

\[
\frac{\partial a(t)}{\partial t} \bigg|_{\text{an}} \approx -\lambda a(t)^2, \tag{5}
\]

or \(\partial a(t)^{-1}/\partial t \approx \lambda\). It is readily integrated to \(a(t)^{-1} = a(0)^{-1} + \lambda t\), i.e.,

\[
a(t) = \frac{a(0)}{1 + \lambda a(0) t}, \tag{6}
\]

which becomes independent of the initial particle number \(a(0)\) and decays to zero algebraically \(\sim 1/\lambda t\) for large times \(t \gg 1/\lambda a(0)\). Note that the right-hand side of the rate equations resulting from mean-field factorizations of nonlinear reaction terms encode the
corresponding stochiometric numbers as powers of the reactant numbers, precisely as in the Guldberg–Waage law of mass action describing reaction concentration products in chemical equilibrium.\textsuperscript{5,7} Already in non-spatial systems, these factorizations disregard any temporal fluctuations; in spatially extended systems, they moreover assume well-mixed and thus homogeneously distributed reactants.

3. Population Dynamics with Finite Carrying Capacity

3.1. Mean-field rate equation analysis
Next we combine the three reaction processes of the preceding section to arrive at the simplest possible population dynamics model for a single species that incorporates death with rate $\mu$, (asexual) reproduction with rate $\sigma$, and (nonlinear) competition with rate $\lambda$ to constrain the active-state particle number.\textsuperscript{2,3} Adding the right-hand sides of Eqs. (2) and (5) yields the associated mean-field rate equation for the particle number or population

$$\frac{\partial a(t)}{\partial t} \approx (\sigma - \mu) a(t) - \lambda a(t)^2 = \lambda a(t)[r - a(t)].$$

(7)

In the last step, we have cast the rate equation in the form of a logistic model with carrying capacity $r = (\sigma - \mu) / \lambda$. Its stationary solutions are the absorbing state $a = 0$ and a population number equal to the carrying capacity $a = r$. Straightforward linear stability analysis of Eq. (7) establishes that the latter stationary state is approached for $\sigma > \mu$ or $r > 0$, whereas of course $a(t) \to 0$ for $\sigma < \mu$ ($r < 0$).

For $\sigma \neq \mu$, the ordinary first-order differential equation (7) is readily integrated after variable separation:

$$\lambda t = \frac{1}{r} \int_{a(0)}^{a(t)} \left( \frac{1}{a} + \frac{1}{r - a} \right) da = \frac{1}{r} \ln \left[ \frac{a(t)}{a(0)} \frac{r - a(0)}{r - a(t)} \right].$$

Solving for the particle number at time $t$ gives

$$a(t) = \frac{a(0)}{e^{(\mu-\sigma)t} \left[ 1 - a(0)/r \right] + a(0)/r}.$$  

(8)
As anticipated, this results in exponential decay for $\mu > \sigma$ with characteristic time $\tau = 1/|\mu - \sigma| = 1/|r|$: in the active state, the particle number also approaches the carrying capacity $r$ exponentially with rate $1/\tau$, and monotonically from above or below for $a(0) > r$ and $a(0) < r$, respectively. Right at the extinction threshold $\sigma = \mu$ ($r = 0$) separating the active and inactive and absorbing states, Eq. (7) reduces to Eq. (5) for pair annihilation, and hence the exponential kinetics of Eq. (8) is replaced by the power-law decay (6), as follows also from taking the limit $\mu - \sigma \to 0$ in Eq. (8).

3.2. Diffusive spreading and spatial clustering

At least in a phenomenological manner, the above analysis can be readily generalized to spatially extended systems by adding (e.g., unbiased nearest-neighbor) particle hopping or exchange in lattice models, or diffusive spreading in a continuum setting. Still within a mean-field framework that entails mass action factorization of nonlinear correlations, in the continuous representation this leads to a reaction-diffusion equation

$$\frac{\partial a(\vec{x}, t)}{\partial t} \approx (\sigma - \mu + D \nabla^2) a(\vec{x}, t) - \bar{\lambda} a(\vec{x}, t)^2,$$

for the density field $a(\vec{x}, t)$ with diffusion constant $D > 0$. In the population dynamics context, this nonlinear partial differential equation is referred to as the Fisher–Kolmogorov(–Petrovskii–Piskunov) equation. In one spatial dimension, Eq. (9) admits solitary traveling wave solutions of the form $a(x, t) = u(x - ct)$ that interpolate between the active and inactive states, i.e., $u(z \to -\infty) = 0$, while $u(z \to \infty) = \bar{r} = (\sigma - \mu)/\bar{\lambda}$, if $\bar{r} > 0$; their detailed shape depends on the wave velocity $c$.

Away from the extinction threshold at $\sigma = \mu$, we may linearize this equation by considering the deviation $\delta a(\vec{x}, t) = a(\vec{x}, t) - a(\infty)$ from the asymptotic density $a(\infty)$. Upon neglecting quadratic terms in the fluctuations $\delta a$, one obtains near both the active (where $a(\infty) = \bar{r}$) and inactive states (with $a(\infty) = 0$)

$$\frac{\partial \delta a(\vec{x}, t)}{\partial t} \approx (D \nabla^2 - |\sigma - \mu|) a(\vec{x}, t),$$

(10)
with characteristic length scale \( \xi = \sqrt{D/|\sigma - \mu|} \) and corresponding time scale \( \tau = \xi^2 / D \) as to be expected for diffusive processes. The correlation length \( \xi \) describes the extent of spatially correlated regions, i.e., density clusters, in the system, whereas the rate \( 1/\tau \) governs their temporal decay.

Since \( a(t) = \int a(x, t) \, dx \), the mean-field logistic equation (7) follows from Eq. (9) only under the assumption of extremely short-range spatial correlations \( \sim \delta(x - x') \), i.e., in the limit \( \xi \to 0 \), which is definitely violated near the extinction threshold. This Dirac delta function also indicates that the nonlinear reaction rate in the continuum description and the corresponding dimensionless mean-field rate are related to each other via the volume \( b^d \) of the unit cell in an ultimately underlying discrete lattice model \( \lambda \sim b^d \bar{\lambda} \). It is important to realize that the connection between microscopic reaction rates and their continuum counterparts is not usually direct and simple, but depends on the details of the involved coarse-graining process. With this caveat stated explicitly, which also applies to the relationship between lattice hopping rates and continuum diffusivities, we shall for notational simplicity henceforth drop the overbars from the continuum rates.

3.3. Extinction threshold: Directed-percolation criticality

On a lattice with \( N \) sites, where locally spontaneous particle death, reproduction, and binary coagulation (or annihilation) can take place, and which are coupled through particle hopping processes, the single-site extinction bifurcation discussed above translates into a genuine continuous non-equilibrium phase transition in the thermodynamic limit \( N \to \infty \), or in the corresponding continuum model with infinitely many degrees of freedom. Note that in any finite stochastic system that incorporates an absorbing state, the latter is inevitably reached at sufficiently long times. A true absorbing-to-active phase transition hence requires taking the thermodynamic limit first in order to permit the existence of a stable active phase as \( t \to \infty \). In addition, this asymptotic long-time limit must be
considered prior to tuning any control parameters. Yet characteristic extinction times tend to grow exponentially with $N$, and active states may survive in a quasi-stationary configuration as long as $\log t \ll \mathcal{O}(N)$. Hence, absorbing phase transitions are in fact easily accessible numerically in computer simulations with sufficiently many lattice sites. As in the vicinity of critical points or second-order phase transitions in thermal equilibrium, nonlinearities and fluctuations become crucial near the extinction threshold and cannot be neglected in a proper mathematical treatment. Consequently, mean-field approximations that neglect both intrinsic reaction noise and spatial correlations become at least questionable.

The phenomenological description of active-to-absorbing (and other non-equilibrium) phase transitions closely follows that of near-equilibrium critical dynamics.\textsuperscript{5,10–14} As the phase transition is approached upon tuning a relevant control parameter $r \to 0$, spatial correlations become drastically enhanced. For the correlation function of an appropriately chosen order parameter field that characterizes the phase transition (e.g., the particle density in our population dynamics model), one expects a typically algebraic divergence of the associated correlation length: $\xi(r) \sim |r|^{-\nu}$ with a critical exponent $\nu$. Consequently, microscopic length (and time as well as energy) scales are rendered irrelevant, and the system asymptotically becomes scale-invariant. This emergent critical-point symmetry is reflected in power-law behavior for various physical quantities that are captured through additional critical indices. The \textit{dynamic critical exponent} $z$ links the divergence of the characteristic relaxation time to that of the correlation length: $\tau(r) \sim \xi(r)^z \sim |r|^{-z\nu}$, describing \textit{critical slowing-down}. The stationary (long-time) order parameter sets in algebraically: $a(t \to \infty, r) \sim r^\beta$ for $r > 0$, while it decays to zero as $a(t, r = 0) \sim t^{-\alpha}$ precisely at the critical point. These two power laws are limiting cases of a more general \textit{dynamical scaling} ansatz for the time-dependent order parameter,

$$a(t, r) = |r|^{\beta} \hat{a}(t/\tau(r)),$$

where the scaling function on the right-hand side satisfies $\hat{a}(0) = \text{const.}$ For large arguments $y = t/\tau(r) \sim t|r|^{z\nu}$, one must require
\[ \hat{a}(y) \sim y^{-\beta/z\nu} \] in order for the \( r \) dependence to cancel as \( r \to 0 \). Hence, we obtain the critical decay exponent \( \alpha = \beta/z\nu \). This scaling relation is of course fulfilled by the mean-field critical exponents \( \alpha = \beta = 1, \nu = 1/2 \), and \( z = 2 \) (indicating diffusive spreading) found in our previous population model analysis.

As for equilibrium critical phenomena, there exists an (upper) critical dimension \( d_c \) below which fluctuations are strong enough to modify not just amplitudes and scaling functions, but alter the critical scaling exponents. We invoke a simple scaling argument to determine \( d_c \) for competing birth–death–coagulation processes: Let us set an inverse length (wave vector) scale \( \kappa \), i.e., \( [x] = \kappa^{-1} \), and corresponding time scale \( [t] = [x]^2 = \kappa^{-2} \) (implying that we choose \( [D] = \kappa^0 \)), where the square bracket indicates the scaling dimension. Equation (9) then enforces \( [\sigma] = [\mu] = [r] = \kappa^2 \); moreover, \( [a(\vec{x},t)] = \kappa^d \) since \( a \) represents a density field in \( d \) spatial dimensions, whence we find \( [\lambda] = \kappa^{2-d} \) for the coagulation (or annihilation) rate. Nonlinear stochastic fluctuations that will affect particle propagation and (linear) extinction incorporate subsequent branching and coagulation processes, and hence scale like the rate product \( [\sigma \lambda] = \kappa^{4-d} \). The critical dimension \( d_c = 4 \) indicates when this effective nonlinear coupling becomes scale-invariant. For \( d < d_c \), it attains a positive scaling dimension and is considered relevant (in the renormalization group sense), along with the “mass”-like parameter \( r \). In dimensions beyond \( d_c \), the nonlinearity becomes irrelevant and does not alter the fundamental scaling properties of the model, yet of course fluctuations still contribute numerically to various observables. At \( d = d_c \), one usually finds logarithmic corrections to the mean-field power laws.\(^{5,14}\)

In order to heuristically include fluctuations, one may add (for simplicity) Gaussian white noise with vanishing average \( \langle \zeta(\vec{x},t) \rangle = 0 \) to the reaction-diffusion equation (9), turning it into a stochastic partial differential equation\(^{5,12}\):

\[
\frac{\partial a(\vec{x}, t)}{\partial t} = (\lambda r + D \nabla^2) a(\vec{x}, t) - \lambda a(\vec{x}, t)^2 + \zeta(\vec{x}, t). \tag{12}
\]

Note that the deterministic part of the right-hand side can be interpreted as an expansion of a very general reaction functional in terms
of the small fluctuating local particle density near the extinction threshold, and even the diffusive spreading term may be viewed as the leading contribution in a long-wavelength expansion for spatially varying fluctuations (in systems with spatial inversion symmetry). Equation (12) is thus quite generic, provided there are no additional special symmetries that would enforce the coefficients $r$ or $\lambda$ to vanish. For $r > 0$ and if $\lambda > 0$, the system resides in an active phase, whereas it reaches the empty, absorbing state for $r < 0$. For negative $\lambda$, one would have to amend Eq. (12) with a cubic term in the density field. The absence of a constant particle source (or sink) term on its right-hand side is mandated by presence of the absorbing state $a = 0$.

This constraint must be similarly reflected in the noise correlations: as the mean particle number $a(t) \to 0$, all stochastic fluctuations must cease. To lowest non-vanishing order in $a$, one would therefore posit

$$\langle \zeta(\vec{x},t) \zeta(\vec{x}',t') \rangle = v a(\vec{x},t) \delta(\vec{x} - \vec{x}') \delta(t - t').$$

(13)

Stochastic dynamics with such a multiplicative noise correlator is properly defined through a corresponding functional integral representation$^5,12$; intriguingly, the ensuing path integral action turns out to be equivalent to a well-studied problem in nuclear and particle physics, namely Reggeon field theory,$^15$ which has in turn been shown to capture the universal scaling properties of critical directed-percolation clusters.$^{16,17}$ This sequence of mathematical mappings lends strong support to the Janssen–Grassberger conjecture,$^{17,18}$ which states that the asymptotic critical scaling features of continuous non-equilibrium transitions from active to inactive, absorbing states for a single scalar order parameter governed by Markovian stochastic dynamics, and in the absence of any quenched disorder and coupling to other conserved fields, should be described by the directed-percolation universality class. In fact, this statement applies generically even for multi-component systems.$^{19}$ Indeed, if we represent the basic stochastic death, birth, nearest-neighbor hopping, and coagulation processes on a lattice through their “world lines” in a
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Fig. 1. Elementary death, birth, hopping, and coagulation processes initiated by a single particle seed generate a directed-percolation cluster; bonds connecting lattice sites are formed only by advancing along the “forward” (time-like) direction to the right. Figures reproduced with permission from Ref. 12, copyright (2005) by Elsevier Inc.

space-time plot as depicted in Fig. 1, it becomes apparent how they generate a directed-percolation cluster.12,14

More rigorously, the Doi–Peliti formalism allows a representation of “microscopic” stochastic reaction kinetics as defined through the associated master equation in terms of a coherent-state path integral.5,13 For the combined reactions $A \rightarrow \emptyset$, $A \rightarrow A + A$, and $A + A \rightarrow A$ in the continuum limit, augmented with diffusive spreading, the resulting action assumes precisely the form of Reggeon field theory, and hence the “mesoscopic” Langevin description (12, 13), in the vicinity of the absorbing-state transition.5,12,13 As a consequence of a special internal “rapidity reversal” symmetry of Reggeon field theory, the directed-percolation universality class is fully characterized by a set of only three independent critical exponents (say $\nu$, $z$, and $\beta$); all other critical indices are related to them via exact scaling relations.

The critical exponents for directed percolation are known to high precision from dedicated Monte Carlo computer simulations10,11,14; recent literature values for $\alpha, \beta, \nu$, and $z$ in two and three dimensions are listed in Table 1. For $d = 1$, the most accurate exponent values were actually obtained semi-analytically via ingenious series expansions.20 A dynamical renormalization group analysis based on the (Reggeon) field theory representation allows a systematic perturbation expansion for the fluctuation corrections to the mean-field
Table 1. Critical exponents for directed percolation obtained from series expansions in one dimension\textsuperscript{20}; Monte Carlo simulations in two and three dimensions\textsuperscript{14}; first-order perturbative renormalization group analysis \((d = 4 - \epsilon)\textsuperscript{12}\); and experiments on turbulent nematic liquid crystals \((d = 2)\textsuperscript{21}\) (numbers in brackets indicate last-digit uncertainties).

<table>
<thead>
<tr>
<th>Critical exponent</th>
<th>(d = 1)</th>
<th>Dimension (d = 2)</th>
<th>(d = 3)</th>
<th>(d = 4 - \epsilon)</th>
<th>Liquid crystal experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\alpha)</td>
<td>0.159464(6)</td>
<td>0.4505(10)</td>
<td>0.732(4)</td>
<td>(1 - \frac{4}{d} + \mathcal{O}(\epsilon^2))</td>
<td>0.48(5)</td>
</tr>
<tr>
<td>(\beta)</td>
<td>0.276486(8)</td>
<td>0.5834(30)</td>
<td>0.813(9)</td>
<td>(1 - \frac{6}{d} + \mathcal{O}(\epsilon^2))</td>
<td>0.59(4)</td>
</tr>
<tr>
<td>(\nu)</td>
<td>1.096854(4)</td>
<td>0.7333(75)</td>
<td>0.584(5)</td>
<td>(\frac{1}{2} + \frac{1}{16} + \mathcal{O}(\epsilon^2))</td>
<td>0.75(6)</td>
</tr>
<tr>
<td>(z)</td>
<td>1.580745(10)</td>
<td>1.7660(16)</td>
<td>1.901(5)</td>
<td>(2 - \frac{1}{\nu} + \mathcal{O}(\epsilon^2))</td>
<td>1.72(11)</td>
</tr>
</tbody>
</table>

Critical exponents in terms of the deviation \(\epsilon = 4 - d\) from the critical dimension \(d_c\).\textsuperscript{5,12,13,15} The first-order (one-loop) results are also tabulated below; as compared to mean-field theory, critical fluctuations effectively reduce the values of \(\alpha, \beta, 1/\nu\), and \(z\) in accord with the numerical data, and increasingly so for lower dimensions. Note that \(z < 2\) implies subdiffusive propagation at the extinction transition for \(d < 4\). Several experiments have at least partially detected directed-percolation scaling near active-to-absorbing phase transitions in various systems.\textsuperscript{14} Perhaps the most impressive confirmation originates from detailed and very careful studies of the transition between two different turbulent states of electrohydrodynamic convection in (quasi-)2D turbulent nematic liquid crystals carried out by Takeuchi et al., at the University of Tokyo,\textsuperscript{21} who managed to extract 12 different critical exponents (four of them listed in Table 1) along with 5 scaling functions from their experimental data.

4. Dynamic Correlations in Pair Annihilation Processes

4.1. Depletion zones and reaction rate renormalization

We next return to simple pair annihilation \((A + A \rightarrow \emptyset\), rate \(\lambda')\) or fusion \((A + A \rightarrow A\), rate \(\lambda\)) processes, but in spatially extended

...
systems. The on-site master equation for the former looks like Eq. (3), with the gain term replaced with $\lambda' (n+1)(n+2) P(n+2)$. This merely results in a rescaled reaction rate $\lambda \rightarrow 2\lambda'$ in both the exact Eq. (4) and the mean-field equations (5), (6). However, as the particle density drops toward substantial dilution, the rate of further pair annihilation processes will ultimately not be determined by the original microscopic reactivity $\lambda (\lambda')$, and instead be limited by the time it takes for two reactants to meet.\textsuperscript{4,8,9,13} If we assume diffusive spreading with diffusion constant $D$, and hence relative diffusivity $2D$, the typical time for two particles at distance $l$ to find each other is $t \sim l^2/4D$. In the diffusion-limited regime, $l$ and $t$ set the relevant length and time scales, whence the particle density should scale according to $a(t) \sim l(t)^{-d} \sim (D t)^{-d/2}$ in $d$ spatial dimensions. This suggests a slower decay than the mean-field prediction $a(t) \sim (\lambda t)^{-1}$ in dimensions $d < 2$. Indeed, the previously established scaling dimension $|\lambda| = \kappa^{2-d}$ too indicates that $d_c = 2$ sets the critical dimension for diffusion-controlled pair annihilation. In one dimension, the certain return of a random walker to its origin ensures that the ensuing annihilations carve out depletion zones, generating spatial anti-correlations that impede subsequent reactions. In contrast, for $d > 2$ diffusive spreading sustains a well-mixed system with largely homogeneous density, and mean-field theory remains valid.

This simple scaling argument is quantitatively borne out by Smoluchowski’s classical self-consistent approach.\textsuperscript{4,13} In a continuum representation, we need to impose a finite reaction sphere with radius $b$: two particles react, once their distance becomes smaller than $b$. In a quasi-stationary limit, we then need to solve the stationary diffusion equation

$$0 = \nabla^2 a(r) = \frac{\partial^2 a(r)}{\partial r^2} + \frac{d-1}{r} \frac{\partial a(r)}{\partial r},$$

(14)

where we have invoked spherical symmetry and written down the Laplacian differential operator in $d$-dimensional spherical coordinates. General solutions are then linear combinations of a constant term and the power $r^{2-d}$. For $d > 2$, we may impose the
straightforward boundary conditions \( a(r \leq b) = 0 \), whereas the particle density approaches a finite asymptotic value \( a(\infty) \) far away from the reaction center located at the origin, which yields \( a(r) = a(\infty) [1 - (b/r)^{d-2}] \). The effective reactivity \( \lambda \) in the diffusion-limited regime is then given by the incoming particle flux at reaction sphere boundary: \( \lambda \sim Db^{d-1}a(\infty)^{-1} [\partial a(r)/\partial r] |_{r=b} \sim D(d-2)b^{d-2} \), which replaces the annihilation rate \( \lambda \) in the rate equation (5). Consequently, one obtains the large-time density decay \( a(t) \sim (Dt)^{-1} \) with the same power law (6) as in the reaction-controlled region at large densities.

However, at \( d_c = 2 \) the effective reaction rate \( \lambda \) vanishes; indeed, in low dimensions \( d < 2 \) one needs to impose a different boundary condition \( a(R) \approx a(\infty) \), where \( R \) denotes the mean particle separation: since the density \( a(R) \sim R^{-d} \), one has \( R(a) \sim a^{-1/d} \). The boundary condition hence depends on the actual density in the quasi-stationary limit, resulting in the profile \( a(r) = a(\infty) [(r/b)^{2-d} - 1] / [(R/b)^{2-d} - 1] \). From the diffusive flux at the reaction sphere, one obtains the effective reactivity \( \lambda(a) \sim D(2 - d)b^{d-2}/[(R/b)^{2-d} - 1] \to \lambda_R a^{-1+2/d} \) as \( a \to 0 \) and \( R \to \infty \), with a constant \( \lambda_R \sim D \) (that again tends to zero as \( d \to 2 \)). Upon self-consistently replacing \( \lambda \) with the density-dependent effective rate \( \lambda(a) \) in Eq. (5), we arrive at

\[
\frac{\partial a(t)}{\partial t} \sim -\lambda_R a(t)^{1+2/d}.
\]

Its solution through variable separation yields the anticipated slower density decay and in turn the time dependence of the effective reaction rate:

\[
a(t) \sim (Dt)^{-d/2}, \quad \lambda(t) \sim (Dt)^{-1+d/2}.
\]

At the critical dimension \( d_c = 2 \), one finds logarithmic slowing down relative to the rate equation power law: \( a(t) \sim (Dt)^{-1} \ln(8Dt/b^2) \).

Dynamical renormalization group calculations based on the Doi–Peliti field theory representation of the associated master equation confirm these findings.\(^{5,13,22,23} \) For \( k \)-th order annihilation \( kA \to \emptyset, A, \ldots, (k - 1)A \) (\( k \geq 2 \)) the right-hand side of Eq. (5) is to be
replaced with $-\lambda_k a(t)^k$; for diffusive propagation, dimensional analysis then yields the scaling dimension $[\lambda_k] = \kappa^{2-(k-1)d}$, from which one infers the upper critical dimension $d_c(k) = 2/(k - 1)$. Deviations from the mean-field algebraic decay $a(t) \sim t^{-1/(k-1)}$ should only materialize for pair ($k = 2$) reactions for $d \leq 2$, and for triplet annihilation at $d_c(3) = 1$. In accord with Smoluchowski’s underlying assumption, diffusive spreading is not affected by the nonlinear annihilation processes. The resulting perturbation expansion in $\lambda_k$ can be summed to all orders, and indeed recovers Eq. (16) for pair annihilation, and the corresponding logarithmic scaling at the critical dimension, which for triplet reactions becomes $a(t) \sim \left[ (D/t)^{-1} \ln(Dt) \right]^{1/2}$.

Pair annihilation dynamics on 1D lattices with strict site exclusion can also be mapped onto non-Hermitean spin-1/2 Heisenberg models, permitting the extraction of remarkably rich non-trivial exact results. The anomalous density decay induced by the self-generated depletion zones has been confirmed in several experiments on exciton recombination kinetics in effectively 1D molecular systems. Particularly convincing are data obtained by Allam et al., at the University of Surrey in carbon nanotubes, who managed to explore the detailed crossover in the power laws from the reaction-controlled to the diffusion-limited regime (16) both in the exciton density decay and the reactivity.

4.2. Segregation in diffusive two-species annihilation

Let us now investigate pair annihilation of particles of distinct species, $A + B \rightarrow \emptyset$, with reaction rate $\lambda$. The crucial distinction to the previous situation is that alike particles do not react with each other. The associated exact time evolution as well as the coupled mean-field rate equations for the densities $a(t)$ and $b(t)$ are symmetric under species exchange $A \leftrightarrow B$,

$$\frac{\partial a(t)}{\partial t} = \frac{\partial b(t)}{\partial t} = -\lambda \langle n_A n_B(t) \rangle \approx -\lambda a(t) b(t), \quad (17)$$

and these binary reactions of course preserve the number difference $n_C = n_A - n_B = \text{const.}$, whence also $c(t) = a(t) - b(t) = c(0)$. One must now distinguish between two situations: If initially $n_A = n_B$
precisely, \( c(t) = 0 \) at all times; with identical initial conditions for their same rate equations, \( a(t) = b(t) \). Equation (17) consequently reduces to Eq. (5) for pair annihilation of identical species, with the solution (6) that describes algebraic decay to zero for both populations. In the more generic case \( n_A \neq n_B \), say, with majority species \( A \), i.e., \( c(0) > 0 \), the \( B \) population will asymptotically go extinct, \( b(\infty) = 0 \), while \( a(\infty) = c(0) \). At long times, we may thus replace \( a(t) \approx c(0) \) in the rate equation for \( b(t) \), resulting in exponential decay with time constant \( c(0)\lambda: b(t) = a(t) - c(0) \sim e^{-c(0)\lambda t} \). The special symmetric case \( c(0) = 0 \) hence resembles a dynamical critical point with diverging relaxation time, and exponential density decay replaced by a power law.

In a spatial setting with diffusive transport, ultimately the stochastic pair annihilation reactions will become diffusion-limited, and the emerging depletion zones and persistent particle anticorrelations will markedly slow down the asymptotic decay of the minority species in low dimensions \( d \leq d_c = 2 \). Indeed, replacing \( \lambda t \rightarrow \tilde{\lambda}(t) t \sim (D t)^{d/2} \) with its renormalized counterpart according to Eq. (16), one arrives at stretched exponential behavior: \( \ln b(t) = \ln[a(t) - c(0)] \sim -(D t)^{d/2} \) for \( d < 2 \), whereas \( \ln b(t) = \ln[a(t) - c(0)] \sim -(D t)/\ln(D t) \) in two dimensions.

In the special symmetric case with equal initial particle numbers, the presence of an additional conserved quantity has a profound effect on the long-time chemical kinetics: Both particle species may spatially segregate into inert, slowly coarsening domains, whence the reactions become confined to the contact zones separating the \( A \)- or \( B \)-rich domains.\textsuperscript{29,30} Note that the local particle density excess satisfies a simple diffusion equation \( \partial c(\vec{x}, t)/\partial t = D \nabla^2 c(\vec{x}, t) \); the associated initial value problem is then solved by means of the diffusive Green’s function \( G(\vec{x}, t) = \Theta(t) e^{-\vec{x}^2/4Dt}/\sqrt{4\pi D t} \) via the convolution integral \( c(\vec{x}, t) = \int G(\vec{x} - \vec{x}', t) c(\vec{x}', 0) d^d\vec{x}' \). If one assumes an initially random, spatially uncorrelated Poisson distribution for both \( A \) and \( B \) particles with \( a(\vec{x}, 0) = b(\vec{x}, 0) = a(0) \), where the
overbar denotes an ensemble average over initial conditions, and
\[ \overline{a(\vec{x},0) a(\vec{x}',0)} = b(\vec{x},0) b(\vec{x}',0) = a(0)^2 + a(0) \delta(\vec{x} - \vec{x}'), \]

whereas \( \overline{a(\vec{x},0) b(\vec{x}',0)} = 0 \), the corresponding moments for the initial density excess become \( c(\vec{x},0) = 0 \) and \( \overline{c(\vec{x},0) c(\vec{x}',0)} = 2a(0) \delta(\vec{x} - \vec{x}'). \)

These considerations allow us to explicitly evaluate
\[ \overline{c(\vec{x},t)^2} = 2a(0) \int G(\vec{x} - \vec{x}'t)^2 d^d x' = \frac{2a(0) \Theta(t)}{(8\pi Dt)^{d/2}}, \tag{18} \]

through straightforward Gaussian integration. The distribution of the field \( c \) itself will be Gaussian as well, with zero mean and variance (18); hence we finally obtain for the average absolute value of the local density excess
\[ \overline{|c(\vec{x},t)|} = \sqrt{\frac{2}{\pi} \overline{c(\vec{x},t)^2}} = \sqrt{\frac{4a(0)}{\pi} \frac{\Theta(t)}{(8\pi Dt)^{d/4}}}. \tag{19} \]

In high dimensions \( d > 4 \), this excess decays faster than the mean densities \( a(t) \sim 1/t \), implying that the particle distribution remains largely uniform, and mean-field theory provides a satisfactory description. In contrast, for \( d < d_s = 4 \), the long-time behavior is dictated by the slowly decaying spatial density excess fluctuations: \( a(t) \sim b(t) \sim (Dt)^{-d/4} \). Either species accumulate in diffusively growing domains of linear size \( l(t) \sim (Dt)^{1/2} \) separated by active reaction zones whose width relative to \( l(t) \) decreases algebraically with time.\(^{31}\) Note that the borderline dimension for spatial species segregation \( d_s = 4 \) is not a critical dimension in the renormalization group sense; the anomalous density decay as a consequence of segregated domain formation can rather be fully described within the framework of mean-field reaction-diffusion equations.\(^{30}\) The resulting power law \( a(t) \sim t^{-3/4} \) in three dimensions was experimentally observed in a calcium-fluorophore system by Monson and Kopelman at the University of Michigan.\(^{32}\)

The above analysis does not apply to specific, spatially correlated initial conditions. For example, if impenetrable hard-core particles
are aligned in strictly alternating order $\cdots ABABABA \cdots$ on a 1D line, pair annihilation reactions will preserve this arrangement at all later times. Hence the distinction between the two species becomes in fact meaningless, and the single-species asymptotic decay $\sim (Dt)^{-1/2}$ ensues. More generally, pair annihilation processes involving $q$ distinct species $A_i + A_j \to \emptyset$ ($1 \leq i < j \leq q$) should eventually reduce to just a two-species system for the remaining two “strongest” particle types, as determined by their reaction rates, diffusivities, and initial concentrations. Novel, distinct behavior could thus only appear for highly symmetric situations where all reaction and diffusion rates as well as initial densities are set equal among the $q$ species.

Yet it turns out that for any $q \geq 3$, there exist no conserved quantities in such systems. One may furthermore establish the borderline dimension for species segregation as $d_s(q) = 4/(q - 1)$; for $d \geq 2$, therefore, all densities should follow the mean-field decay law $\sim 1/t$ as for a single species.\(^{33}\) Only in one dimension can distinct particle species cluster into stable domains, resulting in a combination of depletion- and segregation-dominated decay:

$$a_i(t) \sim t^{-1/2} + Ct^{-\alpha(q)}, \quad \alpha(q) = \frac{q - 1}{2q}.$$  \hspace{1cm} (20)

Note that $\alpha(2) = 1/4$ as established above, while the single-species decay exponent is recovered in the limit of infinitely many species, $\alpha(\infty) = 1/2$: In that situation, alike particles experience a vanishing probability to ever encounter each other, whence the distinction between the different species becomes irrelevant. Once again, correlated initial linear arrangements such as $\cdots ABCDABCD \cdots$ for four species induce special cases; here, no alike particles can ever meet, and the system behaves effectively like single-species pair annihilation again. Also, interesting cyclic variants may be constructed,\(^{34}\) such as $A + B \to \emptyset$, $B + C \to \emptyset$, $C + D \to \emptyset$, and $D + A \to \emptyset$. In this case, one may collect individuals from species $A$ and $C$, and similarly $B$ and $D$, in just two competing “alliances”, and consequently the decay kinetics is captured by the two-species pair annihilation behavior.
5. Stochastic Pattern Formation in Population Dynamics

5.1. Activity fronts in predator–prey coexistence models

The language and also numerical and mathematical tools developed for the investigation of chemical kinetics may be directly transferred to spatially extended stochastic population dynamics.\textsuperscript{5,35,36} Aside from the logistic population growth with finite carrying capacity (7), another classical and paradigmatic model in ecology concerns the competition and coexistence of prey with their predator species, as first independently constructed by Lotka and Volterra.\textsuperscript{1,3} Let $B$ indicate the prey species, who left on their own merely undergo (asexual) reproduction $B \rightarrow B + B$ with rate $\sigma$. Their population is held in check by predators $A$ who may either spontaneously die, $A \rightarrow \emptyset$ with rate $\mu$, or upon encounter with a prey individual, devour it and simultaneously generate offspring: $A + B \rightarrow A + A$ with rate $\lambda$. The original deterministic Lotka–Volterra model consists of the associated coupled mean-field rate equations for the population densities $a(t)$ and $b(t)$:

$$\frac{\partial a(t)}{\partial t} = -\mu a(t) + \lambda a(t) b(t), \quad \frac{\partial b(t)}{\partial t} = \sigma b(t) - \lambda a(t) b(t). \quad (21)$$

This dynamics allows three stationary states, namely (i) complete extinction $a = b = 0$; (ii) the also absorbing pure prey state with Malthusian population explosion $a = 0$, $b \rightarrow \infty$; and (iii) a predator–prey coexistence state with finite densities $a(\infty) = \sigma/\lambda$, $b(\infty) = \mu/\lambda$. Naturally, the predators benefit from high prey fertility $\sigma$, while the prey prosper if the predators are short-lived; yet counterintuitively for the predators, both stationary population numbers decrease with enhanced predation rates $\lambda$, signaling a nonlinear feedback mechanism: If the species $A$ too efficiently reduces the population $B$, they have scarce food left, whence the majority of them die.

However, this stationary coexistence state (iii) is in fact never reached under the deterministic nonlinear dynamics (21).
Indeed, eliminating time through taking the ratio \( \frac{da}{db} = \frac{(\lambda b - \mu) a}{(\sigma - \lambda a) b} \), one obtains after variable separation and integration a **conserved first integral** for the mean-field dynamics:

\[
K(t) = \lambda [a(t) + b(t)] - \sigma \ln a(t) - \mu \ln b(t) = K(0).
\]

The trajectories in the phase space spanned by the population numbers must therefore be strictly periodic orbits, implying undamped nonlinear population oscillations whose amplitudes and shapes are fixed by the initial values \( a(0) \) and \( b(0) \). For small deviations from the stationary coexistence center \( \delta a(t) = a(t) - a(\infty) \), \( \delta b(t) = b(t) - b(\infty) \), straightforward linearization of Eqs. (21) yields

\[
\frac{\partial \delta a(t)}{\partial t} \approx \sigma \delta b(t), \quad \frac{\partial \delta b(t)}{\partial t} \approx -\mu \delta a(t),
\]

which are then readily combined to the simple harmonic oscillator differential equation

\[
\frac{\partial^2 \delta a(t)}{\partial t^2} \approx -\omega^2 \delta a(t)
\]

with (linear) oscillation frequency \( \omega = \sqrt{\mu / \sigma} \). Equivalently, we may construct the linear stability matrix \( \mathbf{L} \) that governs the temporal evolution of the fluctuation vector \( \mathbf{v} = (\delta a \ \delta b)^T \): \( \frac{\partial \mathbf{v}(t)}{\partial t} \approx \mathbf{L} \mathbf{v}(t) \), where \( \mathbf{L} = \begin{pmatrix} 0 & \sigma \\ -\mu & 0 \end{pmatrix} \) with imaginary eigenvalues \( \pm i\omega \).

Clearly the absence of any real part in the stability matrix eigenvalues represents a degenerate, atypical situation that should not be robust against even minor modifications of the model. For example, in order to render the Lotka–Volterra description more realistic and prevent any population divergence, one could impose a finite carrying capacity \( r \) for species \( B \); at the mean-field level, this alters the second differential equation in (21) to

\[
\frac{\partial b(t)}{\partial t} = \sigma b(t) [1 - b(t)/r] - \lambda a(t) b(t),
\]

leading to modified stationary states (ii') \( a(\infty) = 0 \), \( b(\infty) = r \) and (iii') \( a(\infty) = \sigma (1 - \mu / \lambda r) / \lambda \), \( b(\infty) = \mu / \lambda \). The latter two-species coexistence fixed point exists, and is linearly stable, provided the predation rate exceeds the threshold \( \lambda_c = \mu / r \); for \( \lambda < \lambda_c \), the predator species \( A \) is driven to extinction. At the stationary state (iii'), the linear stability matrix eigenvalues acquire negative real parts:

\[
\epsilon_{\pm} = -\frac{\mu \sigma}{2 \lambda r} \left[ 1 \pm \sqrt{1 - \frac{4 \lambda r}{\sigma} \left( \frac{\lambda r}{\mu} - 1 \right)} \right].
\]
For $\sigma > 4 \lambda r \left( \lambda r/\mu - 1 \right)$, these eigenvalues are both real, indicating exponential relaxation toward the stable node (iii'). For lower prey birth rates, trajectories in phase space spiral inward to reach the stationary state (iii') which now represents a stable focus, and the imaginary part of $e^\pm$ gives the frequency of the resulting damped population oscillations. One may amend this mean-field description to allow for spatial structures by replacing the population numbers with local density fields and adding diffusion terms as in Eq. (9). In one dimension, the ensuing coupled set of partial differential equations permits traveling wave solutions which describe predator invasion fronts originating in a region set in the coexistence state (iii') and moving into space occupied only by prey.\textsuperscript{3}

Monte Carlo computer simulations with sufficiently large populations display rich dynamical features in the (quasi-)stable predator–prey coexistence regime that reflect the mean-field picture only partially.\textsuperscript{35–37} Already in a local “urn” model without spatial degrees of freedom, intrinsic fluctuations, often termed demographic noise in this context, dominate the dynamics and induce persistent stochastic population oscillations. These can be understood through the effect of white-noise driving on a damped oscillator: On occasion, the stochastic forcing will hit the oscillator’s eigenfrequency, and via this resonant amplification displace the phase space trajectories away from the stable coexistence fixed point.\textsuperscript{38}

In stochastic Lotka–Volterra models on a lattice that permit an arbitrary number of particles per site, nearest-neighbor hopping transport generates wave-like propagation of these erratic local population oscillations.\textsuperscript{37} As depicted in the 2D simulation snapshots of Fig. 2, prey may thus invade empty regions, followed by predators who feed on them, and in turn re-generate space devoid of particles in their wake. Surviving prey islands then act as randomly placed sources of new activity fronts; it is hence the very stochastic nature of the kinetics that both causes and stabilizes these intriguing spatio-temporal patterns.\textsuperscript{39,40} They are moreover quite robust with respect to modification of the microscopic model implementations, and are invariably observed in the predator–prey coexistence
Fig. 2. Snapshots of a stochastic Lotka–Volterra model on a square lattice with 256 × 256 sites, periodic boundary conditions, site occupation number exclusion, and random initial particle placement after (a) 500 (b) 1,000 Monte Carlo steps. Sites occupied by predators are color-coded in red, by prey in green, and empty spaces in white. Figures reproduced with permission from Ref. 43, copyright (2016) by IOP Publ.

phase in two and three dimensions, even when the Lotka–Volterra process \( A + B \rightarrow A + A \) is separated into independent predation and predator birth reactions,\(^{41}\) or if at most a single particle is allowed on each lattice site. For large predation rates, one observes very distinct and prominent activity fronts; for smaller values of \( \lambda \), closer to the extinction threshold, instead there appear confined fluctuating predator clusters immersed in a sea of abundant prey. These two different types of structures may be related to the distinct properties of the mean-field linear stability matrix: Real eigenvalues \( \epsilon_{\pm} \) that indicate purely relaxational kinetics correspond to isolated prey clusters in the spatial system, whereas imaginary parts in Eq. (23) associated with spiraling trajectories and damped oscillations pertain to spreading predator–prey fronts.

In either case, analysis of the Fourier-transformed average population densities quantitatively establishes that stochastic fluctuations both drastically renormalize the oscillation frequencies relative to the rate equation prediction and generate attenuation.\(^{35,37}\) Based on the Doi–Peliti mapping of the corresponding master equation to a continuum field theory,\(^{5,13}\) a perturbative computation in terms of the predation rate \( \lambda \) qualitatively confirms these numerical observations: It
demonstrates the emergence of a noise-induced effective damping, as well as the fluctuation-driven instability toward spatially inhomogeneous structures in dimensions $d \leq 4$; the calculation also explains the strong downward renormalization for the population oscillation frequency as caused by an almost massless mode.\textsuperscript{42}

Implementing a finite local carrying capacity through constraining the site lattice occupations, say, to at most a single particle of either type, in addition produces an extinction threshold for the predator species as in the mean-field rate equation (22). As one should indeed expect on general grounds,\textsuperscript{19} this continuous active-to-absorbing phase transition is governed by the directed-percolation universality class. This fact can be established formally by starting from the Doi–Peliti action, and reducing it to Reggeon field theory near the predator extinction threshold.\textsuperscript{35,42} Heuristically, the prey population almost fills the entire lattice in this situation; consequently, the presence of $B$ particles sets no constraint on the predation process $A + B \rightarrow A + A$, which reduces to the branching reaction $A + A \rightarrow A$. Along with predator death $A \rightarrow \emptyset$ and the population-limiting pair fusion reaction $A + A \rightarrow A$ that is in fact equivalent to local site occupation restrictions, one recovers the fundamental processes of directed percolation. Extensive Monte Carlo simulations confirm directed-percolation critical exponents at the predator extinction transition,\textsuperscript{35,36,43} including the associated critical aging scaling behavior for the two-time density autocorrelations.\textsuperscript{5,44}

5.2. \textit{Clusters and spiral patterns in cyclic competition games}

Extension of two-species models to systems with multiple reactants in general increases the complexity of the problem tremendously.\textsuperscript{36} Nevertheless, simpler substructures can be amenable to full theoretical analysis. For example, on occasion, elementary competition cycles are present in food networks. As a final illustration of the often decisive role of spatial correlations in stochastic chemical reactions or population dynamics, we therefore consider the following cyclic interaction
scheme involving three species subject to Lotka–Volterra predation: \( A + B \rightarrow A + A \) with rate \( \lambda_A \); \( B + C \rightarrow B + B \) with rate \( \lambda_B \); and \( A + C \rightarrow C + C \) with rate \( \lambda_C \), akin to the rock–paper–scissors game. These elementary replacement processes conserve the total particle number \( N = N_A + N_B + N_C \) and hence density \( \rho = a(t) + b(t) + c(t) \); of course, this is also true on the level of the coupled rate equations

\[
\begin{align*}
\frac{\partial a(t)}{\partial t} &= a(t)[\lambda_A b(t) - \lambda_C c(t)], \\
\frac{\partial b(t)}{\partial t} &= b(t)[\lambda_B c(t) - \lambda_A a(t)], \\
\frac{\partial c(t)}{\partial t} &= c(t)[\lambda_B a(t) - \lambda_B b(t)];
\end{align*}
\]

(24) aside from the three absorbing states \((a, b, c) = (\rho, 0, 0), (0, \rho, 0), \) and \((0, 0, \rho), \) which are linearly unstable under the mean-field dynamics (24), yet represent the sole possible final configurations in any finite stochastic realization; there exists one neutrally stable reactive coexistence state:

\[
\begin{align*}
a(\infty) &= \rho \frac{\lambda_B}{\lambda_A + \lambda_B + \lambda_C}, \\
b(\infty) &= \frac{\rho \lambda_C}{\lambda_A + \lambda_B + \lambda_C}, \\
c(\infty) &= \frac{\rho \lambda_A}{\lambda_A + \lambda_B + \lambda_C}.
\end{align*}
\]

The linear stability matrix at this fixed point reads

\[
L = \frac{\rho}{\lambda_A + \lambda_B + \lambda_C} \begin{pmatrix}
0 & \lambda_A \lambda_B & -\lambda_B \lambda_C \\
-\lambda_A \lambda_C & 0 & \lambda_B \lambda_C \\
\lambda_A \lambda_C & -\lambda_A \lambda_B & 0
\end{pmatrix};
\]

one of its eigenvalues is zero, reflecting the conservation law \( \rho = \text{const.} \), the other two are purely imaginary, \( \epsilon_{\pm} = \pm i \rho \sqrt{\frac{\lambda_A \lambda_B \lambda_C}{(\lambda_A + \lambda_B + \lambda_C)}} \), indicating undamped population oscillations.

Akin to the Lotka–Volterra two-species competition model discussed previously, one might thus anticipate traveling wave structures. Yet Monte Carlo simulations of this rock–paper–scissors model on 2D lattices that are sufficiently large to prevent extinction events and stabilize the three-species coexistence state, one merely observes weakly fluctuating clusters containing particles of the same type, as shown in Fig. 3(a). Upon initializing the system with a random spatial distribution, transient population oscillations appear, with a characteristic frequency that differs considerably from the mean-field prediction, but they are strongly damped, at variance
with the results from the rate equation analysis. These findings are perhaps even more curious given in light of the fact that in the extreme asymmetric limit $\lambda_A \gg \lambda_B, \lambda_C$, the rock–paper–scissors system effectively reduces to the Lotka–Volterra model with predators $A$, prey $B$, and abundant, essentially saturated $C$ population with $c(\infty) \approx \rho$. Indeed, on the mean-field level, one finds leading order $a(\infty) \approx \rho \lambda_B/\lambda_A$, $b(\infty) \approx \rho \lambda_C/\lambda_A$, and $c(\infty) \approx \rho [1 - (\lambda_B + \lambda_C)/\lambda_A]$. We may thus replace $c(t) \approx \rho$ in the rate equations (24), which takes us to Eq. (21) with effective predator death rate $\mu = c(\infty) \lambda_C$ and prey reproduction rate $\sigma = c(\infty) \lambda_B$.

Lattice simulations of strongly asymmetric rock–paper–scissors model display the characteristic Lotka–Volterra spreading activity fronts and persistent oscillatory kinetics, and hence confirm this picture.\textsuperscript{47}

In the May–Leonard model variant of cyclic competition, predation and birth reactions are explicitly separated: $A + B \rightarrow A$,
A → \textit{A} + \textit{A} (and cyclically permuted) with independent rates. In this coupled reaction scheme, the total particle number is not conserved anymore, but still permits an active three-species coexistence state. In the absence of intraspecies competition, i.e., for infinite carrying capacities, one eigenvalue of the associated linear stability matrix \( L \) is real and negative, corresponding to an exponentially relaxing mode. The other two eigenvalues are purely imaginary, signifying the existence of undamped oscillations. Monte Carlo simulations of the May–Leonard model on 2D lattices show the spontaneous formation of spiral patterns with alternating \( A, B, C \) species in sequence.\textsuperscript{36,45,48} These spiral structures become especially clear and pronounced if in addition to nearest-neighbor hopping, particle exchange \( A \leftrightarrow B \) etc., is implemented, as illustrated in Fig. 3(b).\textsuperscript{49}

On the mean-field rate equation level, one may argue the relaxing eigenmode to be irrelevant for the long-time dynamics of this system; confining the subsequent analysis to the reactive plane spanned by the remaining oscillating modes, a mapping to the complex Ginzburg–Landau equation has been achieved,\textsuperscript{50} which is known to permit spiral spatio-temporal structures in certain parameter regimes.\textsuperscript{51} A consistent treatment of intrinsic reaction noise for this model based again on the Doi–Peliti formalism however results in a more complex picture. Since the relaxing mode is randomly driven by nonlinear fluctuations that involve the persistent oscillatory eigenmodes, it can only be integrated out in a rather restricted parameter range that allows for distinct time scale separation. In general, therefore the May–Leonard model is aptly described by a coupled set of three Langevin equations with properly constructed multiplicative noise.\textsuperscript{52}

6. Summary and Concluding Remarks

In this chapter, we have given an overview of crucial fluctuation and correlation effects in simple spatially extended particle reaction systems that originate from the underlying stochastic kinetics; these very same models also pertain to the basic phenomenology
for infectious disease spreading in epidemiology and the dynamics of competing populations in ecology. As befits the theme of this volume, the essential dynamical features of the paradigmatic models discussed here require analysis beyond the standard textbook fare that mostly utilizes coupled deterministic rate equations, which entail a factorization of correlation functions into powers of the reactants’ densities, thereby neglecting both temporal and spatial fluctuations.

Spontaneous death–birth reactions augmented with population-liming fusion constitute the fundamental simple epidemic process. The ensuing population extinction threshold exemplifies a continuous non-equilibrium phase transition between active and absorbing states which is naturally governed by large and long-range fluctuations. It is generically characterized by the critical scaling exponents of directed percolation, which assume non-trivial values in dimensions below the upper critical dimension $d_c = 4$.

Binary (or triplet) annihilation reactions generate depletion zones in dimensions $d \leq d_c = 2$ (1); the particle anti-correlations cause a drastic slowing down of the reaction kinetics in the diffusion-limited regime. For pair annihilation involving two distinct species, spatial segregation in dimensions $d \leq d_s = 4$ confines the reactions to the interfaces separating the diffusively coarsening domains. In the special case of precisely equal species densities, this further diminishes the overall reaction activity, and considerably decelerates the asymptotic algebraic decay.

In stochastic, spatially extended variants of the classical Lotka–Volterra model for predator–prey competition, the intrinsic demographic noise causes and stabilizes spreading activity fronts in the species coexistence phase; their quantitative properties are strongly affected by the stochastic fluctuations and spatial correlations self-generated by the fundamental reaction kinetics in the system. Furthermore, the implementation of finite local carrying capacities for the prey population, mimicking limitations in their food resources, generates an extinction threshold for the predator species. Finally, we have elucidated some basic features in cyclic competition models that involve three particle species, and related the resulting spatial
structures, i.e., population clusters for direct rock-paper-scissors competition and dynamical spirals in the May–Leonard model, to the presence and absence, respectively, of a conservation law for the total particle number.

In more complex systems that involve a larger number of reactants, many of these fluctuation-dominated features may of course be effectively averaged out or become inconspicuous on relevant length and/or time scales. However, even when important qualitative properties such as the topology of the phase diagram or the essential functional form of the time evolution remain adequately captured by mean-field rate equations, internal fluctuations as well as emerging spatial and temporal patterns or even short-lived correlations may well drastically modify the numerical values of effective reaction rates and transport coefficients.

Two case studies from the author’s research group may illustrate this point: (I) In ligand–receptor binding kinetics on cell membranes or surface plasmon resonance devices that are commonly utilized to measure reaction affinities, repeated ligand rebinding to nearby receptor locations entails temporal correlations that persist under diffusive dynamics and even advective flow; the correct reaction rate values may consequently deviate drastically from numbers extracted by inadequate fits to straightforward rate equation kinetics.53 (II) Circularly spreading wave fronts of “killer” as well as resistant bacteria strains induce the formation of intriguing patterns in an effectively 2D synthetic E. coli microecological system, emphasizing the important role of spatial inhomogeneities and local correlations.54 A sound understanding of the potential effects of fluctuations and correlations is thus indispensable for proper theoretical modeling and analysis as well as quantitative interpretation of experimental data.

There are of course other crucial fluctuation and correlation effects on chemical reactions and population dynamics that could not be covered in this chapter.36 Prominent examples are the strong impact of intrinsic noise on extinction probabilities and pathways in finite systems55; and novel phenomena related to extrinsic random
influences or quenched internal disorder. These topics and many more are addressed elsewhere in this book.
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Comparison of the approaches of the Coagulation and the Encounter Theories leading to one and the same differential kinetic equation in the consideration of one-stage irreversible chemical reactions is made. It is shown that only the concepts of the Encounter Theory admit generalization to the examination of a wide class of physicochemical processes in dilute solutions. Using the kinematic approximation in the Encounter Theory, the recipe for the calculation of steady-state constants in the general case of multistage multisite reaction is found. Based on this recipe, rate constants of irreversible one-stage reactions in the presence of reactivity anisotropy as well as rate constants of two-stage two-site reactions are calculated.

1. Introduction

Many of the bulk chemical reactions (or other physicochemical processes) in condensed medium proceed in the so-called kinetic regime,
when the reaction course is completely determined by elementary chemical transformation rates rather than by reactant motion. However, the reactions, depending on reactant mobility (commonly, diffusion-influenced reactions), also include a wide class of physicochemical processes taking place in liquid solutions and solids. Among these are, for example, electron excitation energy transfer, electron (or proton) migrations in photosynthetic systems, various chemical reactions occurring in colloid or polymer solutions, in nano- and biosystems, or trapping and detrapping problems in semiconductors, and many others. From this viewpoint, the development of the theory of reactions depending on reactant motion is important for understanding the behavior of various reacting systems. Many fundamental issues on general theories and their applications to the investigation of specific reaction systems have been addressed over many years. Such theories relied both on simple physical notions and on many-particle considerations of the system of reactants dissolved in chemically inert continual solvent, both in the framework of simple exactly solvable models and with the use of approximations. A more complete list of works on the problem is available in Refs. 31–33. In the present contribution, we shall deal with the theories relying on simple physical considerations which for a long time served as a basis for the examination of diffusion-influenced chemical reactions before the development of consistent many-particle theories.

2. Coagulation Theory

The Coagulation Theory is based on the contact model of spherical particles with total radius $R$ and coefficient $D$ of relative macro-diffusion. This model (“gray sphere” or “black sphere” model) was subsequently applied to the consideration of luminescence quenching processes in solutions and elementary irreversible chemical reactions

$$A + B \rightarrow C + B,$$

(1)
proceeding with excess reactants $B$. Of course, strictly speaking, in this case the coefficient $D$ cannot be treated as macroscopic diffusion coefficient, that is the proportionality coefficient between the density of the flux of particles and density gradient.

In a more general formulation, this model can take into consideration additional force interaction (along with reflection on maximum approach of particles) defined by the potential $U(r) \equiv u(r)kT$ and diffusion coefficient dependence on the distance $D(r)$ where $r$ is the distance between two particles ($A$ and $B$), $u(r)$ is the potential interaction energy in units $kT$, $k$ is the Boltzmann constant, and $T$ is the absolute temperature. According to the concepts of this theory, the change in concentration $[A]_t$ of particles $A$ interacting with particles $B$, the concentration $[B]$ of which is high and thus almost time invariant, are given by the expression

$$[A]_t = [A]_0 \exp \left( -[B] \int_0^t k(\tau) d\tau \right),$$

(2)

where

$$k(t) = k_r \exp(u(R)) n(R, t) \equiv k_r n^+(R, t)$$

(3)

and $n(r, t)$ is the pair density. Besides, the adjoint pair density $n^+(r, t)$ is introduced, which formally coincides with $n(r, t)$ at $u(r) \equiv 0$ but has a different physical meaning, as is shown below. We use the adjoint pair density $n^+(r, t)$ obeying the equation

$$\frac{\partial}{\partial t} n^+(r, t) = \frac{1}{r^2} \exp(u(r)) \frac{\partial}{\partial r} D(r) r^2 \exp(-u(r)) \frac{\partial}{\partial r} n^+(r, t)$$

(4)

with the initial condition $n^+(r, 0) = 1$ and boundary conditions at $r \to \infty$ and $r = R$

$$n^+(\infty, t) = 1, 4\pi D(R) R^2 \exp(-u(R)) \left. \frac{\partial}{\partial r} n^+(r, t) \right|_{r=R} = k_r n^+(R, t).$$

(5)

In chemical kinetics terminology, the quantity $k_r$ is the reaction constant.
At \( k_r \to \infty \), the model corresponds to the so-called “black sphere” model and the second boundary condition (5) at \( r = R \) has the form corresponding to going to zero of the pair density at the contact of reactants

\[
n^+(R,t) = 0.
\] (6)

In the absence of additional force interaction potential \( u(r) = 0 \) and \( D(r) = D = \text{const} \), the model corresponds to the Smoluchowski problem,\(^\text{12}\) and, in view of additional Coulomb interaction, — to the Onsager problem.\(^\text{34}\)

The kinetics of the process defined by expression (2) obeys the kinetic equation

\[
\frac{d}{dt} [A]_t = -k(t)[B][A]_t.
\] (7)

In chemical kinetics terminology, \( k(t) \) is time-dependent rate constant of the process under study. In the theory in question, its time dependence is related to non-stationary diffusion, and its characteristic time at \( u(r) = 0 \) and \( D(r) = D = \text{const} \) is

\[
\tau_D = \frac{R^2}{D}.
\]

It determines the course of the so-called transient stage after the end of which the rate constant attains its steady-state value

\[
k = \lim_{t \to 0} k(t).
\] (8)

Kinetic equation (7) takes the form of basic chemical kinetics\(^\text{35}\) corresponding to the kinetic law of mass action

\[
\frac{d}{dt} [A]_t = -k[B][A]_t.
\] (9)

Theories taking into account time dependence of kinetic coefficients are called the non-Markovian theories, while those considering just quasi-stationary stages are the Markovian theories.\(^\text{32,33}\) In this work, in considering particular problems, we shall restrict ourselves mainly to the examination of the Markovian theories. The non-Markovian
theories will be discussed elsewhere. For the calculation of the Markovian rate constant in Eq. (9), the stationary solution of Eq. (4) is sufficient, i.e., at

$$\frac{\partial}{\partial t} n^+(r, t) = 0, \quad n^+(r, t) \approx n^+(r)$$

with boundary conditions (5). With a stationary solution in Eq. (3), it gives the expression for the steady-state (Markovian) reaction rate constant

$$\frac{1}{k} = \frac{1}{k_r} + \frac{1}{k_D}, \quad k = \frac{k_D k_r}{k_D + k_r}, \quad (10)$$

which involves two different limiting regimes of the reaction course. At $k_r \ll k_D$, $k \approx k_r$ and the elementary reaction process taking place at contact is limiting. Such a stage is called a kinetic stage. At $k_D \ll k_r$, $k \approx k_D$ and diffusion of reactants resulting in their approach is limiting. Such a stage is called a diffusion-controlled stage. The quantity $k_D$ of the diffusion-controlled reaction rate constant defined as

$$\frac{1}{k_D} = \frac{1}{4\pi} \int_R^\infty \frac{\exp(u(y))}{D(y)y^2} dy \quad (11)$$

is called diffusion constant. At $u(r) = 0$ and $D(r) = D = \text{const}$, Eq. (11) yields the well-known expression\(^2\)

$$k_D = 4\pi DR. \quad (12)$$

A similar formula also takes place in the case of strong attraction. However, instead of contact radius, the radius $R_e$ determined from the condition $u(R_e) = 1$ appears. For strong Coulomb attraction, such a radius is called the Onsager radius.\(^3\)

3. Encounter Theory

Application of the Coagulation Theory approach to the investigation of chemical reactions has a number of demerits, first of all, related to the macroscopic character of reactant motion consideration, and
it is, to a great extent, intuitive. Generalization of this approach to the studies of reversible and multistage reactions presents significant difficulties. At the same time, dilute solutions where reactions proceed may be treated as rarefied “gas” of reactants placed in chemically inert continual matter. In this case, to obtain kinetic equations, one can use concepts and methods of semi-classical Collision Theory, according to which reactants are, for the most time, in the process of “free pass” and enter into the reaction as a result of short “collisions”, the mean duration of which is much less than the mean time between collisions. However, in dilute solutions the medium (solvent), though chemically inert (i.e., it does not participate in the reaction), has a marked effect on the course of the reaction. Just for this reason, the dynamic character of the elementary event is replaced by a stochastic one that is specified by the reaction’s elementary event rate \( w(q) \) (\( q \) — the reaction configuration space coordinate involving all “external” parameters which determine the reaction course) on sufficient approach of reactants. Besides, the medium has an essential effect on the character of relative motion of reactants. It transforms dynamic motion (realized in accordance with classical mechanics laws) into a stochastic one (executed by random walks of reactants in “inert” medium). Thus, “free pass” gives way to “free random walks” which, of course, in the general case, are not macroscopic diffusion resulting from the density gradient but microscopic molecular motion of reactants in the matter. Moreover, the “collision” character itself changes due to the so-called cage effect.\(^{36}\) The essence of this effect is that, unlike the gas phase, where fragments, for example, of a decomposing molecule move apart, in the liquid phase these fragments do not necessarily separate.\(^{37}\) This can lead to repeat formation of chemical bond by virtue of the fact that condensed matter keeps the partners from moving apart by holding them together in some kind of a “cage”. It is established that collisions — contacts of two separate partners — occur in series. We consider that each series of contacts corresponds to the encounter of reactants in condensed matter, which begins with the first contact. So the cage ensures
a substantial increase in the characteristic encounter time \( \tau_c \) as compared to duration of collisions of reactants in gas, though this time is much less than the mean time \( \tau_f \) of free random walks before the encounter with other partners (quantity inverse to the mean frequency of encounters). Turning to the above contact model, we have, for example, at \( u(r) = 0 \) and \( D(r) = D = \text{const} \)

\[
\frac{1}{\tau_f} = k_D[B] = 4\pi DR[B], \quad \tau_c = \frac{R^2}{3D}, \quad \eta = \frac{\tau_c}{\tau_f} = \frac{4\pi}{3} R^3[B] \ll 1,
\]

i.e., just as for rarefied gases, the theory concepts require the smallness of the density parameter \( \eta \).

Thus the event which is treated as collision in the Collision Theory, in reactions in solutions should be considered as an encounter consisting of a great number of contacts due to stochastic character of reactant motion in solution. Just for this reason, such a theory (analog of semi-classical Collision Theory) is called the Encounter Theory.\(^{38,39}\) Note that physical notions and the corresponding terminology of the Encounter Theory differ essentially from those accepted in theories based on the Coagulation Theory. Diffusion constant multiplied by concentration \( [B] \) is nothing but the frequency of encounters of reactants in solution (analog of collision frequency in gas), since in diffusion-controlled regime the first contact of reactants (beginning of encounter) gives rise to the reaction that interrupts free random walks (analog of free pass). Non-stationary diffusion time is the characteristic encounter time (analog of the mean duration of collision in gas). Such a terminology agrees more adequately with the situation when molecular motion is not diffusion.

So, by analogy with the Collision Theory, the quantity is to be calculated

\[
\frac{[A]_t}{[A]_0} = \sum_{n=0}^{\infty} \left\langle \exp \left( - \int_0^t \sum_{i=1}^n w_i(q(\tau))d\tau \right) \right\rangle
= \sum_{n=0}^{\infty} \left\langle \prod_{i=1}^n \exp \left( - \int_0^t w_i(q(\tau))d\tau \right) \right\rangle,
\]

(14)
where broken brackets denote averaging over \( n \) encounters numbered by the index \( i \). As in the Collision Theory, here we assume the independence of pair encounters that manifests itself in additivity of their contributions.

First, examine contact reaction. For this case, time distribution of free random walks is similar to time distribution of free pass in gas

\[
dW(t) = \frac{1}{\tau_f} \exp\left( -\frac{t}{\tau_f} \right) = k_D[B] \exp(-k_D[B]t). \tag{15}
\]

As in the Collision Theory, though the reacting system evolution in the interval from 0 to \( t \) is considered, it is necessary to allow for the contributions from collisions occurred beyond the limits of this interval. However, in the Encounter Theory, in view of the fact that encounters begin from the first contact, one should take into account just the contributions of encounters occurred at times \( \tau' \leq 0 \) and neglect the contributions from encounters in the interval \( \tau' > t \) that are considered in the Collision Theory. With this correction, the expression known from the Collision Theory (in view of Eq. (15)) is

\[
[A]_t = [A]_0 \exp\left( -k_D[B] \int_{-\infty}^{t} \left( 1 - T(t, \tau') \right) d\tau' \right), \tag{16}
\]

where \( T(t, \tau') \) is the survival probability of two reactants by the moment of time \( t \) on the encounter that occurred at the moment of time \( \tau' \). To establish its form, introduce the quantities which are survival probabilities by the moment of time \( t \) in geminate pair \( A + B \)

\[
n(q, t) = \langle \exp\left( -\int_0^t w(q(\tau))d\tau \right) \rangle_q,
\]

\[
n^+(q, t) = \langle \exp\left( -\int_0^t w(q(\tau))d\tau \right) \rangle_q^+. \tag{17}
\]

The first quantity is the average over stochastic trajectories \( q(t) \) that pass through the point \( q \) at the moment of time \( t \), and the second quantity — the average over stochastic trajectories that pass through the point \( q \) at the initial moment of time \( t = 0 \). Thus the value \( n^+(q, t) \) is the survival probability by the moment of time \( t \)
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on the encounter which began at the moment of time \( t = 0 \) at the initial position of reactants defined by the coordinate \( q \). If stochastic trajectories \( q(t) \) are a stationary Markovian stochastic process, then for a spherically symmetric problem this quantity obeys the equation\(^{39} \) that differs from Eq. (4) in the presence of the sink term \( w(r)n^+(r,t) \)^{32,33,40}

\[
\frac{\partial}{\partial t} n^+(r,t) = -w(r)n^+(r,t) + \frac{1}{r^2} \times \exp(u(r)) \frac{\partial}{\partial r} D(r)r^2 \exp(-u(r)) \frac{\partial}{\partial r} n^+(r,t) \tag{18}
\]

with the initial condition \( n^+(r,0) = 1 \) and boundary conditions at \( r \to \infty \) and \( r = R \)

\[
n^+(\infty,t) = 1, \quad \left. \frac{\partial}{\partial r} n^+(r,t) \right|_{r=R} = 0. \tag{19}
\]

The second boundary condition corresponds to the absence of the kinematic flux on approach to the distance \( r = R \). For contact reaction, we have

\[
w(r) = k_0 \frac{\delta(r - R)}{4 \pi r R} = \frac{k_0}{4 \pi r R} \lim_{\varepsilon \to 0} \frac{1}{\varepsilon} \Theta(R + \varepsilon - r),
\]

\[
k_0 = 4 \pi \int_R^\infty W(r)r^2 dr, \quad \kappa_r = k_0 \exp(-u(R)), \tag{20}
\]

where \( \Theta(R + \varepsilon - r) \) is the Heaviside stepwise function and \( \delta(r-R) \) — the Dirac delta function. At \( r \geq R + \varepsilon \), Eq. (18) gives Eq. (4). Multiplying both sides of Eq. (18) by \( 4 \pi r^2 \exp(-u(r)) \) and integrating over \( r \) between the limits from \( R \) to \( R + \varepsilon \) with allowance for the second boundary condition (19) and Eqs. (20) in the limit \( \varepsilon \to 0 \), we obtain boundary (at \( r = R \)) condition (5). So, in the case of contact reaction, Eq. (18) with the reaction sink reduces to Eq. (4) without the sink but with another boundary condition defining the reaction flux into the sphere \( r = R \). Now introduce the conditional probability density \( \varphi(q,t|q',t') = \varphi(q,q';t-t') \) of the realization of the coordinate \( q \) at the moment of time \( t \) if at the initial moment of time \( t' \) it was \( q' \). It depends on time difference due to stochastic process
stationarity. In the specific case of spherical symmetry \((q = r)\), this function obeys the equation\(^{39}\)

\[
\frac{\partial}{\partial \tau} \varphi(r, r'; \tau) = \frac{1}{r^2} \frac{\partial}{\partial r} D(r) r^2 \exp(-u(r)) \frac{\partial}{\partial r} \exp(u(r)) \varphi(r, r'; \tau)
\]

(21)

with the initial condition at \(\tau = t - t' = 0\)

\[
\varphi(r, t'|r', t') = \varphi(r, r'; 0) = \frac{\delta(r - r')}{4\pi rr'}
\]

(22)

and boundary conditions

\[
\left. \frac{\partial}{\partial r} \right|_{r = R} \exp(u(r)) \varphi(r, r'; \tau) = 0, \quad \varphi(\infty, r'; \tau) = 0.
\]

(23)

The Laplace time transform of this probability is called a resolvent\(^{41}\)

\[
g(r, r'; s) = \int_0^\infty \exp(-s\tau) \varphi(r, r'; \tau) d\tau, g(q, q'; s)
\]

\[
= \int_0^\infty \exp(-s\tau) \varphi(q, q'; \tau) d\tau.
\]

(24)

At \(s = 0\) it is called a stationary resolvent (or the stationary Green function)

\[
g(r, r') = g(r, r'; 0) = \frac{1}{4\pi} \exp(-u(r)) \int_{\max\{r, r'\}}^{\infty} \frac{\exp(u(y))}{D(y)y^2} dy.
\]

(25)

Now, obtain the expression for the survival probability on the encounter \(T(t, t')\) in Eq. (16). Since encounters start from the distance \(r = R\) (with the first contact) at the moment of time \(t'\), therefore, the survival probability on the encounter \(T(t, t')\) at \(0 \leq t' \leq t\) is \(n^+(R, t - t')\). At \(t' < 0\), one should take into account that the contribution of such an encounter should be considered in the interval \(0 \leq \tau \leq t\) only. In the interval \(t' \leq \tau < 0\), averaging over trajectories starting at the contact \((r = R)\) at the moment of time \(t' < 0\) of the encounter and ending at some value of distance \(r\) on this interval (at \(\tau = 0\)) gives the conditional probability
density $\varphi(r,0|R,\tau^{'}) = \varphi(r,R; -\tau^{'})$, and on the remaining interval $0 \leq \tau \leq t$ — the value $n^+(r,t)$. Thus, eventually we have

$$T(t,\tau^{'}) = \begin{cases} n^+(R,t - \tau^{'}) & \text{at } 0 \leq \tau^{'} \leq t, \\ 4\pi \int_{R}^{\infty} n^+(r,t)\varphi(r,R; -\tau^{'})r^2dr & \text{at } \tau^{' \leq 0}. \end{cases} \quad (26)$$

Consider the argument of the exponent in Eq. (16) by dividing integration intervals from $-\infty$ to 0 and from 0 to $t$. We replace the integration variable $-\tau$ by $\tau$ in the first integral and $t - \tau$ by $\tau$ in the second one. With the aid of Eqs. (24), (25), and the fact that rate constant is equal to time derivative of the argument of the exponent (see Eq. (2)) divided by concentration $[B]$, we get for this constant

$$k(t) = k_D(1 - n^+(R,t)) - 4\pi k_D \int_{R}^{\infty} \frac{\partial}{\partial t} n^+(r,t)r^2g(r,R)dr. \quad (27)$$

Using Eqs. (11), (4), and (25) and calculating the integral in Eq. (27) by parts, in view of Eq. (5), we obtain expression (3) of the Coagulation Theory. However, now it is possible to physically interpret rate constant representing it as

$$k(t) = k_r \Omega(t), \quad (28)$$

where $\Omega(t) = n^+(R,t)$ is the survival probability on the encounter of reactants, i.e., the survival probability in geminate reaction by the moment of time $t$, with the start from contact $r = R$ at the moment of time $t = 0$.

Now, let us generalize the result to remote reactions. For spherically symmetric problem, the difference is in that in definition (26) of $T(t,\tau^{'})$ in Eq. (16) one should use $n^+(r,t)$ obeying Eq. (18). In the general case of the dependence on the coordinate $q$ of the configuration space, we shall employ the Laplace transforms of quantities. The integral equation for the Laplace transform $\tilde{n}^+(q,s)$ of the quantity $n^+(q,t)$ over time is of the form \(^{41}\)

$$\tilde{n}^+(q,s) = \frac{1}{s} - \int \tilde{n}^+(q',s)w(q')g(q',q;s)dq'. \quad (29)$$

Of course, in the expression for $T(t,\tau^{'})$ (26), contact value of distance should be replaced by some distance $r_0$, and the value $k_D$ — by
the value \( k_d(r_0) \) depending on this distance (which is one of the components of the reaction configuration space coordinate \( q_0 \)). In the final calculation of the reaction rate constant \( k(t) \), we put \( r_0 \to \infty \). For \( k_d(r_0) \), we can use the value for spherically symmetric but not contact problem that is given by the expression following from Eq. (11)

\[
\frac{1}{k_d(r_0)} \to \frac{1}{4\pi} \int_{r_0}^{\infty} \frac{\exp(u(y))}{D(y)y^2} dy \to \frac{1}{4\pi D(\infty)r_0}.
\]

Taking the foregoing into account, instead of Eq. (27), we have the limit \( r_0 \to \infty \) of the quantity depending on \( q_0 \). Its Laplace transform is as follows:

\[
\tilde{k}(s) = \lim_{r_0 \to \infty} \tilde{k}(s, q_0),
\]

\[
\tilde{k}(s, q_0) = k_d(r_0) \left\{ \frac{1}{s} - \tilde{n}^+(q_0, s) + s \int \left( \frac{1}{s} - \tilde{n}^+(q, s) \right) g(q, q_0) dq \right\}.
\]

With Eq. (29) and resolvent relation\(^{41}\) (equivalent to the Einstein–Smoluchowski relation)

\[
\int g(q', q; s)g(q, q_0; 0) dq = \frac{1}{s}(g(q', q_0; 0) - g(q', q_0; s)),
\]

we obtain from the second equation in Eq. (31)

\[
\tilde{k}(s, q_0) = k_d(r_0) \int \tilde{n}^+(q, s) w(q) g(q, q_0; 0) dq.
\]

So, using the original of Eq. (33) and performing the limit \( r_0 \to \infty \), we arrive at the expression for rate constant

\[
k(t) = \int n^+(q, t) w(q) \varphi(q) dq,
\]

where

\[
\varphi(q) = \lim_{r_0 \to \infty} k_d(r_0) g(q, q_0) \quad (r_0 \in q_0)
\]
is the equilibrium distribution (the Boltzmann distribution) or static contour which satisfies the detailed balancing principle and stationarity condition

\[ \varphi(q, q_0; t) \varphi(q_0) = \varphi(q_0, q; t) \varphi(q), \quad g(q, q_0; s) \varphi(q_0) = g(q_0, q; s) \varphi(q), \]

\[ \int \varphi(q, q_0; t) \varphi(q_0) dq_0 = \varphi(q), \quad \int g(q, q_0; s) \varphi(q_0) dq_0 = \frac{1}{s} \varphi(q). \]

Equation (35) follows from relations

\[ k_d(r_0)_{r_0 \to \infty} \sim 4\pi \bar{D} r_0, \quad g(q, q_0)_{r_0 \to \infty} \sim \frac{1}{4\pi \bar{D} r_0} \varphi(q) \quad (r_0 \in q_0), \]

where \( \bar{D} \) is a macroscopic diffusion coefficient.

Let us introduce the function — the reaction zone shape normalized to unity with the weight \( \varphi(q) \)

\[ \psi(q) = \frac{w(q)}{k_r}; \quad k_r = \int w(q) \varphi(q) dq; \quad \int \psi(q) \varphi(q) dq = 1. \]

Then reaction rate constant (34) may be represented in the previous form (28) where the survival probability \( \Omega(t) \) on encounter is the survival probability in geminate pair, with the start being from the initial distribution \( f(q) = \psi(q) \varphi(q) \)

\[ \Omega(t) = \int n^+(q, t) f(q) dq = \int n^+(q, t) \psi(q) \varphi(q) dq. \]

Note that the reaction on encounter is geminate process of a reaction of a pair of reactants encountering each other. However, this process should not be considered as geminate reaction of isolated pairs of reactants, when isolated geminate pairs are generated at the initial moment of time (i.e., initial correlation exists). On the contrary, for bulk reactions considered in framework of the Encounter Theory, pairs of reactants are formed at different moments of time due to pair encounters of particles in solution. It is seen that the reaction rate constant dependence is related to incompleteness of pair encounters.
However, as the transient stage is completed, i.e., at $t \gg \tau_c$, the reaction rate constant reaches its steady-state value (8)

$$k = k_r \Omega(\infty) = \int w(q)n(q)dq = \int w(q)n^+(q)\varphi(q)dq. \tag{40}$$

4. Steady-State Reaction Rate Constant

Stationary equation following from Eq. (18) at $t \to \infty$ and the corresponding boundary conditions for remote reaction between hard spheres ($q = r$, $dq = 4\pi r^2 dr$) with total radius $R$ for $u(r) = 0$ and $D(r) = D = \text{const}$ ($\varphi(r) = 1$, $n^+(r) = n(r)$) has the form

$$-w(r)n(r) + D \frac{1}{r^2} \frac{d}{dr} r^2 \frac{d}{dr} n(r) = -w(r)n(r) + D \frac{1}{r^2} \frac{d^2}{dr^2} r n(r) = 0,$$

$$\frac{d}{dr} n(r)|_{r=R} = 0, \quad \lim_{r \to \infty} n(r) = 1. \tag{41}$$

Steady-state reaction rate constant (40), in view of Eqs. (41), is

$$k = 4\pi \int_{R}^{\infty} w(r)n(r)r^2 dr = 4\pi D \lim_{r \to \infty} r^2 \frac{d}{dr} n(r) \equiv 4\pi D R_{\text{eff}}. \tag{42}$$

Here, $R_{\text{eff}}$ is the effective radius that defines the reaction cross-section (which is the analog of reaction cross-section in the gas phase) depending on diffusion coefficient. In view of Eq. (41) and definition of radius in Eq. (42), the asymptote of the pair density is

$$n(r \to \infty) \sim 1 - \frac{R_{\text{eff}}}{r}, \tag{43}$$

i.e., the effective radius is the asymptotic expansion coefficient (at $r^{-1}$) of the pair density. Calculations by Eqs. (41) and (42) for dipole–dipole (resonant) and exchange irreversible luminescence quenching,

(a) $w(r) = ar^{-6}$ (at $R = 0$),

(b) $w(r) = w_0 \exp((r-R)/L), \tag{44}$
respectively, give

(a) \( R_{\text{eff}} = \frac{2\sqrt{2}\pi}{1^2(\frac{1}{4})} \left( \frac{a}{D} \right)^{1/4} \approx 0.676 \left( \frac{a}{D} \right)^{1/4} \),

(b) \( R_{\text{eff}} = R + L\{\ln \gamma^2 \beta + 2\vartheta(\beta, \xi)\} \).  \( (45) \)

Here, \( \gamma = \exp C \) (\( C \approx 0.577 \) is the Euler constant), and

\[ \vartheta(\beta, \xi) = \frac{K_0(2\sqrt{\beta}) - \xi \sqrt{\beta}K_1(2\sqrt{\beta})}{I_0(2\sqrt{\beta}) + \xi \sqrt{\beta}I_1(2\sqrt{\beta})} , \]  \( (46) \)

where \( I_\nu(x) \) and \( K_\nu(x) \) are the modified Bessel functions and the MacDonald functions, respectively. Here, the parameter \( \xi = R/L \)

and the parameter

\[ \beta = w_0\tau_c = w_0\frac{L^2}{D}. \]

The value of this parameter separates the cases of diffusion-controlled (strong) and kinetic-controlled (weak) exchange quenching.

Since for resonant quenching \( w(r) \to \infty \) at \( r \to 0 \) the effective radius \( (R_{\text{eff}} \approx R_S) \) (at \( R = 0 \)) corresponds to diffusion-controlled strong transfer, therefore, it fails to provide the attainment of the kinetic limit \( k \approx k_r \) by rate constant \( (42) \) (where \( R_{\text{eff}} \approx R_S \) is defined by Eq. \( (45a) \)) with increasing diffusion coefficient. The effective radius \( R_S \) (accurate to the co-factor \( \sim 1 \)) can be found by the recipe

\[ w(R_S)\tau_c \equiv w(R_S)\frac{R_S^2}{16D} = \frac{a}{16R_S^2D} = 1. \]  \( (47) \)

The exchange diffusion-controlled strong quenching corresponds to \( \beta \gg 1 \) and gives\(^{38,43} \)

\[ R_{\text{eff}} \approx R_S = R + L\ln \gamma^2 w_0\frac{L^2}{D}. \]  \( (48) \)

Just as in the case of dipole–dipole transfer, this radius may be found (accurate to co-factor \( \sim 1 \)) from the equation\(^ {43} \) similar to Eq. \( (47) \)

\[ w(R_S)\tau_c \equiv w(R_S)\frac{L^2}{D} = w_0 \exp \left( -\frac{R_S - R}{L} \right) \frac{L^2}{D} = 1. \]  \( (49) \)
The condition $\beta \gg 1$ means that the radius $R_S$ of strong exchange quenching zone exceeds the value of the total radius $R$ of hard spheres (the distance of the closest approach), thus it is $R_S$ that is the effective radius of quenching.

Equations (47) and (49) for the determination of effective radii of strong quenching for dipole–dipole and exchange transfer differ in the definition of residence time $\tau_c$. By the first recipe, the extension $R_S$ of the quenching zone itself is included in the definition. By the second recipe, the extension $L$ of the quenching layer (the scale of the decay in the exchange quenching elementary rate $w(r)$) appears in the definition. However, this difference is not crucial from the standpoint of the universality of recipes (47) and (49). It means that in the case of resonance transfer, the extension of the quenching layer is proportional to the value of $R_S$. However, physically this difference is radical, since, unlike the case of resonance transfer, extension of the quenching layer of the exchange transfer may be essentially less than $R$ and $R_S(L \ll R_S, 1 \ll \xi)$, which is actually the case. Then the value of $R_S$ may be considered with a good accuracy as a quenching (“black sphere”) radius which increases with diffusion deceleration. This implies that as diffusion accelerates, the value of the radius $R_S$ may become less than the total radius $R$ of hard spheres, and remote transfer is to give way to contact reaction. General expression (45b) at $\beta \ll 1$, in view of Eq. (42) for rate constant, yields result (10) of contact spheres

$$k = 4\pi DR_{\text{eff}} = 4\pi DR\frac{w_0\tau_e}{1 + w_0\tau_e} \equiv \frac{k_D k_r}{k_r + k_D}, \quad (50)$$

where

$$\tau_e = RL/D \gg \tau_c, \quad k_r = w_0\tau_0 k_D = 4\pi R^2 L w_0 \equiv w_0 v, \quad (51)$$

are the complete residence time in the reaction zone and reaction constant, respectively, $v = 4\pi R^2 L$ is the reaction zone volume. Note that a small value of the parameter $\beta$ means that a strong quenching radius $R_S$ is inside a hard sphere of the radius $R$, and a strong quenching zone is beyond reach. However, despite a small value $\beta = w_0\tau_c$, in
contrast to resonance transfer, at $k_r \gg k_D$ diffusion control of reactions typical of contact reactions is retained. The reason is that the residence time in a contact zone increases to $\tau_e$ due to a great number of recontacts. Thus in the case where the elementary event rate sharply decreases with distance, the reactions can manifest themselves both as remote reactions, and as contact ones depending on reactants mobility.$^{38,43}$

5. Contact Reactions

Most chemical reactions are contact, i.e., they proceed on approach of reactants to the distance equal to the sum of van der Waals radii. In this section, we examine the reaction occurring near the immediate contact of reactants in a general way without contact idealization (20). This approach has received the name kinematic approximation.$^{44}$ Let us introduce the averaging of any quantity $A(q)$ over reaction zone (38)

$$\langle A(q) \rangle = \int A(q) \psi(q) \varphi(q) dq.$$  

(52)

Averaging both sides of Eq. (29) over the reaction zone with the use of Eqs. (37) and (38), the Laplace transforms of values in Eqs. (28) and (39), and the decoupling of the averages$^{33}$

$$\left\langle \int \psi(q') g(q', q; s) dq' \tilde{n}^+(q) \right\rangle \approx \left\langle \int \psi(q') g(q', q; s) dq' \right\rangle \left\langle \tilde{n}^+(q) \right\rangle,$$  

(53)

which is similar to the “closure approximation” in the general theory of diffusion-controlled bimolecular reactions$^{40}$ we obtain for the Laplace transform of rate constant and steady-state constant, respectively,

$$\frac{1}{sk(s)} = \frac{1}{k_r} + \frac{1}{k_d(s)} \quad \text{or at } s \to 0 \quad \frac{1}{k} = \frac{1}{k_r} + \frac{1}{k_d}, \quad k_d = k_d(0),$$  

(54)
where

$$\frac{1}{k_d(s)} = \int\int \psi(q')g(q', q; s)\psi(q)\varphi(q)dq'dq.$$  \hspace{1cm} (55)

Decoupling procedure (53) is exact when contact idealization (20) is used in spherically symmetric problem, and Eqs. (54) and (55) (at \( s \to 0 \)) reproduce results (10) for contact sphere.\(^5\) Expressions (54) for rate constants coincide in form with the corresponding expressions for contact reactions; the only difference is in the value of the constant \( k_d \) of the reaction controlled by reactant mobility \((k_r \to \infty)\). The quantity \( k_d \) does not depend on reactivity and is a pure kinematic characteristic that is a quadrature of free resolvent.

Now, employ the results obtained in the kinematic approximation for the calculation of rate constant of diffusion-controlled reaction in the presence of reactivity anisotropy that plays an important part in chemical reactions, in particular, in biological systems. Rotation of reactants is neglected. A round reaction patch on a spherical particle is the simplest model of such an anisotropy\(^45\) (although other models also exist (see references in Ref. 33)). In this case, the geometric steric factor \( f \) (equal to the ratio between the areas of the reaction patch and the particle surface) is introduced. The reaction rate constant \( k_d \) can be represented as

$$k_d = k_D f_{\text{eff}},$$ \hspace{1cm} (56)

where \( f_{\text{eff}} \) is the effective steric factor. For diffusion-controlled reaction between isotropic and strongly anisotropic \((f \ll 1)\) particles, the problem admits exact analytical solution\(^46\)

$$f_{\text{eff}} = \frac{\sqrt{f}}{\pi/2 + \sqrt{f} \ln \sqrt{f}} \approx \frac{2}{\pi} \sqrt{f} \approx 0.637 \sqrt{f} \quad (\sqrt{f} \ll 1).$$ \hspace{1cm} (57)

In the kinematic approximation in the model under study at \( f \ll 1 \), it is necessary to average stationary resolvent at \( r = r' = R \)

$$g(R, \varphi, \theta; R', \varphi', \theta') = \frac{1}{k_D} \left\{ \frac{\sqrt{2}}{\sqrt{1 - \cos \gamma}} - \ln \left( 1 + \frac{\sqrt{2}}{\sqrt{1 - \cos \gamma}} \right) \right\},$$

$$\cos \gamma = \cos \theta \cos \theta' - \sin \theta \sin \theta' \cos(\varphi - \varphi'),$$ \hspace{1cm} (58)
over azimuth angles $\varphi$ and $\varphi'$, and polar angles $\theta$ and $\theta'$ of spherical coordinate system

$$0 \leq \varphi, \varphi' \leq 2\pi, \quad 0 \leq \theta, \theta' \leq \theta_0 \approx 2\sqrt{f} \ll 1.$$  \hspace{1cm} (59)

As a result, we arrive at the expression for $f_{\text{eff}}$ that differs from Eq. (57) in that the numerical coefficient in the first term in its denominator is 8% greater. So we have

$$f_{\text{eff}} = \frac{\sqrt{f}}{16/3\pi + \sqrt{f} \ln \sqrt{f}} \approx \frac{3\pi}{16\sqrt{f}} \approx 0.589\sqrt{f}. \hspace{1cm} (60)$$

The above expression provides a rather high accuracy in the worst situation of a small steric factor. Note that the effective steric factor is not proportional to the value of geometric steric factor and can essentially exceed it. This is due to the reactivity anisotropy averaging by translational diffusion motion with a great number of recontacts during the encounter; part of them will be favorable to the reaction.\(^{47}\) Also, in the kinematic approximation one can obtain the result in the case where both reacting partners ($A$ and $B$) have the reactivity anisotropy defined by geometric steric factors $f_A$ and $f_B$. In this case\(^{48,49}\)

$$f_{\text{eff}} = \alpha(\xi)\sqrt{f_A f_B}, \hspace{1cm} (61)$$

where $\alpha(\xi)$ is the numerical coefficient depending on $\xi = \sqrt{f_A/f_B}$ ($0 < \xi \leq 1$).\(^{48}\) At $\xi \to 0 (f_A \ll f_B) \alpha(0) = 3\pi/16 \approx 0.589$ (as in Eq. (60)), and at $\xi = 1 (f_A = f_B) \alpha(1) \approx 0.918$.

When rotation of reactants is taken into account, averaging of reactivity anisotropy occurs. Peculiarities of rate constant transformation under rotation depend on the character of translational and rotational mobilities, but rotation leads, in the end, to complete averaging of reactivity anisotropy ($f_{\text{eff}} = 1$).\(^{48-50}\)

6. Multistage Reactions

Though for the above irreversible chemical reactions the kinetic equations based on the concepts of the Coagulation and the Encounter
Theories coincide, an important advantage of the Encounter Theory is the possibility of describing any bimolecular multistage reaction the reversible stage of which, in the general form, may be represented as

$$A_l + A_m \overset{k_{ik,lm}}{\rightarrow} A_i + A_k \quad (i, k, l, m = 1, 2, \ldots, N),$$ (62)

where $N$ is the total number of species in solution. Any group of two reacting particles $A_l + A_m$ is called the $L = (lm)$th reaction channel. Reversible transition from the $L$th reaction channel into another channel and back (shown in Eq. (62) and occurring in a given elementary stage) is called forward and reverse transition channels.\textsuperscript{32,33} As the reaction rate constants are determined by the effect of the encounter of two particles, the Encounter Theory easily admits matrix generalization. It is because residence of reactants of species $A_l$ in the reacting system is considered to occur in states $l$ of “effective” particle $A$ and concentrations $[A_l]$ of species are components of column-vectors $[A]_t$ in the basis of individual states of “effective” particle.\textsuperscript{33} Then general quasi-stationary vector equation of the Encounter Theory is\textsuperscript{33}

$$\frac{d}{dt}[A]_t = Tr_{A'} \int \mathbf{\hat{W}}(q) \mathbf{\hat{G}}(q) dq ([A]_t \otimes [A']_t),$$ (63)

where $\mathbf{\hat{W}}(q)$ is the elementary reaction rates Liouvilian, $\otimes$ denotes the direct product of concentration vectors, $Tr_{A'}$ is the trace (summation) over states of “effective particles” of the partner. The steady-state Liouvilian of the pair densities is the stationary solution $\mathbf{\hat{G}}(q) = \lim_{t \to \infty} \mathbf{\hat{G}}(q, t)$ of the matrix equation defining the change in these densities due to the encounter of reactants

$$\frac{\partial}{\partial t} \mathbf{\hat{G}}(q, t) = \mathbf{\hat{W}}(q) \mathbf{\hat{G}}(q, t) + \mathbf{\hat{L}}_q \mathbf{\hat{G}}(q, t)$$ (64)

with the initial conditions $\mathbf{\hat{G}}(q, 0) = \mathbf{\hat{\varphi}}_{eq}(q)$, where $\mathbf{\hat{\varphi}}_{eq}(q)$ is a diagonal matrix with elements equal to distributions $\varphi_L(q)$ of equilibrium coordinates $q$ in the $L$th channel.
Further, we consider the specific case of multistage reaction between non-identical particles the reversible stage of which may be represented as\(^{51}\)

\[
A_l + B_l \xrightleftharpoons{k_{kl}}^k_{lk} A_k + B_k \quad (l, k = 1, 2, \ldots, N).
\] (65)

Here, \(N\) is the number of channels; numbers of particles coincide with numbers of channels which are denoted by small Latin letters. Using

\[
(W_k)_l = W_{kl}(q) = - \sum m w_{ml}(q) \delta_{kl} + w_{kl}(q),
\]

\[
\left( \sum_k (W_k)_l = 0 \right), \quad (L_q)_kl = \delta_{kl} \hat{L}_q^{(l)},
\]

where \(\delta_{kl}\) is the Kronecker delta, \(w_{kl}(q)\) are elementary event rates (that determine the transition from the \(l\)th channel to the \(k\)th one), and \(\hat{L}_q^{(l)}\) is the molecular motion operator in the \(l\)th channel, we have from Eqs. (63) and (64)

\[
\frac{d[A_l]_t}{dt} = \frac{d[B_l]_t}{dt} = \sum_{i,l} \int W_{kl}(q)G_{il}(q)dq[A_i]_t[B_i]_t
\]

\[
\equiv -k_{kk}[A_k]_t[B_k]_t + \sum_l k_{kl}[A_l]_t[B_l]_t,
\]

(67)

\[
\frac{\partial}{\partial t} G_{kl}(q, t) = - \sum_i w_{ik}(q) G_{il}(q, t)
\]

\[
+ \sum_i w_{kl}(q) G_{il}(q, t) + \hat{L}_q^{(l)} G_{kl}(q, t).
\]

(68)

Introducing adjoint quantities \(h_{kl}^+(q)\) by the equality \(G_{kl}(q) = h_{kl}^+(q)\varphi_k(q)\), we have for rate constants in Eq. (67)

\[
k_{kl} = \int \sum_{i \neq k} (w_{ki}(q)h_{il}^+(q)\varphi_l(q) - w_{ik}(q)h_{kl}^+(q)\varphi_k(q))dq \quad (k \neq l),
\]

\[
k_{kk} = - \int \sum_{i \neq k} (w_{ki}(q)h_{ik}^+(q)\varphi_i(q) - w_{ik}(q)h_{kk}^+(q)\varphi_k(q))dq,
\]

(69)
and the integral equation for adjoint densities (the analog of Eq. (29) for $sn^+(s)_{s \to 0}$) is of the form:

$$h_{kl}^+(q) = \delta_{kl} - \int g_k(q', q) \sum_{i \neq k} \left\{ w_{ik}(q') h_{kl}^+(q') - w_{kl}(q') \frac{h_{il}^+(q') \varphi_i(q')}{\varphi_k(q')} \right\} dq', \quad (70)$$

where $\delta_{kl}$ is the Kronecker delta and $g_k(q', q)$ is the stationary free resolvent of the $k$th channel (see the second expression in Eq. (24) at $s = 0$).

The multistage reaction between two reactants on encounter proceeds at definite spatial positions of the reacting molecules or their molecular groups, i.e., from a definite site. Further we shall take that the multistage reaction under consideration is a multisite reaction, i.e., the transition from any channel, for example, from the $k$th one, to other channels, for example, to the $l$th channel, occurs from a definite site the number of which is the number of the channel the transition is accomplished to. This means that the transition from the $k$th channel to the $l$th one occurs from the $l$th site of the $k$th channel. Let us introduce the reaction zone shape of the $l$th site of the $k$th channel normalized to unity with the weight $\varphi_k(q)$ — equilibrium distribution in the $k$th channel

$$\psi_{lk}(q) = \frac{w_{lk}(q)}{k_{lk}^0} \left( \int \psi_{lk}(q) \varphi_k(q) dq = 1 \right), \quad w_{lk}(q) = k_{lk}^0 \psi_{lk}(q), \quad (71)$$

where

$$k_{lk}^0 = \int w_{lk}(q) \varphi_k(q) dq \quad (72)$$

is the reaction constant of the $l$th site of the $k$th channel. The following relations take place which express the kinetic principle of the detailed balancing, i.e., they relate elementary rates of forward and
back reactions of any elementary stage of multistage reaction\textsuperscript{32,33,51}

\[ ψ_{lk}(q) \varphi_k(q) ≡ \frac{w_{lk}(q)}{k_{lk}^0} = ψ_{kl}(q) \varphi_l(q) ≡ \frac{w_{kl}(q)}{k_{kl}^0}. \] (73)

Now, we introduce (by analogy with Eq. (52)) the averaging of some quantity \( A_k(q) \) over the reaction zones \( ψ_{nk}(q) \)

\[ ⟨A_k(q)⟩_n = \int A_k(q)ψ_{nk}(q)\varphi_k(q)dq, \quad ⟨h_{kl}^+⟩_n = \int h_{kl}^+(q)ψ_{nk}(q)\varphi_k(q)dq. \] (74)

Averaging both sides of Eq. (70) \( (A_k(q) = h_{kl}^+(q)) \), in view of Eq. (73), and using (in the kinematic approximation) the decoupling of averages in the right-hand side, just as in Section 5, we obtain the set of equations

\[ ⟨h_{kl}^+⟩_n = δ_{kl} - \sum_{i \neq k} g_{ni}^{(k)} (k_{ik}^0 ⟨h_{kl}^+⟩_i - k_{ki}^0 ⟨h_{il}^+⟩_k) \quad (n \neq k). \] (75)

Hereinafter, \( δ_{kl} \) is the Kronecker delta, and

\[ g_{ni}^{(k)} = \int \int ψ_{nk}(q)g_k(q, q')ψ_{lk}(q')\varphi_k(q')dq dq' = g_{ln}^{(k)} \] (76)

are stationary free resolvents averaged over the reaction zones (see Eq. (55)), with the upper index corresponding to the number of a channel, and lower indices being the numbers of sites in this channel. Symmetry of this quantity on rearrangement of lower indices follows from the detailed balancing relation (see Eq. (36)). In Eqs. (75) and (76), each of the functions \( g_k(q, q') \) describes the free motion in the configuration space of the corresponding pair in the \( k \)th channel (without reactions), either translational motion or rotational one.

From Eqs. (69) and (74) we have the expressions for the determination of rate constants of multistage multisite reactions

\[ k_{kl} = \sum_{i \neq k} (k_{ik}^0 ⟨h_{kl}^+⟩_k - k_{ki}^0 ⟨h_{il}^+⟩_i) \quad (k \neq l), \]

\[ k_{kk} = -\sum_{i \neq k} (k_{ki}^0 ⟨h_{kk}^+⟩_k - k_{ik}^0 ⟨h_{ik}^+⟩_i). \] (77)
Let us introduce partial rate constants

\[ k_{ki}^{(l)} = k_{ki}^0 \langle h_{il}^+ \rangle_k. \]  

(78)

Then expressions (77) for rate constants are written as

\[ k_{kl} = \sum_{i \neq k} \left( k_{ki}^{(l)} - k_{ik}^{(l)} \right) \quad (k \neq l), \]

\[ k_{kk} = -\sum_{i \neq k} \left( k_{ki}^{(k)} - k_{ik}^{(k)} \right) \left( k_{kk} = \sum_{i \neq k} k_{ik} \right). \]  

(79)

and Eqs. (75) and (78), in the general case (in the presence of transition channels between any stages), give the set of \( N(N-1) \) \( (N \) — the number of channels) equations for each fixed value \( l \) for the determination of \( N(N-1) \) constants \( k_{nk}^{(l)} \) at fixed value of the index \( l \), i.e., all in all, \( N \) sets of equations

\[ k_{nk}^{(l)} = k_{nk}^0 \delta_{kl} - k_{nk}^0 \sum_{i \neq k} g_{ni}^{(k)} \left( k_{ik}^{(l)} - k_{ki}^{(l)} \right) \quad (n \neq k). \]  

(80)

As a particular example, consider consecutive two-stage irreversible reaction:

\[ A_1 + B_1 \xrightarrow{k_1} A_3 + B_3 \xrightarrow{k_2} A_2 + B_2. \]  

(81)

In this case, kinetic equation (67) involves five rate constants \( k_{11}, k_{33}, k_{31}, k_{23}, \) and \( k_{21} \). Rate constants \( k_{11} \) and \( k_{33} \) correspond to the “escape” from the first and the third channels. Other rate constants correspond to transitions from the first channel to the third one to its first site, from the third channel to the second one from the second site of the third channel, and, finally, from the first channel to the second one, respectively. Note that the transition from the first channel to the second one occurs between channels not connected directly by chemical interaction, and is completely determined by
diffusion motion of reactants. According to Eqs. (79),

\[ k_{11} = k_{31}^{(1)}, \quad k_{31} = k_{31}^{(1)} - k_{23}^{(1)} \]
\[ k_{33} = k_{23}^{(3)} - k_{31}^{(3)}, \]
\[ k_{23} = k_{23}^{(3)}, \quad k_{21} = k_{23}^{(1)}, \]

(82)

and Eq. (80), yield two closed sets of equations. From these equations it follows that \( k_{31}^{(3)} = 0 \), so using Eq. (82), in view of designations

\[ g_{22}^{(3)} = g_{22}, \quad g_{12}^{(3)} = g_{21}^{(3)} = g_{21} = g_{21}, \quad k_{31}^{0} = k_{1}, \quad k_{23}^{0} = k_{2} \]

(83)

we get equations for the determination of rate constants

\[ k_{11} = k_{1} - k_{1} g_{33}^{(1)} k_{11}, \quad k_{23} = k_{2} - k_{2} g_{22} k_{23}, \]
\[ k_{21} = -k_{2} (g_{22} k_{21} - g_{21} k_{11}), \]
\[ k_{31} = k_{11} - k_{21}, \quad k_{33} = k_{23}, \]

(84)

which give

\[ k_{11} = \frac{k_{1}}{1 + k_{1} g_{33}^{(1)}}, \quad k_{33} = k_{23} = \frac{k_{2}}{1 + k_{2} g_{22}}, \]
\[ k_{31} = \frac{k_{1}}{1 + k_{1} g_{33}^{(1)}} \left( \frac{1 + k_{2} (g_{22} - g_{21})}{1 + k_{2} g_{22}} \right), \]
\[ k_{21} = \frac{k_{1}}{1 + k_{1} g_{33}^{(1)}} \left( \frac{k_{2} g_{21}}{1 + k_{2} g_{22}} \right). \]

(85)

Expressions (85) may be represented in a different form by introducing diffusion constants for each independent irreversible transition channel \( A_1 + B_1 \xrightarrow{k_1} A_3 + B_3 \) and \( A_3 + B_3 \xrightarrow{k_2} A_2 + B_2 \), as well as efficiencies \( p_1 \) and \( p_2 \) of these reactions and the reduced efficiency \( \bar{p}_2 \) of the third channel

\[ k_{d1} = \frac{1}{g_{33}^{(1)}}, \quad k_{d2} = \frac{1}{g_{22}}, \quad p_1 = \frac{k_{1} g_{33}^{(1)}}{1 + k_{1} g_{33}^{(1)}}, \quad k_{d1} + k_{1}, \]
\[ p_2 = \frac{k_{2} g_{22}}{1 + k_{2} g_{22}} = \frac{k_{2}}{k_{d2} + k_{2}}, \quad \bar{p}_2 = \frac{g_{21}}{g_{22}} p_2. \]

(86)
Then Eqs. (85) give the expressions corresponding to the specific case of paper\textsuperscript{51}

\begin{align}
    k_{11} &= k_{d1}p_1, \\
    k_{33} &= k_{23} = k_{d2}p_2, \\
    k_{31} &= k_{d1}p_1(1 - \bar{p}_2), \\
    k_{21} &= k_{d1}p_1\bar{p}_2.
\end{align}

Reaction rate constants $k_{11}$ and $k_{33} = k_{23}$ correspond to independent irreversible reactions $A_1 + B_1 \overset{k_1}{\rightarrow} A_3 + B_3$ and $A_3 + B_3 \overset{k_2}{\rightarrow} A_2 + B_2$, respectively. It is seen that, if diffusion motion during the encounter of reactants $A$ and $B$ fails to provide the transition from one site to another, i.e., $g_{21} \rightarrow 0$, then the reduced efficiency $\bar{p}_2 \rightarrow 0$. In this situation, the above independent irreversible reactions take place, i.e., from the first channel $A_1 + B_1$, the irreversible transition to the first site of the third channel $A_3 + B_3$ occurs, and from the second site of the third channel, the irreversible transition to the second channel $A_2 + B_2$ takes place, and $k_{11} = k_{31} = k_{d1}p_1$, $k_{33} = k_{23} = k_{d2}p_2$.

Of course, in this case, $k_{21} = 0$, i.e., the transition from the first channel to the second one is absent, since these channels are not connected directly by chemical interaction. However, if during the encounter diffusion motion leads to the transition from the first site to the second one, the situation changes qualitatively. During the encounter (residence in the “cage”) reactants of the third channel at the first site (arisen from transition from the first channel) reach the second site by diffusion from which further chemical transformation into the second channel occurs. This corresponds to transition channel from the first channel to the second channel during one encounter defined by the rate constant $k_{21} \neq 0$. Note that spherically symmetric approach most often considered in the literature is always a one-site approach, $g_{21} = g_{22}$ and $\bar{p}_2 = p_2$. Diffusion constants $k_{d1} = k_{D1}$ and $k_{d2} = k_{D2}$ for the first and the third channels, respectively, are given by expressions of the form of Eq. (12).\textsuperscript{52}

7. Summary

Though differential kinetic equations of one-stage irreversible reactions derived in the framework of the Coagulation Theory and
the Encounter Theory coincide, physical notions underlying these theories differ essentially. The Coagulation Theory makes use of the concepts of macroscopic flux proportional to density gradient, while the Encounter Theory treats solutions as “gas” of reactants dissolved in chemically inert continual solvent. It is the analog of semi-classical Collision Theory in gases and is based on the idea that most of the time reactants are in the process of free random walks, and the reaction proceeds on their encounters, the characteristic time of which is considerably less than the mean time between successive encounters. Accordingly, the terminology is different. The notion called non-stationary diffusion time in the Coagulation Theory, in the Encounter Theory is considered to be the characteristic encounter time, and time dependence of reaction rate constant is specified by incompleteness of encounters. An important advantage of the Encounter Theory is the possibility of examining any multistage bimolecular reactions and other quasi-resonant physicochemical processes determined by quantum interactions.\textsuperscript{38,39} A significant assumption of the Encounter Theory (and the Collision Theory as well) is independence of pair encounters. However, an encounter differs essentially from collision in that it is stochastic in character, and this gives rise to space-time correlations\textsuperscript{32,33} manifesting themselves on long-term tails of kinetic dependencies. Investigation of these correlations is possible only in the context of the non-Markovian theories based on many-particle approaches. Nevertheless, for the present many-particle approaches\textsuperscript{32,33} the concept of the encounter is also essential for understanding of physical picture of reactions in solutions.

The use of the kinematic approximation in the calculations of steady-state constants in the Encounter Theory has made it possible to consider more realistic models of reactions taking into account reactivity anisotropy and multisite nature of multistage reactions.
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In this contribution, we give a brief overview of theoretical approaches to diffusion-influenced reactions, focusing on non-stationary (non-Markovian) effects in chemical kinetics. We discuss the origin of such effects and their manifestations. We also introduce the idea of “encounter theory”, an approach that treats the reacting system as a “gas” of reactants diluted in a chemically inert solvent, and discuss the variants of this theory — known as integral encounter theory and modified encounter theory.

1. Introduction

Fast reactions in solutions play an important role in many areas of physical chemistry. Such reactions are, for instance, energy transfer,1–3 electron transfer,4,5 proton transfer,6,7 and proton-coupled
electron transfer giving rise to recombination of free radicals, luminescence quenching, etc. Fast processes are frequently encountered in chemistry, biochemistry, polymer systems, photovoltaics, etc. In many cases, such reactions are affected not only by chemical reactivity itself, but also by mobility of the reacting particles. In the case of diffusional motion, such reactions are therefore termed diffusion-influenced or diffusion-controlled reactions. Due to the fact that such reactions are relevant in so many branches of science, development of a consistent theory of diffusion-influenced processes is of great importance for understanding the behavior of various reacting systems.

Theoretical treatment of diffusion-influenced reactions has drawn much attention from researchers over many years; there are a vast number of original research papers and reviews dedicated to this subject. Early works in this field of research were dealing with irreversible reactions, using concepts from coagulation theory, which were developed further in later works. At the same time, generalization of the theory to complex reversible reactions and multistage processes, in particular, to processes involving particles with internal quasi-resonant quantum states, remained challenging for a long time. The approach which is free from this short-coming is the encounter theory, which treats reactions in solutions using the concept of a “gas” of reactants, whereas the solvent is considered as an inert continuous medium. For this reason, the encounter theory is analogous to the semi-classical collision theory in gases. At the same time, one should note that the chemically “inert” medium has a strong effect on chemical reactions in liquids, despite the fact that the solvent molecules do not react with any solute molecules. This effect has several important manifestations. First, the medium influences the rates of chemical events, due to fast relaxation over internal degrees of freedom of reactants conditioned by interactions with the solvent molecules. Second, interaction of the reacting chemical system with the medium can modify the potential energy surface, as is the case, for instance, when solvation takes place. Third, in some chemical reactions motion of solvent molecules plays an important
role, e.g., in electron transfer reactions where the reaction coordinate is often the “solvent coordinate”, which describes the positions and orientations of the solvent molecules around the electron donor and acceptor. Fourth, the medium strongly affects relative motion of reactants by turning it from deterministic dynamic motion into stochastic random walks. For this reason, in solutions particles move via random walks instead of the free passes seen in gases. Consequently, the concept of a “collision” in the gas phase needs to be modified due to the presence of the “cage” effect.

The essence of the cage effect is as follows. In liquids, the reactants do not separate after a collision: solvent molecules keep them close together preventing from immediate separation, see Fig. 1. In fact, the distribution of collisions of a pair of particles is non-uniform in time; due to the cage effect, the collisions occur in series. As a consequence, when the first collision does not lead to a chemical reaction, the two particles have a finite probability to collide again and react. Hence, instead of single collisions in the gas phase, we need to consider encounters of two diffusing particles, which comprise multiple collisions (repeated contacts) between them. Multiple collisions significantly increase the encounter duration, which becomes much

Fig. 1. Essence of the cage effect. A pair of reactants, A and B, trapped in the solvent “cage” (the solvent molecules are symbolically shown by balls of light color) cannot separate immediately. As a consequence, there is a probability that A and B react to form a product AB. This process competes with diffusional separation.
longer than the duration of a single collision, and affect the reaction rate coefficients $K(t)$, rendering them time-dependent. Thus, before the rate coefficients reach their steady-state values, which correspond to the kinetic law of mass action according to basic chemical kinetics, there is a so-called transient stage where $K$ strongly depends on time. Theories which do not treat such a time dependence are termed Markovian, while those that consider the $K(t)$ dependence are essentially non-Markovian theories.

The encounter theory, which is analogous to the semi-classical collision theory in gases, makes use of the concept of independent pair encounters of reactants. One should note, however, that this approximation does not hold at long times, because the distribution of the encounter durations is non-Poissonian, having a long-time power-law "tail". As a consequence, the mean encounter duration diverges, i.e., the encounter duration is literally infinite and only the characteristic encounter duration has a physical meaning. This effect gives rise to long-range space-time correlations, which become manifest at long times. In addition, at long times the so-called fluctuation kinetics reveals itself, which is due to fluctuations of concentrations when most particles have already reacted. Due to such complex effects, developing a consistent non-Markovian theory is possible only by using many-particle consideration of an ensemble of reactants in a chemically inert medium.

There are a number of many-particle approaches to reaction kinetics described in the literature. Some of them are based on exactly solvable models. A widely used model of such kind considers an irreversible reaction (or luminescence quenching) of immobile $A$ particles (donors) with point-like $B$ particles (acceptors), which are present in great excess. Since the distance between $A$ and any of $B$ particles changes independently, one can perform averaging of the kinetics over the ensemble of $B$ particles. By using this model, static luminescence quenching (quenching by immobile $B$s) has been considered, as well as irreversible quenching by diffusing $B$ particles (known as target model, see Fig. 2, top). The most general exactly solvable model has been considered by Kipriyanov et al.; in this
model also, the hopping model of reactant motion has been treated. One should note that when A particle diffuses and B particles are immobile (trapping problem, see Fig. 2, bottom) there is no exact solution for the kinetics. A further disadvantage of this exactly solvable model is that it cannot be extended to reversible reactions.

Besides using exactly solvable models, one can exploit many-particle approaches to the derivation of non-Markovian kinetic equations. Such approaches exist in two variants. One of them is based on introducing the irreducible evolution operator (mass operator), which can be calculated by diagram summation or by expansion into a series in concentrations. This method becomes relatively complex, when applied to multistage chemical processes. However, it is very useful for testing simpler methods of deriving non-Markovian kinetic equations. The other possibility is construction and closure (truncation) of hierarchies for reduced distribution functions (RDFs). The simplest truncation method is provided by the superposition decoupling, although total superposition decoupling was also used. The simplest decoupling method applied to
irreversible reactions in spatially uniform reacting systems yields the
differential equations of the coagulation theory and the encounter
type. However, for reversible reactions the superposition decoupling
yields kinetic equations, which do not reproduce those obtained by
numerical modeling. For this reason, alternative approaches have
been proposed, such as the system size expansion, the theory based
on non-equilibrium statistical thermodynamics, the kinetic theory
of reactions in liquids, the integral encounter theory (IET), and the
modified encounter theory (MET). Originally, all these
approaches have been applied to elementary reactions. However, later
on substantial progress has been achieved by generalizing methods
of non-equilibrium statistical mechanics to chemical systems, giving
rise to general and consistent approaches to truncating hierarchies for
RDFs. These methods allow one to generalize the IET and MET
approaches even to complex multistage processes.

Here, we focus on the non-Markovian kinetics of diffusion-
influenced processes. In Section 2, we compare various theoretical
approaches to simple irreversible reactions and discuss effects of dif-
fusion on chemical kinetics. When introducing different approaches,
we explain the essence of the binary approximation and binary kinetics,
which depends only on relative mobility of reactants. This will
bring us to the concept of the encounter theory: Here, we present the
IET and MET and discuss their accuracy. In Section 3, we briefly
introduce many-particle approaches to the description of reacting
systems. Such approaches lead to hierarchies for RDFs and corre-
lation patterns, which can be truncated to derive kinetics equations.
In this contribution, we discuss two truncation methods which allow
one to obtain the IET and MET equations.

As pedagogical values of this chapter, we would like to highlight
the following issues:
— we discuss the origin of non-Markovian effects in chemical kinetics;
— we describe in detail the concept of binary kinetics;
— we provide the concept of encounter theory and a detailed descrip-
tion of different formulations of this theory;
— we describe general many-particle approaches to derivation of
kinetic equations.
2. Kinetics of Diffusion-Influenced Reactions

2.1. Differential kinetics equations

Let us consider the simplest reaction

\[ A + B \rightarrow \text{Product} \]  

by using various kinetic approaches assuming that the reactants, \( A \) and \( B \), are hard spheres of radii \( R_A \) and \( R_B \), respectively. For the sake of simplicity, we treat only pseudo-monomolecular reactions, that is, the concentration \( c_B \) of \( B \) reactant is time-independent. This is the case either when \( c_A \ll c_B \), so that one can neglect reduction of the \( c_B \) concentration in the chemical process. Alternatively, one can consider the \( A + B \rightarrow C + B \) reaction, in which \( A \) particles are consumed whereas the number of \( B \) particles remains unchanged.

Several approaches, namely, the coagulation theory\(^{33,34}\) and its modification,\(^ {36}\) encounter theory,\(^ {37}\) exactly solvable “target” model\(^ {46,47}\) and superposition approximation,\(^ {59}\) yield the same differential kinetic equation for the concentration \( c_A \) of \( A \) particles

\[
\frac{d}{dt} c_A(t) = -K(t)c_B c_A(t), \quad \frac{c_A(t)}{c_A(0)} = \exp \left\{ -c_B \int_0^t K(\tau) d\tau \right\}. \tag{2}
\]

The time-dependent (non-Markovian) rate “constant” is as follows:

\[
K(t) = 4\pi \int_0^\infty w(r)n(r,t)r^2 dr. \tag{3}
\]

Here, for the sake of simplicity and clarity, we always consider a spherically symmetric diffusional problem with \( R = R_A + R_B \) being the closest approach distance and \( w(r) \) being the rate of the elementary chemical event (sink term). We also introduce the pair density, which satisfies the following equation:

\[
\frac{\partial}{\partial t} n(r,t) = -w(r)n(r,t) + \hat{L}_r n(r,t). \tag{4}
\]

For solving this equation, one should use the following initial and boundary conditions, respectively:

\[
n(r,0) = 1, \quad \frac{\partial}{\partial r} n(r,t)|_{r=R} = 0. \tag{5}
\]
These conditions stand for the uniform spatial distribution at \( t = 0 \) and for the absence of particle flux at the closest approach, \( r = R \). The \( \hat{L}_r \) operator describes relative motion of particles; in the case of free diffusion \( \hat{L}_r = D \Delta_r \) with \( D = D_A + D_B \) being the relative diffusion coefficient and \( \Delta_r \) being the Laplace operator.

The coagulation theory has been developed\(^{34}\) for contact reactivity

\[
w(r) = k_r \frac{\delta(r - R)}{4\pi R^2}, \tag{6}\]

where \( \delta \) is the Dirac delta-function and

\[
k_r = 4\pi \int_R^{\infty} w(r)r^2 dr \tag{7}\]

is the reaction constant (intrinsic constant). It is worth noting that in contact approximation one can set \( w(r) = 0 \) in Eq. (4) replacing the reflecting boundary condition (5) by an absorbing boundary condition

\[
4\pi DR^2 \frac{\partial}{\partial r} n(r,t)|_{r=R} = k_r n(R,t), \tag{8}\]

which defines the reaction flux at the contact distance. The recipe given by Eq. (3) using Eq. (6) yields the following time-dependent (non-Markovian) rate “constant”, see Fig. 3:

\[
K(t) = k_r n(R,t) = k\{1 + \alpha \exp(u^2 t)\text{erfc}(u\sqrt{t})\}, \tag{9}\]

where \( \alpha = k_r/k_D \) (with \( k_D = 4\pi RD \) being the diffusional rate constant), \( u = (1 + \alpha)/\sqrt{\tau_D} \), \( \tau_D = R^2/D \) (characteristic duration of diffusional encounter), \( \text{erfc} \) is the complimentary error function and \( k \) is the steady-state reaction rate constant

\[
k = 4\pi DR_{\text{eff}} = \lim_{t \to \infty} K(t) = \frac{k_r k_D}{k_r + k_D}. \tag{10}\]

Hence, the reaction is clearly diffusion-influenced, as follows from the \( k \) value: at \( k_D \gg k_r \) we obtain \( k \approx k_r \), i.e., once diffusional transport of particles to the reaction zone is very fast, the reaction rate is
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Fig. 3. Time dependence of the $K(t)$ rate coefficient. In calculations, we used parameters $\alpha = k_r/k_D = 10$; time is given in units of $\tau_D$, the rate constant is given in units of $k_r$. The horizontal line gives the value of the steady-state rate constant, here $k/k_r$. The reaction is determined solely by the efficiency of reactant transport to the reaction zone, i.e., $k \approx k_D$. As far as the time dependence of $K(t)$ is concerned, at $t = 0$ it is equal to $k_r$ because the reaction takes place from the uniform particle distribution. As the reaction occurs, $n(R,t)$ decreases and $K(t)$ also decreases reaching the steady-state value at $t \to \infty$. Since the rate coefficient changes in the range given by the limiting values $k_r$ and $k \leq k_r$, the time dependence of $K(t)$ is essential only in the case $k_r \gg k_D$, i.e., for diffusion-controlled processes. Indeed, once $k_r \ll k_D$, effects of diffusion are of no importance as $n(r,t) \approx 1$ at all distances and at all times. Hence, the time dependence of $K(t)$ as presented in Fig. 3 is due to the evolution of the pair density $n(r,t)$. The distribution function calculated at different instants of time is shown in Fig. 4.

When $k_r \to \infty$, the problem is reduced to Smoluchowski’s problem, which imposes the boundary condition $n(R,t) = 0$ instead of
Fig. 4. Pair density distribution $n(r,t)$ at different instants of time: $t = 0$ (solid line), $t = 10\tau_D$ (dashed line), $t = 200\tau_D$ (dotted line), $t = \infty$ (dashed-dotted line). At $t = 0$, the distribution is uniform, $n = 1$, as the time goes by it is depleted near the contact radius $r = R$. The distribution becomes time-independent at long times, as the reaction sink is balanced by the diffusion flux to the reaction zone. Here, the distance is given in units of $R$; the reactivity at contact is taken as infinite.

Eq. (5). In this situation, from Eqs. (9) and (10) we obtain

$$K(t) = k_D \left(1 + \frac{R}{\sqrt{\pi D t}}\right)$$

and the reaction kinetics is given by the expression

$$\frac{c_A(t)}{c_A(0)} = \exp \left\{-c_B k_D \left(t + 2R\sqrt{\frac{t}{\pi D}}\right)\right\} = \exp \left\{-2\sqrt{\frac{3\eta}{\pi}} c_B k_D t\right\} \exp\{-c_B k_D t\}.$$  (12)

In Eq. (12), we introduce the density parameter

$$\eta = \frac{4\pi}{3} R^3 c_B = \frac{4\pi}{3} R_{\text{eff}}^3 c_B \ll 1.$$  (13)

This parameter needs to be small to apply the encounter theory, which treats only pair encounters of reactants in solution, neglecting encounters of three or more particles. Hence, the encounter
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Theory is essentially a binary theory, requiring that the encounter duration, $\tau_c$, is much smaller than the mean time between subsequent encounters $\tau_f$

$$\tau_c \approx \frac{R^2}{3D} = \frac{1}{3} \tau_D \ll \tau_f = \frac{1}{4\pi DRc_B}. \quad (14)$$

Here, the time between encounters is evaluated as the inverse rate of the reaction on a “black” sphere. Expression (14) is mathematically equivalent to Eq. (13). The dependence of the kinetics solely on the relative diffusion coefficient and inter-particle distance in $w(r)$ (i.e., on characteristics of a pair of reactants) is also an indication that the theory is a binary theory.

According to Eq. (12), the reaction kinetics at $t \leq \tau_c$, corresponding to the so-called transient stage, is essentially non-Markovian: the kinetics strongly deviates from the exponential kinetics $\exp\{-kc_Bt\}$, predicted by the basic chemical kinetics (kinetic law of mass action).41 The depth of chemical transformation at $t \leq \tau_c$ is negligible when $\eta \ll 1$. However, one should note that even when $t \gg \tau_c$, i.e., when the “rate constant” $K(t)$ reaches its steady-state value $k$, the kinetics (12) is not purely exponential. Indeed, the exponentially decreasing Markovian kinetics is not the true asymptote of the kinetics, see Fig. 5. This effect holds not only for the diffusion-controlled reaction considered here. As follows from Eq. (9), a more general asymptotic law is valid

$$K(t) \xrightarrow{t \to \infty} k \left(1 + \frac{R_{\text{eff}}}{\sqrt{\pi D t}}\right) = 4\pi D R_{\text{eff}} \left(1 + \frac{R_{\text{eff}}}{\sqrt{\pi D t}}\right). \quad (15)$$

Interestingly, this law is universal,72 since it holds for an arbitrary irreversible reaction (in this case, $R_{\text{eff}} = k/4\pi D$ is a general definition, which does not depend on whether reaction takes place only at the closest approach). As a consequence, we conclude that the long-time asymptote of any irreversible reaction is described by a universal long-term asymptote, which obviously deviates from the
Fig. 5. Kinetics of the $A + B \rightarrow \text{Product}$ reaction in the case of great excess of $B$ particles (pseudo-monomolecular reaction); here we show the survival probability $c_A(t)/c_A(0)$, time is given in units of $\tau_D$. In calculations, we used the following parameters: $k_r \gg k_D$, $c_B k_D \tau_D = 3\eta = 0.3$. Solid line shows the non-Markovian kinetics taking into account the transient stage with the rate constant taken from Eq. (11); dashed line shows the Markovian kinetics, assuming that the rate constant is time-independent and equal to $k_D$.

Hence, the non-Markovian contribution to the kinetics is of importance not only within the transient stage, but at all times as shown in Fig. 5. In this context, one should also keep in mind that the long-time asymptote given by Eq. (16) is only an intermediate asymptote but not the fluctuation asymptote, which cannot be described by any binary theory. The situation is different when the “target model” \cite{46,47} (immobile $A$ particles and diffusing point-like $B$ particles) is considered. In this case, the concentration of the point particles can be arbitrary and the density parameter $\eta$ is not necessarily small. In this case, the universal kinetic law (16) also coincides with the fluctuation asymptote.
A particularly interesting special case is given by static reactions between particles.\(^2\) Of course, such reactions can only occur for non-contact reaction rates \(w(r)\). In this situation, Eq. (3) for \(K(t)\) should be used but \(n(r,t)\) should be calculated from Eq. (4) assuming \(\hat{L}_r = 0\)

\[
\frac{\partial}{\partial t} n(r,t) = -w(r)n(r,t) \Rightarrow n(r,t) = \exp[-w(r)t]. \tag{17}
\]

Using this expression, we can obtain the following result for the rate coefficient:

\[
K(t) = 4\pi \int_{R}^{\infty} w(r) \exp[-w(r)t]r^2 dr, \tag{18}
\]

which does not provide convergence of \(K(t)\) to a constant value at long times. For a given \(w(r)\) rate, one should calculate the integral in Eq. (18) to evaluate the rate coefficient. However, one can also use an approximate solution, which is based on intuitive considerations. In fact, the concentration of \(A\) particles follows the law

\[
\frac{c_A(t)}{c_A(0)} = \exp\{-c_B V(t)\}, \quad V(t) = \frac{4}{3}\pi R_S^3. \tag{19}
\]

Hence, the ratio \(c_A(t)/c_A(0)\), that is, the survival probability of \(A\) particles, is equal to the probability that there are no \(B\) particles in the volume \(V(t)\) of the sphere of the radius \(R_S(t)\). Hence, \(R_S(t)\) can be interpreted as the distance where the reaction has occurred within the time interval from zero to \(t\).\(^73\) The \(R_S\) value can be estimated as follows:

\[
w(R_S(t))t \approx 1. \tag{20}
\]

Rigorous calculation gives essentially the same result (which differs only by a coefficient of the order of unity). For instance, for dipolar and exchange quenching, the \(R_S\) radius is as follows:\(^73\)

\[
R_S(t) = (\pi at)^{1/6}, \quad \text{for } w(r) = \frac{a}{r^6} \quad \text{(dipolar quenching)},
\]

\[
R_S(t) = L \ln[w_0 t], \quad \text{for } w(r) = w_0 \exp\left(-\frac{r}{L}\right) \quad \text{(exchange quenching)}. \tag{21}
\]
In these cases, $K(t)$ behaves as follows:\footnote{73}{
\begin{align*}
K(t) &= \frac{2\pi}{3} \sqrt{\frac{\pi a}{t}} \quad \text{(dipolar quenching),} \\
K(t) &= 4\pi L^3 \frac{\ln^2[w_0 t]}{t} \quad \text{(exchange quenching).}
\end{align*}
}

The second expression is valid when $w_0 t \gg 1$. Hence, one can see that the time dependence of the rate coefficient is non-stationary at all times; likewise, the distribution $n(r, t)$ does not reach a stationary value at long times but gradually decays to zero, see Fig. 6. When diffusional motion comes into play, the kinetic behavior becomes even more complex: At short times static quenching dominates, whereas at long times the diffusional flux stabilizes the reaction sink and $K(t)$ goes to its steady-state value $k$. A comparison of the rate coefficients calculated for static and diffusion-influenced exchange quenching is presented in Fig. 6.

Fig. 6. Rate coefficient calculated for static quenching and diffusion-influenced quenching. Here, exchange quenching is considered. Calculation parameters: $R = 1$, $L = 1$, $w_0 = 10^4$ (in units of $\tau_D^{-1}$), time is given in units of $\tau_D$. 
2.2. **Integro-differential kinetic equations**

Many-particle methods to the derivation of binary kinetic equations yield integro-differential (retarded) kinetic equations, in full agreement with the basic principles of non-equilibrium statistical mechanics

\[
\frac{d}{dt}c_A(t) = -c_B \int_{-\infty}^{t} \Sigma(t-\tau)c_A(\tau)d\tau = -c_B \int_{0}^{t} \Sigma(\tau)c_A(t-\tau)d\tau. \tag{23}
\]

The precise expression for the integral kernel \(\Sigma(t)\) (memory function) depends on the method of truncating the hierarchies for RDFs or correlation patterns. Here, we focus on the cases of IET and MET. The IET equations can be derived by keeping only two-particle correlations. The IET kernel can be evaluated as follows\(^6\):\(^8\):

\[
\Sigma(\tau) = \Sigma_{\text{iet}}(\tau) = \int dr \left\{ w(r)\delta(t) - w(r) \int dr_0 g(r|r_0,\tau)w(r_0) \right\}, \tag{24}
\]

where \(g(r|r_0,\tau)\) is the propagator (Green function) obeying the following equation:

\[
\left( \frac{\partial}{\partial \tau} - \hat{L}_r + w(r) \right) g(r|r_0,\tau) = \frac{\delta(r-r_0)}{4\pi rr_0} \delta(\tau). \tag{25}
\]

The integro-differential equation (23) can be reduced to a more customary differential equation with a non-Markovian or Markovian (steady-state) rate constant, defined as follows:

\[
\mathcal{K}(t) = \int_{0}^{t} \Sigma_{\text{iet}}(\tau)d\tau, \quad k = \mathcal{K}(\infty) = \int_{0}^{\infty} \Sigma_{\text{iet}}(\tau)d\tau. \tag{26}
\]

Such a reduction of the IET equation to its differential form can be obtained by taking into account that the characteristic decay time of the kernel is given by \(\tau_c\) and by assuming (as it is done in the collision theory in gases) that \(c_A(t-\tau) \approx c_A(t)\). One should note, however, that such an approximation is justified only within a limited time.
The reason is that the IET does not keep all contributions from binary encounters. Indeed, because of the repeated contacts of reactants during encounters, the kernel $\Sigma_{\text{iet}}$ is not an exponentially decaying function of time having a long-time power-law tail (in contrast to gas phase reactions with rapidly decaying rate kernels). For this reason, the procedure (26) is not valid at long times.

In order to obtain the kernel, which takes into account all contributions from binary encounters, one needs to consider three-particle correlations and extract essentially binary channels in the three-particle problem. In this situation, the kinetic equation also takes the form given by Eq. (23) but with the MET kernel,

$$\Sigma(\tau) = \Sigma_{\text{met}}(\tau) = \Sigma_{\text{iet}}(\tau) \exp(-c_B k \tau).$$

Here, the steady-state rate constant is defined through the IET kernel, see Eq. (26). Thus, for calculating the MET kernel one needs to know the IET kernel. Reduction of the MET equations to the differential form can be done using the “time-shift” rule

$$c_A(t - \tau) \approx c_A(t) \exp(c_B k \tau)$$

in the right-hand side of Eq. (23). This recipe immediately yields the differential kinetic equation (2) with the rate constant $K(t)$ given by Eq. (26). We would like to stress that the kinetics given by the original integro-differential MET equation and differential equation obtained using the procedure (29) coincide within the entire binary interval

$$t \leq t_b = \frac{1}{\eta kc_B}, \quad \eta \ll 1.$$
the Laplace transform becomes possible. By using such solutions, one can also estimate the deviation of the $c_A$ kinetics calculated by IET and MET. For the Laplace transform of the kinetics (hereafter, Laplace transforms are denoted by tilde with $s$ being the Laplace variable) using Eq. (23) we obtain

$$\tilde{c}_A(s) = \frac{c_A(0)}{s + c_B \Sigma(s)}.$$  
(31)

As usual, a Laplace-transformed quantity, $\tilde{f}(s)$, and its original, $f(t)$, are related as follows:

$$\tilde{f}(s) = \int_0^\infty f(t)e^{-st}dt.$$  
(32)

Assuming contact reactivity, the IET kernel can be calculated as follows:

$$\tilde{\Sigma}_{iet}(s) = \frac{k_r k_D}{k_D + k_r \mathcal{G}(s)}, \quad \mathcal{G}(s) = \frac{1}{1 + \sqrt{s\tau_D}}.$$  
(33)

According to Eq. (28), for the MET kernel we obtain

$$\tilde{\Sigma}_{met}(s) = \tilde{\Sigma}_{iet}(s + k c_B).$$  
(34)

The $c_A(t)$ kinetics can be calculated numerically using Eq. (31) and performing the inverse Laplace transformation. A more detailed explanation on how to evaluate IET and MET kernels is given in Section 3.

Both IET and MET correctly reproduce the behavior of the kinetic at short times, where the rate coefficient $K(t)$ in the differential theories considerably changes with time. As the time increases, the IET deviates from differential theories as it does not take into account all binary contributions to chemical kinetics. The MET result is consistent with that of the encounter theory within a much wider time window: The times $t \geq t_b$ where these two approaches give different results are essentially beyond the range of binary kinetics. This comparison clearly shows that both MET and IET describe the peculiarities of non-Markovian effects associated with diffusional
Fig. 7. Comparison of the kinetics of the pseudo-unimolecular reaction $A + B \rightarrow C + B$ obtained from the exact solution (solid line), IET (dotted line) and MET (dashed line). Here, contact reaction on a black sphere is considered; the kinetics is expressed as the survival probability of $A$ particles equal to $c_A(t)/c_A(0)$, time is expressed in units of $\tau_D$; the binary parameter $\eta = \frac{4\pi}{3}R^3c_B = \tau_c/\tau_f$ is equal to 0.1 (top) and 0.01 (bottom).

motion of particles. At the same time, IET has a significantly narrower applicability time interval. Comparison of the IET, MET and Smoluchowski’s theory is shown in Fig. 7 for two values of the binary parameter.
2.3. Fluorescence quenching

The precision of various approaches can also be compared by analyzing the quantum yield of luminescence. In this case, the kinetic equation should be modified as by adding a term, which describes unimolecular decay with a characteristic time $\tau_A$

$$\frac{dc_A}{dt} = -\frac{c_A}{\tau_A} - K(t)c_Bc_A. \quad (35)$$

Likewise, the IET equation should be modified as well

$$\frac{dc_A}{dt} = -\frac{c_A}{\tau_A} - c_B \int_0^t \Sigma'_{\text{i et}}(t-\tau)c_A(\tau)d\tau,$$

where $\Sigma'_{\text{i et}}(t) = \Sigma_{\text{i et}}(t)e^{-t/\tau_A}. \quad (36)$

In the MET case, modification of the kernel is essentially the same: the term describing unimolecular decay should be added to the right-hand side of the kinetic equation and the kernel should be modified as $\Sigma_{\text{met}}(t) \rightarrow \Sigma'_{\text{met}}(t) = \Sigma_{\text{met}}(t)e^{-t/\tau_A}$.

The luminescence quantum yield can be calculated as follows:

$$\Psi = \frac{1}{\tau_A} \int_0^\infty \frac{c_A(t)}{c_A(0)} dt = \frac{1}{1 + c_B\tau_Ak_Q}, \quad (37)$$

with $k_Q$ being the quenching rate constant. This expression for $\Psi$ is consistent with the Stern-Volmer law. In the absence of the quenching process, we obtain $\Psi = 1$, whereas the chemical reaction reduces the $\Psi$ value, so that the actual yield depends on the competition between unimolecular decay and biomolecular quenching reaction.

In any Markovian theory, the quenching constant is simply equal to $k$. However, in reality the $\Psi$ value can be strongly affected by non-Markovian effects when $\tau_A$ is short. In fact, $\tau_A$ gives the time window where quenching occurs. When at $t < \tau_A$, the actual rate coefficient of the reaction, $K(t)$, differs from $k$. Specifically, $K(t) > k$; consequently, $k_Q$ is also greater than $k$. This effect is reproduced by the abovementioned non-Markovian theories. For instance, the
IET result for $k_Q$ is as follows\cite{75,79}:

$$k_{Q}^{\text{IET}} = \tilde{\Sigma}_{\text{IET}} \left( s = \frac{1}{\tau_A} \right) \frac{k_r \gg k_D}{k_D} \left( 1 + \sqrt{\frac{\tau_D}{\tau_A}} \right). \quad (38)$$

This value is obviously greater than $k$ once $\tau_A \leq \tau_D$, i.e., once quenching occurs at times where the rate coefficient is greater than $k_D$ and the kinetics is essentially non-Markovian. Corrections to the IET result come from quenching at longer times, where the IET is no longer accurate. These corrections have been derived in earlier works\cite{77} for Smoluchowski’s theory with the time-dependent $K(t)$ rate coefficient and for the MET. Here, for the sake of simplicity, we present the results of both theories in the limiting case $k_r \gg k_D$ and keep only terms proportional to the density parameter $\eta$:

$$
\frac{k_{Q}^{\text{Sm}}}{k_D} = 1 + \sqrt{\frac{\tau_D}{\tau_A}} + 3\eta \left\{ \frac{1}{2} \sqrt{\frac{\tau_A}{\tau_D}} + 1 - \frac{2}{\pi} \right\} + \cdots, \\
\frac{k_{Q}^{\text{met}}}{k_D} = 1 + \sqrt{\frac{\tau_D}{\tau_A}} + 3\eta \left\{ \frac{1}{2} \sqrt{\frac{\tau_A}{\tau_D}} \right\} + \cdots. \quad (39)
$$

Hence, both theories reproduce the IET result at $\eta \to 0$ and provide an additional correcting term. Of course, the correcting terms in eq. (39) are correct in the limit where they are much smaller than the IET result given by eq. (38). This correction is of no importance when $\tau_D \gg \tau_A$, i.e., when quenching occurs at very short times where the IET is still accurate. In the opposite case, the term proportional to $3\eta\sqrt{\tau_A/\tau_D}$ gives the main correction to the IET result. The two theories differ in their estimates of other terms, which are, however, unimportant in this limit. In the present case, the fully renormalized kinetic theory gives exactly the same result as MET for the linear correction of $k_Q$\cite{53}.

### 3. Many-particle Methods for Deriving Kinetic Equations

With the aim to give an idea on how the IET and MET follow from a many-particle consideration of the problem, in this section we present...
a derivation\(^{68}\) of the IET and MET equations. In the derivation, we exploit the formalisms of RDFs and correlation patterns to give a flavor of modern methods of non-equilibrium statistical mechanics. For the sake of simplicity and clarity, we consider only the simplest pseudo-monomolecular reaction (1), i.e., we assume that \(c_A \ll c_B\).

### 3.1. Reduced distribution functions and correlation patterns

First of all, we introduce RDFs, denoted as

\[
\varphi_{p,q}(\mathbf{r}_A, \ldots, \mathbf{r}_{Ap}, \mathbf{r}_{B1}, \ldots, \mathbf{r}_{Bq}, t).
\]

The \(\varphi_{p,q}\) function gives the distribution functions for \(p\) particles \(A\) and \(q\) particles \(B\) at time instant \(t\), located at coordinates \(\{\mathbf{r}_A, \ldots, \mathbf{r}_{Ap}, \mathbf{r}_{B1}, \ldots, \mathbf{r}_{Bq}\}\). The single-particle RDFs are simply the local concentrations of the corresponding particles

\[
\varphi_{1,0}(\mathbf{r}_A, t) = c_A(\mathbf{r}_A, t), \quad \varphi_{0,1}(\mathbf{r}_B, t) = c_B(\mathbf{r}_B, t).
\]

The two-particle RDF \(\varphi_{1,1}\) gives the pair distribution function. This function is analogous to the \(n(r, t)\) function introduced above, differing only in normalization. At large distances \(r = |\mathbf{r}_A - \mathbf{r}_B|\) between \(A\) and \(B\), we obtain \(n(r, t) \to 1\), whereas \(\varphi_{1,1} \to c_A(\mathbf{r}_A) \cdot c_B(\mathbf{r}_B)\). This property, i.e., factorization of the RDF, is termed the correlation loss property. Due to this property, we can obtain a lower-order distribution function from a higher-order RDF, for instance

\[
\varphi_{1,0}(\mathbf{r}_A, t) = \int d\mathbf{r}_B \varphi_{1,1}(\mathbf{r}_A, \mathbf{r}_B, t).
\]

In the same way, one can obtain \(\varphi_{r,s}\) from \(\varphi_{p,q}\) (for \(r < p, s < q\)) by integration over extra-coordinates.

One can write down a set of coupled differential equations for the RDFs, termed “hierarchies”, which are analogous to the BBGKY hierarchies in statistical physics.\(^{80}\) For instance, the evolution of \(\varphi_{1,0}\), i.e., of the concentration \(c_A\), is due to reactions with \(B\) particles and free motion. Hence, we can write down the following
equation:

\[
\left( \frac{\partial}{\partial t} - \hat{L}_A \right) \varphi_{1,0}(r_A, t) = - \int d\mathbf{r}_B w(\mathbf{r}_A - \mathbf{r}_B) \varphi_{1,1}(\mathbf{r}_A, \mathbf{r}_B, t). \quad (43)
\]

In the right-hand side, we take into account the decay of $A$ particles due to the chemical reaction occurring at a rate $w(\mathbf{r}_A - \mathbf{r}_B)$ from the two-particle distribution $\varphi_{1,1}$ (integration over $\mathbf{r}_B$ is performed to remove extra-coordinates). Equation for $c_B$ can be deduced in the same way, but here we neglect the effect of chemical reaction on $B$ particles, which are in great excess, and take $c_B(\mathbf{r}_B) = \text{const}$.

Thus, one can see that the evolution of the $c_A$ concentration is coupled to the two-particle RDF. To proceed further, we write down the equation for this RDF

\[
\left( \frac{\partial}{\partial t} - \hat{L}_A - \hat{L}_B \right) \varphi_{1,1}(\mathbf{r}_A, \mathbf{r}_B, t) = -w(\mathbf{r}_A - \mathbf{r}_B) \varphi_{1,1}(\mathbf{r}_A, \mathbf{r}_B, t)
- \int d\mathbf{r}_B' w(\mathbf{r}_A - \mathbf{r}_B') \varphi_{1,2}(\mathbf{r}_A, \mathbf{r}_B, \mathbf{r}_B', t). \quad (44)
\]

The three-particle term arises from reaction of $A$ with a second $B$ particle with a coordinate $\mathbf{r}_B'$. A similar term, which arises from $\varphi_{2,1}$, is omitted here: Because of the condition $c_A \ll c_B$, it is much smaller than $\varphi_{1,2}$.

The hierarchy can be continued further by writing down equations for RDFs with increasing indices. However, solution of the entire hierarchy is not practical; for this reason, approximate methods for truncating hierarchies are required. We would like to stress that the formalism of RDFs is not always suited for such a truncation. The reason is that higher-order RDFs are not negligibly small: from the correlation loss property one can see that even at large inter-particle distances they do not tend to zero but rather to products of particle concentrations. Therefore, it is convenient to introduce so-called correlation patterns instead of RDFs.

The correlation patterns $\pi_{p,q}$ are introduced as follows. The single-particle patterns are equal to the corresponding RDFs

\[
\pi_{1,0}(\mathbf{r}_A, t) = \varphi_{1,0}(\mathbf{r}_A, t) = c_A(\mathbf{r}_A, t),
\]

\[
\pi_{0,1}(\mathbf{r}_B, t) = \varphi_{0,1}(\mathbf{r}_B, t) = c_B(\mathbf{r}_B, t). \quad (45)
\]

The three-particle term arises from reaction of $A$ with a second $B$ particle with a coordinate $\mathbf{r}_B'$. A similar term, which arises from $\varphi_{2,1}$, is omitted here: Because of the condition $c_A \ll c_B$, it is much smaller than $\varphi_{1,2}$.

The hierarchy can be continued further by writing down equations for RDFs with increasing indices. However, solution of the entire hierarchy is not practical; for this reason, approximate methods for truncating hierarchies are required. We would like to stress that the formalism of RDFs is not always suited for such a truncation. The reason is that higher-order RDFs are not negligibly small: from the correlation loss property one can see that even at large inter-particle distances they do not tend to zero but rather to products of particle concentrations. Therefore, it is convenient to introduce so-called correlation patterns instead of RDFs.

The correlation patterns $\pi_{p,q}$ are introduced as follows. The single-particle patterns are equal to the corresponding RDFs

\[
\pi_{1,0}(\mathbf{r}_A, t) = \varphi_{1,0}(\mathbf{r}_A, t) = c_A(\mathbf{r}_A, t),
\]

\[
\pi_{0,1}(\mathbf{r}_B, t) = \varphi_{0,1}(\mathbf{r}_B, t) = c_B(\mathbf{r}_B, t). \quad (45)
\]
To introduce the two-particle pattern, we present the RDF $\varphi_{1,1}$ in the following way (as a combination of correlated and uncorrelated distributions):

$$\varphi_{1,1}(\mathbf{r}_A, \mathbf{r}_B, t) = \pi_{1,1}(\mathbf{r}_A, \mathbf{r}_B, t) + \pi_{1,0}(\mathbf{r}_A, t) \cdot \pi_{0,1}(\mathbf{r}_B, t)$$

$$\Rightarrow \pi_{1,1}(\mathbf{r}_A, \mathbf{r}_B, t) = \varphi_{1,1}(\mathbf{r}_A, \mathbf{r}_B, t) - \pi_{1,0}(\mathbf{r}_A, t) \cdot \pi_{0,1}(\mathbf{r}_B, t).$$

(46)

At large inter-particle distances, the correlation pattern decreases to zero, in contrast to the RDF. Likewise, higher-order correlation patterns can be introduced in a similar manner. For instance, the three-particle RDF can be recast as follows:

$$\varphi_{1,2}(\mathbf{r}_A, \mathbf{r}_B, \mathbf{r}_{B'}, t) = c_A(\mathbf{r}_A, t) c_B(\mathbf{r}_B) c_B(\mathbf{r}_{B'})$$

$$+ \pi_{1,1}(\mathbf{r}_A, \mathbf{r}_B, t) c_B(\mathbf{r}_{B'}) + \pi_{1,1}(\mathbf{r}_A, \mathbf{r}_{B'}, t) c_B(\mathbf{r}_B)$$

$$+ c_A(\mathbf{r}_A, t) \pi_{2,0}(\mathbf{r}_B, \mathbf{r}_{B'}) + \pi_{1,2}(\mathbf{r}_A, \mathbf{r}_B, \mathbf{r}_{B'}, t).$$

(47)

Thus, knowing all single-particle and two-particle RDFs, we can evaluate the three-particle correlation pattern $\pi_{1,2}$ from this equation. All higher-order correlation patterns can be evaluated in the same way.

The equations for correlation patterns can be deduced from those for the RDFs. For instance, the equation for $\pi_{1,1}$ is as follows:

$$\left( \frac{\partial}{\partial t} - \hat{L}_A - \hat{L}_B \right) \pi_{1,1}(\mathbf{r}_A, \mathbf{r}_B, t)$$

$$= -w(\mathbf{r}_A - \mathbf{r}_B) \{ \pi_{1,1}(\mathbf{r}_A, \mathbf{r}_B, t) + c_A(\mathbf{r}_A, t) \cdot c_B(\mathbf{r}_B, t) \} - \mathcal{X}.$$  

(48)

Here, $\mathcal{X}$ stands for three-particle terms; their explicit form is presented below. Hence, one can see that two-particle correlations are generated by chemical reactions from the non-correlated initial distribution, as described by the $w(r)c_Ac_B$ source-term, and also by three-particle effects.

### 3.2. Derivation of IET

Using the many-particle description in terms of correlation patterns, one can derive the IET and MET equations. To derive the
IET equation, one should consider only two-particle correlations and neglect all higher order terms in Eq. (48) by assuming $X = 0$. The idea of this approximation is that a particle after an encounter with a particle completely loses correlation with it before it meets another particle. To simplify the IET derivation, we assume that the reacting system is spatially uniform, meaning the $c_A$ and $c_B$ do not depend on the coordinates $r_A$ and $r_B$, respectively, and that $\pi_{1,1}$ depends only on $r = r_A - r_B$. We also rewrite the two-particle motional operator as $\hat{L}_r$. Hence, Eq. (48) is recast as follows:

$$
\left( \frac{\partial}{\partial t} - \hat{L}_r + w(r) \right) \pi_{1,1}(r, t) = -w(r)c_A(t) \cdot c_B.
$$

(49)

This equation can be solved by using Green function methods. To do so, we make use of the Green function defined in Eq. (25) and express the two-particle correlation

$$
\pi_{1,1}(r, t) = c_B \int_0^t d\tau \int d\mathbf{r}_0 g(r|\mathbf{r}_0, t - \tau)w(\mathbf{r}_0)c_A(\tau).
$$

(50)

Substituting this expression into Eq. (46) and then to Eq. (43), we immediately obtain the IET kernel, see Eq. (24).

The expression for the IET kernel can be greatly simplified in contact approximation. Indeed, integration over spatial coordinates in Eq. (24) becomes simple

$$
\Sigma_{\text{iet}}(\tau) = k_r (1 - k_r g(R|R, \tau)).
$$

(51)

Hence, we need to calculate the contact value of the Green function. To do so, it is convenient to evaluate first the “free” Green function, which describes the evolution of the two-particle distribution function in the absence of the reaction sink

$$
\left( \frac{\partial}{\partial \tau} - \hat{L}_r \right) g_0(r|\mathbf{r}_0, \tau) = \frac{\delta(r - \mathbf{r}_0)}{4\pi r r_0}\delta(\tau).
$$

(52)
In the Laplace domain, the relation between the two Green functions is as follows:
\[
\tilde{g}(R|s) = \frac{\tilde{g}_0(R|s)}{1 + k_r \tilde{g}_0(R|s)}, \quad \text{where} \quad \tilde{g}_0(R|s) = \frac{1}{k_D} G(s).
\] (53)

Using expressions (51), (53) we obtain the IET kernel given by Eq. (33).

3.3. Derivation of MET

In order to derive the MET equation, one needs to consider the \( X \) term in Eq. (48) explicitly and to find an approximate expression for this term. The \( X \) term can be written as follows:
\[
X = \int dr_B w(r_A - r_B) \{ \pi_{1,2}(r_A, r_B, r_{B'}, t) + \pi_{1,1}(r_A, r_B, t)c_B(r_{B'}) + c_A(r_A, t)\pi_{0,2}(r_B, r_{B'}) \}.
\] (54)

To evaluate this term, one should first neglect \( \pi_{0,2} \), which can be omitted in the binary approximation. As far as the three-particle correlation is concerned (which is given by the first term in Eq. (54)), this contribution arises from two processes (termed binary channels): when \( A \) is correlated with \( B \) but reacts with \( B' \) and \textit{vice versa}. Such a consideration follows from the equation for \( \pi_{1,2} \), which is of the form
\[
\left( \frac{\partial}{\partial t} - \hat{L}_r + w(r_A - r_B) + w(r_A - r_{B'}) \right) \pi_{1,2}(r_A, r_B, r_{B'}, t) = -w(r_A - r_{B'})\pi_{1,1}(r_A, r_B, t)c_B(r_{B'}) - w(r_A - r_B)\pi_{1,1}(r_A, r_{B'}, t)c_B(r_B).
\] (55)

In the right-hand side of this equation, we have omitted all four-particle terms. The idea of the MET is to neglect the second channel as well as interference of the two channels; such an approximation has been justified previously. As a result, the second term in the right-hand side of Eq. (55) can be neglected and a simpler expression for \( \pi_{1,2} \) can be obtained. As a result, \( \pi_{1,2} \) expressed via \( \pi_{1,1}(r_A, r_B, t) \)
is a way analogous to Eq. (50), which expresses $\pi_{1,1}$ via $c_A$. To keep the description concise, we omit the mathematically strict derivation of the expression for the $X$ term and only provide the final result

$$X \approx -c_B \int_0^t \sum_{\text{let}} (t - \tau) \pi_{1,1}(r_A, r_B, \tau) d\tau \quad \overset{\text{t} \to \infty}{\longrightarrow} \quad -kc_B \pi_{1,1}(r_A, r_B, t).$$

Hence, in the final expression, which yields a convolution-type expression for the $X$ term, one can omit non-Markovian effects and use the Markovian expression, which is given by $k$. The validity of such an approximation has been verified before.

Hence, after evaluation of the three-particle term, one arrives at the following equation for $\pi_{1,1}$:

$$\left( \frac{\partial}{\partial t} + kc_B - \hat{L}(r) \right) \pi_{1,1}(r, t) = -w(r)c_A(t) \cdot c_B.$$  \hspace{1cm} (57)

This equation can be solved by Green function methods, with the need to redefine the Green function as follows:

$$g(r|r_0, t) \to g(r|r_0, t)e^{-kc_B t}.$$  \hspace{1cm} (58)

Such a redefinition of the Green function results in redefinition of the kernel given by Eq. (28), giving rise to the MET kinetic equation.

Hence, in this section we explain the strategy for deriving kinetic equations from many-particle treatment of reacting systems. Such a strategy is based on writing down hierarchical sets of equations for RDFs, or correlation patterns, which can be truncated to obtain closed equations for particle concentrations. The approaches presented here, which give rise to the IET and MET equations, can be generalized to more complex cases, that is, to reversible reactions and multistage reactions. It is important to emphasize that treatment of such reactions can be performed using a convenient matrix formalism.

4. Conclusions

In this contribution, we have introduced theoretical approaches to diffusion-influenced reactions, focusing on non-Markovian kinetics.
We explain the peculiarities of diffusional motion, giving rise to the cage effect and repeated contacts of diffusing particles. In turn, such contacts result in diffusional encounters of reactants in liquids, in contrast to single collision events in gases. Despite this remarkable difference, one can use concepts from gas-phase kinetics to develop theoretical approaches to reaction kinetics in liquid solutions, which treat reacting systems as a gas of reactants diluted in a chemically inert medium. By analogy with the semi-classical collision theory in gases, we can term such theory “encounter theory”. Here, we focus on the variants of the encounter theory known as the IET and MET, presenting their integro-differential as well as differential forms. In addition, we present a simplified derivation of the IET and MET equations, based on the many-particle treatment of the reacting system. Such a treatment leads to sets of hierarchical equations, which can be truncated by using different approaches. We discuss two truncation methods, giving rise to the IET and MET. We would like to stress that these methods are general and can be used for obtaining the IET and MET equations of complex reactions. In this situation, the concept of “effective particles” becomes very useful, which allows one to write down kinetics IET equations in a compact matrix form. Such a matrix formulation of the theory is convenient for calculating steady-state rate constants of diffusion-influenced reactions and for considering non-Markovian kinetics. In Chapter 4 we discuss the matrix-form IET and explain its important advantages.
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In this contribution, we provide a detailed overview of the Integral Encounter Theory (IET), which is currently the most general approach to non-Markovian kinetics in liquid solutions. We introduce the IET of multistage reactions of arbitrary complexity and explain how the kinetic IET equations can be derived and written in a compact matrix form. A method of calculating rate constants of diffusion-influenced processes by using the IET is described; applications of the IET to reactions involving metastable particles are also discussed.

1. Introduction

Theoretical treatment of diffusion-influenced reactions is a relevant scientific problem. Such reactions play an important role in many areas of chemical physics,1–7 biophysics,8 biochemistry,9–13 polymer
chemistry,\textsuperscript{14–18} photovoltaics,\textsuperscript{19,20} etc. Within the last decades, strong progress in this field has been achieved,\textsuperscript{21–37} initiated by early theories of coagulation processes.\textsuperscript{38,39} These early studies have revealed that liquid-state reactions can be diffusion-influenced, in the sense that their rates are determined not only by chemical reactivity parameters but also by diffusional transport of particles to the reaction zone. For instance, the rate constant of a bimolecular reaction on a perfectly absorbing “black sphere” is equal to $k_D = 4\pi RD$ with $R$ being the contact distance (equal to the sum of reactant’s radii) and $D$ being the relative diffusion coefficient (equal to the sum of reactant’s diffusion coefficients). Hence, the rate of the reaction is conditioned by reactant mobility rather than by chemical reactivity. It is worth noting that diffusion-influenced reactions exhibit non-Markovian kinetic behavior meaning that their “rate constants” $\mathcal{K}(t)$ are time-dependent: for this reason, it is more appropriate to term $\mathcal{K}(t)$ rate coefficient. The main concepts of non-Markovian kinetics have been described in Chapter 3 of this book.\textsuperscript{40}

Despite the strong progress in the theory of diffusion-influenced reactions, consistent description of complex multistage reactions taking into account non-Markovian effects is often challenging. A method which allows one to perform generalization of the theory to such reactions is based on deriving sets of hierarchical equations for reduced distribution functions (RDFs). The hierarchies can be truncated to obtain closed kinetics equations for reactant concentrations. There are a number of such theories, for instance, the superposition approximation,\textsuperscript{22,23} many-particle kernel formalism,\textsuperscript{41} fully renormalized theory,\textsuperscript{42} integral encounter theory (IET)\textsuperscript{43} and its modified version.\textsuperscript{44,45} The last two theories can be generalized\textsuperscript{46–48} to describe multistage processes of arbitrary complexity by using a convenient matrix form of the hierarchical equations and kinetic equations for particle concentrations. At the same time, both approaches are capable of describing non-Markovian kinetics. For this reason, the focus of this review is the IET; we do not dwell on the more complex modified encounter theory. In this contribution, we discuss the physical background of the IET, introduce the concept of “effective particles” that allows one to write down matrix-form equations, and present
2. Physical Background of the IET

The IET is an approach analogous to the semi-classical collision theory in gases, since it treats a “gas” of reactants in a chemically inert medium. Although the medium is non-reactive, interaction of reactants with solvent molecules is significant as it changes the type of motion. In liquids, reactants move by means of random walks; in the limiting case where the length of such walks tends to zero, the motion is given by continuous diffusion.

Diffusional motion has important consequences. In contrast to gases, after a collision of two reactants they do not separate immediately as they are kept together by solvent molecules. This is the essence of the “cage” effect: the reactants are trapped in the solvent cage for a finite period of time. The time which they stay close together until diffusional separation can be estimated as \( \tau_c = R^2/3D = \tau_D/3 \). As we see below, the \( \tau_D \) parameter comes into play when the IET kernels and kinetic coefficients are calculated.

Furthermore, we would like to emphasize that collisions of diffusing particles occur in series; this is an inherent property of diffusional motion. Interestingly, in the case of 3D-diffusion the probability of at least one collision of two particles separated by the distance \( r_0 > R \) is finite, being equal to \( p = R/r_0 \); in the case of 2D-diffusion, this probability is equal to unity. As a consequence, when two particles encounter each other, they stay close to each other over an extended period of time in the solvent “cage” and collide multiple times.

Hence, instead of single collisions in the gas phase, we need to consider encounters of two diffusing particles, A and B, which consist of multiple collisions between them, see Fig. 1. This effect has important manifestations in reaction kinetics in solutions. For instance,
when the first collision does not lead to a chemical reaction, the two particles have a finite probability to collide again and react. The cage effect also gives rise to non-Markovian kinetics. Hence, the peculiarities of diffusional motion are of great importance for reactions in solution, as the rate constants of chemical reactions are strongly affected by the cage effect, as demonstrated in this contribution.

In this work, we focus on the IET, which is a general method to consider non-Markovian kinetics of diffusion-influenced processes. The IET takes into account non-Markovian effects assuming that pair encounters of reactants are completely independent of each other. This assumption implies that when two reactants, A and B, encounter each other, no third particle interferes until they separate by diffusion. This means that the IET is essentially a binary theory, which is valid when the encounter duration, $\tau_c$, is much smaller than the mean time between subsequent encounters of reactant A with reactant B $\tau_f$

$$\tau_c \approx \frac{R^2}{3D} = \frac{1}{3} \tau_D \ll \tau_f = \frac{1}{4\pi D R N_B}. \quad (1)$$

This expression is mathematically equivalent to the condition that the density parameter

$$\eta = \frac{4\pi}{3} R^3 N_B \quad (2)$$

is much smaller than unity. Hereafter, unless otherwise stated, concentrations are denoted as $N_X = [X]$ (different notations for concentrations are used only in Subsection 4.4).
The approximation of independent pair encounters is valid only within a limited time interval because the encounter duration is formally infinite. Hence, as correlations between reactants accumulate with time, the IET description becomes inaccurate at long times. In such cases, modification of the IET may become necessary, which extends its applicability time interval. One should note that the IET and its modification are essentially binary approaches, meaning that they express the rate coefficients via relative rather than absolute mobility. For the simplest pseudo-monomolecular reactions \( A + B \rightarrow C + B \), the IET applicability time interval is as follows:

\[
    t \leq \frac{\ln[1/\eta]}{kN_B}.
\]

The modification extends this interval to

\[
    t \leq t_b = \frac{1}{\eta kN_B}
\]

because it takes into account all binary contributions to the kinetics, as has been demonstrated before. The time \( t_b \) thus gives the time interval where binary approximation is valid. One should note that at long times the kinetics is no longer given by the relative mobility, but rather depends on mobility of both partners of a bimolecular reaction. Such a kinetic behavior, known as fluctuation kinetics, becomes manifest at \( t > t_b \) when most particles have already reacted. Discussion of the fluctuation kinetics is beyond the scope of this contribution. Likewise, we do not discuss the modified encounter theory, which is more complex than the IET.

3. Integral Encounter Theory of Multistage Reactions

3.1. Reaction scheme

In this section, we present a derivation of the IET in the case of multistage chemical processes. To make it simpler, we start from the approach of “effective particles”, which is very useful for
theoretical treatment of multistage reactions, as it dramatically simplifies derivation of kinetic equations.

By a multistage reaction we mean a process comprising an arbitrary number of unimolecular and bimolecular stages, as well as association-dissociation stages. Hence, the reaction comprises the following unimolecular stages

\[ A_i \leftrightarrow A_p, \quad B_j \leftrightarrow B_q, \quad C_m \leftrightarrow C_r, \quad (5) \]

bimolecular stages

\[ A_i + B_j \leftrightarrow A_k + B_l \quad (6) \]

and association–dissociation stages

\[ A_i + B_j \leftrightarrow C_m. \quad (7) \]

We assume that there are \( I, J \) and \( M \) kinds of particles \( A_i, B_j \) and \( C_m \), respectively; hence, \( i, k, p = 1, \ldots, I, j, l, q = 1, \ldots, J \) and \( m, r = 1, \ldots, M \). The scheme given by Eqs. (5–7) represents the most general chemical reaction.

To go on further, we need to introduce the rates of the elementary processes (5–7).

For the unimolecular reactions (5), we introduce the rate constants \( k_{A_i \rightarrow A_p}, k_{B_j \rightarrow B_q} \) and \( k_{C_m \rightarrow C_r} \).

For the bimolecular processes (6), we define the rates \( W_{A_i + B_j \rightarrow A_k + B_l(r)} \). These rates depend on the relative positions of the reactants, i.e., on the distance \( r \) between them (here \( r \) is the vector connecting the reactants). The IET can also be formulated in a more general way,\(^{47,58}\) by introducing three-center rates of processes (7) and four-center rates of the bimolecular reactions (6), which depend on positions of the initial reactants as well as of the reactions’ products. For the sake of clarity, here we avoid such complications.

Finally, we introduce the rates of the association–dissociation reactions (7) as \( W_{A_i + B_j \rightarrow C_m(r)} \) and \( W_{C_m \rightarrow A_i + B_j(r)} \). The \( r \)-dependence of \( W_{A_i + B_j \rightarrow C_m(r)} \) means that the chemical rate depends on the distance between \( A_i \) and \( B_j \), which associate. The backward process, dissociation, is described by introducing the rate \( W_{C_m \rightarrow A_i + B_j(r)} \).
Here, the $r$-dependence reflects the fact that the probability of forming $A_i$ and $B_j$ by dissociation of $C_m$ depends on the distance between them (predominantly, the products of dissociation are formed at small distances, which are close to $R$). By integrating over $r$, we can obtain from the rate $W_{C_m \rightarrow A_i + B_j}(r)$ the rate constant of the dissociation process

$$k_{C_m \rightarrow A_i + B_j} = \int dr W_{C_m \rightarrow A_i + B_j}(r).$$

This is the rate constant averaged over all possible relative positions of $A_i$ and $B_j$.

We also assume that the reactants diffuse. Since we are interested only in the binary kinetics, we take into account only relative mobility of the $A_i$ and $B_j$ reactants, which is represented by operator $L_{A_iB_j}$. In the simplest case of free diffusion, it is equal to $L_{A_iB_j} = D_{ij} \Delta r = (D_{A_i} + D_{B_j}) \Delta r$ (for simplicity, we consider diffusion in three dimensions and isotropic reactivity). When $D_{ij}$ depends on $r$ and force interaction between $A_i$ and $B_j$ is present, described by the potential $V_{ij}(r)$, this operator takes the form (assuming spherical symmetry)

$$L_{A_iB_j} = \frac{1}{r^2} \frac{\partial}{\partial r} r^2 D_{ij}(r)e^{-\beta V_{ij}(r)} \frac{\partial}{\partial r} e^{\beta V_{ij}(r)},$$

with $\beta = 1/k_B T$ (here $k_B$ is the Boltzmann constant and $T$ is the absolute temperature).

Having introduced the rates of the elementary stages and operators describing relative reactant motion, let us now present the approach of “effective particles”, which enables dramatic simplification of hierarchical equations and resulting kinetic equations for reactant concentration.

### 3.2. Effective particles

To go on further, we introduce the effective particles $\mathbb{A}$, $\mathbb{B}$ and $\mathbb{C}$ such that $A_i$, $B_j$ and $C_m$ are treated as their internal states

$$\mathbb{A} = \{A_i\} = \{A_1, A_2, \ldots, A_l\}, \quad \mathbb{B} = \{B_j\} = \{B_1, B_2, \ldots, B_J\},$$

$$\mathbb{C} = \{C_m\} = \{C_1, C_2, \ldots, C_M\}. \quad (10)$$
In some cases, reactants $A_i$, $B_j$, $C_m$ are true internal states, e.g., excited states or ionic states of $A$, $B$, $C$. However, one can as well consider introducing the “effective particles” as a formal mathematical trick, which allows one to simplify the form of kinetic equations. Simplification comes from the fact that the unimolecular reactions (5) and bimolecular reactions (6) only change the “states” of the “effective particles” keeping their number unchanged, while only the association–dissociation processes (7) change the number of particles of each kind. We would like to mention that by using the concept of effective particles, one can generalize the reaction scheme even further and include into consideration stages $A_i + A_i \rightarrow A_k + B_l$: this can be done by assuming that $A_i$ is the “state” of both $A$ and $B$.

By introducing the effective particles, one can greatly simplify the form of equations by writing them in a compact matrix form. For instance, to describe the effect of the unimolecular processes $A_i \leftrightarrow A_p$, we use a single matrix-form equation,

$$\frac{d\sigma_A}{dt} = \hat{Q}_A \sigma_A.$$  \hspace{1cm} (11)

Here, $\sigma_A$ is the column-vector composed of concentrations of all $A$'s, that is, $\{\sigma_A\}_i = [A_i]$; the sum of all elements of $\sigma_A$ gives the total concentration of the $A$ particle, $\sum_i \sigma_{A,i} = [A]$. Hence, we introduce the basis of states $|A_i\rangle$ and introduce the operator matrix $\hat{Q}_A$, which describes all unimolecular processes $A_i \leftrightarrow A_p$. Hereafter, all matrices are denoted by capital letters written with operator hats. In this basis, the matrix $\hat{Q}_A$ has the following elements:

$$\langle A_p | \hat{Q}_A | A_i \rangle = k_{A_i \rightarrow A_p}, \quad \langle A_i | \hat{Q}_A | A_i \rangle = - \sum_{p \neq i} \langle A_p | \hat{Q}_A | A_i \rangle.$$  \hspace{1cm} (12)

The concentration vectors $\sigma_B$ and $\sigma_C$ are introduced in the same way in the bases of states $|B_j\rangle$ and $|C_m\rangle$, respectively. Likewise, the matrices $\hat{Q}_B$ and $\hat{Q}_C$ can be introduced, which describe the processes $B_j \leftrightarrow B_q$ and $C_m \leftrightarrow C_r$. The convenient matrix form thus reduces dramatically the number of kinetic equations, since the unimolecular
Integral Encounter Theory

processes only lead to transitions between the “states” of the effective particles.

In order to take into account the bimolecular processes, we need to introduce two-particle distribution functions and reaction operators. The two-particle distribution function of \( \mathbf{A} \) and \( \mathbf{B} \) is introduced as a column-vector \( \varphi_{AB}(\mathbf{r}) \) written in the basis \( |A_iB_j\rangle = |A_i\rangle|B_j\rangle \). This vector has the following components:

\[
\{ \varphi_{AB}(\mathbf{r}) \}_{ij} = \varphi_{A_iB_j}(\mathbf{r}).
\]

(13)

Here, \( \varphi_{A_iB_j}(\mathbf{r}) \) is the pair distribution function of \( A_i \) and \( B_j \). An important operation, which we need to introduce in order to reduce dimensionality required to obtain the single-particle distribution function, i.e., concentration, from a two-particle distribution function is the trace operator. For example, the \( j \)th component of \( \text{Tr}_A \{ \varphi_{AB} \} \) is as follows:

\[
\text{Tr}_A \{ \varphi_{AB} \}_j = \sum_{i=1}^{l} \varphi_{A_iB_j}(\mathbf{r}).
\]

(14)

Trace over the \( \mathbf{B} \) subspace can be taken in the same way.

Now, we can introduce the relevant operators describing the reactions (5–7) and free motion of particles. The unimolecular reactions changing the “states” of the \( \mathbf{A} \mathbf{B} \) pair are described by the \( \hat{Q}_{AB} = \hat{Q}_A \oplus \hat{Q}_B \) operator with the following elements:

\[
\langle A_kB_l|\hat{Q}_{AB}|A_iB_j \rangle = \delta_{jl}\langle A_k|\hat{Q}_A|A_i \rangle + \delta_{ki}\langle B_l|\hat{Q}_B|B_j \rangle.
\]

(15)

To describe the bimolecular reactions (6), we introduce the operator \( \hat{U}_{AB}(\mathbf{r}) \) with the following elements:

\[
\langle A_kB_l|\hat{U}_{AB}(\mathbf{r})|A_iB_j \rangle = W_{A_i+B_j \rightarrow A_k+B_l}(\mathbf{r}),
\]

\[
\langle A_iB_j|\hat{U}_{AB}(\mathbf{r})|A_iB_j \rangle = -\sum_{k,l \neq i,j} \langle A_kB_l|\hat{U}_{AB}(\mathbf{r})|A_iB_j \rangle.
\]

(16)

The association–dissociation reactions (7) can also be described using matrix-form equations. The decay of the \( \mathbf{A} \mathbf{B} \) pair due to association can be described by means of the operator \( \hat{V}_{AB}(\mathbf{r}) \) with
the following elements:

\[
\langle A_k B_l | \hat{V}_{AB} | A_i B_j \rangle = -\delta_{ik} \delta_{jl} \sum_{m=1}^{M} W_{A_i + B_j \rightarrow C_m}(r). \quad (17)
\]

In turn, generation of the \( C_m \) particles by association can be described by the following “association matrix” \( \hat{V}_a \):

\[
\langle C_m | \hat{V}_a | A_i B_j \rangle = W_{A_i + B_j \rightarrow C_m}(r). \quad (18)
\]

In the general case, this matrix is non-square (when \( M \neq I \cdot J \)) as it performs conversion from the \( |A_i B_j\rangle \) basis to the \( |C_m\rangle \) basis.

Hence, we can introduce a “dissociation matrix” \( \hat{V}_d \) with the following elements:

\[
\langle A_i B_j | \hat{V}_d | C_m \rangle = W_{C_m \rightarrow A_i + B_j}(r). \quad (19)
\]

This matrix is also non-square as it performs conversion from the \( |C_m\rangle \) basis to the \( |A_i B_j\rangle \) basis. The rate constants introduced in Eq. (8) constitute the matrix that describes decay of \( C \) due to dissociation

\[
\langle C_n | \hat{V}_C | C_m \rangle = -\delta_{mn} \sum_{i,j=1}^{I,J} k_{C_m \rightarrow A_i + B_j}. \quad (20)
\]

Finally, we introduce the operator \( \hat{L}_{AB} \) describing the relative motion of particles. This operator has the following matrix elements:

\[
\langle A_k B_l | \hat{L}_{AB} | A_i B_j \rangle = \mathcal{L}_{A_i B_j} \delta_{ik} \delta_{jl}. \quad (21)
\]

Using the operators introduced in this subsection, we can write down the equations that describe the evolution of many-particle distribution functions of any order. To keep the description concise, we do so only for the single-particle distribution functions and two-particle distribution function of the \( \text{AB} \) pair. All such equations can be written in the matrix form using the reactivity operators introduced above. This is demonstrated in Subsection 3.3.

### 3.3. Kinetic equations

Having introduced the effective particles and reaction operators, we can now derive the kinetic equations. To do so, we start with a
set of hierarchical equations, which couple various multidimensional distribution functions. For instance, the equation for the single-particle distribution functions, which are nothing else but particle concentrations, are written in the following way (hereafter, all equations are written in the matrix form)

\[
\frac{d\sigma_A}{dt} = \hat{Q}_A \sigma_A + \text{Tr}_B \int dr \hat{W}_{AB}(r) \varphi_{AB}(r) + \text{Tr}_B \int dr \hat{V}_d(r) \sigma_C,
\]

\[
\frac{d\sigma_B}{dt} = \hat{Q}_B \sigma_B + \text{Tr}_A \int dr \hat{W}_{AB}(r) \varphi_{AB}(r) + \text{Tr}_A \int dr \hat{V}_d(r) \sigma_C,
\]

\[
\frac{d\sigma_C}{dt} = (\hat{Q}_C + \hat{V}_C) \sigma_C + \int dr \hat{V}_d(r) \varphi_{AB}(r).
\]

(22)

Here, we used a simplified notation \( \hat{W}_{AB}(r) = \hat{U}_{AB}(r) + \hat{V}_{AB}(r) \).

Hence, the changes in the concentrations of particles caused by bimolecular processes and association are given by the products of reactivities and corresponding pair distribution functions (integrated over the entire space). Dissociation leads to decay of \( C \) particles described by the \( \hat{V}_C \) operator, giving rise to formation of \( A \) and \( B \) s.

In the first two equations, extra-dimensionality is reduced by taking the trace operation. The unimolecular processes (5) are treated by using the \( \hat{Q}_{A,B,C} \) operators. To proceed further, we need to write down the equation for \( \varphi_{AB}(r) \)

\[
\left( \frac{\partial}{\partial t} - \hat{L}_{AB} \right) \varphi_{AB}(r) = \{ \hat{Q}_{AB} + \hat{W}_{AB}(r) \} \varphi_{AB}(r) + \hat{V}_d(r) \sigma_C + \mathcal{X}.
\]

(23)

Here, \( \mathcal{X} \) stands for the terms that arise from three-particle contributions; for the sake of simplicity, we do not present explicit expressions for these terms. Hence, the two-particle distribution function depends on three-particle functions, which depend on four-particle functions and so on. In other words, we can write down a set of hierarchical equations for distribution functions of different order.

To proceed further, truncation of the hierarchy is required (hierarchy closure). The idea of the IET that allows one to make such a truncation is to neglect all correlations of particles, except for the two-particle correlations. This means that reactant \( A_i \), which encounters particle \( B_j \), can encounter another particle, e.g., particle
B_i, only after the encounter with B_j is accomplished so that A_i and B_j separate by diffusion and completely lose correlation with each other. To perform the truncation under these assumptions, we write down the expression for \( \varphi_{AB}(r, t) \) in the following way:

\[
\varphi_{AB}(r, t) = \sigma_A(t) \otimes \sigma_B(t) + \sigma_{AB}(r, t).
\]

(24)

Hence, we present the pair distribution as a sum of a completely uncorrelated contribution (which is simply given by the products of particle concentrations) and a contribution describing correlations of particles. The equation for the new function \( \sigma_{AB}(r, t) \) can be obtained from Eqs. (23) and (24)

\[
\left( \frac{\partial}{\partial t} - \hat{L}_{AB} - \hat{Q}_{AB} \right) \sigma_{AB}(r, t) \\
\approx \hat{W}_{AB}(r) \left\{ \sigma_{AB}(r, t) + \sigma_A(t) \otimes \sigma_B(t) \right\} + \hat{V}_d(r_0) \sigma_C(t).
\]

(25)

Here, the approximate equality sign means that we have completely neglected all higher-order correlations of particles. Specifically, we take into account only two-particle correlations of A and B and completely neglect all other correlations. One should note that this does not mean that higher-order distribution functions are zero: these distributions are non-zero but they are uncorrelated. At the same time, we also neglect correlations between A and C (and also between B and C): One can show that these correlations give rise to higher-order corrections.

Equation (25) for \( \sigma_{AB}(r, t) \) can be solved using the Green function technique

\[
\sigma_{AB}(r, t) = \int d r_0 \int_0^t d \tau \hat{G}_{AB}(r | r_0, t - \tau) \\
\times \left[ \hat{W}_{AB}(r_0) \sigma_A(\tau) \otimes \sigma_B(\tau) + \hat{V}_d(r_0) \sigma_C(\tau) \right].
\]

(26)

Here, as it is usually done, the Green function is introduced as a solution of the following equation:

\[
\left( \frac{\partial}{\partial t} - \hat{L}_{AB} - \hat{Q}_{AB} - \hat{W}_{AB}(r) \right) \hat{G}_{AB}(r | r_0, t) \\
= \frac{\delta(r-r_0)}{4\pi \tau \tau_0} \delta(t) \hat{E},
\]

(27)
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with \( \hat{E} \) being the unity matrix of a dimensionality \( IJ \times IJ \). Inserting the expression (26) for \( \sigma_{AB} \) into Eqs. (22), we arrive at closed equations for the concentration vectors, i.e., at the IET equations

\[
\frac{d\sigma_A(t)}{dt} = Q_A \sigma_A(t) + \text{Tr}_B \int_0^t d\tau \hat{\Sigma}_{AB}(t-\tau)\sigma_A(\tau) \otimes \sigma_B(\tau)
\]

\[
+ \text{Tr}_B \int_0^t d\tau \hat{\Sigma}_d(t-\tau)\sigma_C(\tau),
\]

\[
\frac{d\sigma_B(t)}{dt} = Q_B \sigma_B(t) + \text{Tr}_A \int_0^t d\tau \hat{\Sigma}_{AB}(t-\tau)\sigma_A(\tau) \otimes \sigma_B(\tau)
\]

\[
+ \text{Tr}_A \int_0^t d\tau \hat{\Sigma}_d(t-\tau)\sigma_C(\tau),
\]

\[
\frac{d\sigma_C(t)}{dt} = Q_C \sigma_C(t) + \int_0^t d\tau \hat{\Sigma}_a(t-\tau)\sigma_A(\tau) \otimes \sigma_B(\tau)
\]

\[
+ \int_0^t d\tau \hat{\Sigma}_C(t-\tau)\sigma_C(\tau).
\]

One can readily see that these equations are integro-differential. The kernels of the equations are expressed via chemical reactivities and parameters of relative motion of \( A \) and \( B \); hence, the IET is indeed a binary theory. The expressions for the kernels are as follows:

\[
\hat{\Sigma}_{AB}(t) = \int dr \hat{W}_{AB}(r) \left[ \delta(t) + \int dr_0 \hat{G}_{AB}(r|\mathbf{r}_0, t)\hat{W}_{AB}(\mathbf{r}_0) \right],
\]

\[
\hat{\Sigma}_d(t) = \int dr \left[ \hat{V}_d(\mathbf{r})\delta(t) + \hat{W}_{AB}(\mathbf{r}) \int dr_0 \hat{G}_{AB}(r|\mathbf{r}_0, t)\hat{V}_d(\mathbf{r}_0) \right],
\]

\[
\hat{\Sigma}_a(t) = \int dr \hat{V}_a(\mathbf{r}) \left[ \delta(t) + \int dr_0 \hat{G}_{AB}(r|\mathbf{r}_0, t)\hat{W}_{AB}(\mathbf{r}_0) \right],
\]

\[
\hat{\Sigma}_d(t) = \hat{V}_C \delta(t) + \int dr \hat{V}_a(\mathbf{r}) \int dr_0 \hat{G}_{AB}(r|\mathbf{r}_0, t)\hat{V}_d(\mathbf{r}_0).
\]
the course of the biomolecular reactions and association processes. (ii) The kernel \( \hat{\Sigma}_d \) describes formation of the \( A \) and \( B \) particles by dissociation of the \( C_m \) reactants. This matrix is generally a non-square matrix (except for the special case \( M = I \cdot J \)) and its elements determine the effective rates of processes \( C_m \rightarrow A_i + B_j \). (iii) The kernel \( \hat{\Sigma}_a \) describes formation of \( C_s \) by association of \( A \) and \( B \) particles; its elements give the rates of the processes \( A_i + B_j \rightarrow C_m \) (this matrix is also non-square, unless \( M = I \cdot J \)). (iv) Finally, the kernel \( \hat{\Sigma}_C \) describes the decay of \( C_s \) upon dissociation. Interestingly, this matrix is not necessarily diagonal (in contrast to the \( \hat{V}_C \) matrix). The diagonal elements give the effective rates of decay of \( C_m \) particles upon dissociation. At the same time, there are also off-diagonal elements of \( \hat{\Sigma}_C \) corresponding to the processes \( C_m \rightarrow C_r \). The physical origin of such processes is as follows. First, \( C_m \) dissociates into a pair \( \{A_i + B_j\} \), which is trapped in the solvent cage and thus cannot separate immediately. Hence, this pair can recombine through the pathway \( A_i + B_j \rightarrow C_r \) effectively giving rise to the process \( C_m \rightarrow C_r \). There are also additional pathways, which can give rise to the same process, i.e., \( C_m \rightarrow A_i + B_j \rightarrow A_k + B_l \rightarrow C_r \). It is also important to emphasize that (i) all four terms, which stand in Eqs. (28) for the bimolecular reactions and association–dissociation processes, are integral convolutions and that (ii) the rates of all processes depend on the relative mobility of \( A \) and \( B \). This holds even for the diagonal elements of \( \hat{\Sigma}_C \), which describe dissociation reactions. The reason is that after dissociation of \( C_m \), the pair \( \{A_i + B_j\} \) does not separate immediately and can recombine in the solvent cage producing the \( C \) particle again. For this reason, the effective rates of dissociation also depend on relative mobility of \( A \) and \( B \) as has been first demonstrated by Berg.\(^{59}\) This effect is discussed below in more detail.

Further extensions of the IET can be found in the literature. For instance, one can generalize the approach to take into account\(^{57}\) the presence of internal quantum states of reactants \( A_i \), \( B_j \) and \( C_m \), i.e., \( |\lambda_{A_i}\rangle \), \( |\mu_{B_j}\rangle \) and \( |\nu_{C_m}\rangle \), respectively. One can also extend the treatment to the case where at \( t = 0 \) there are correlated pairs of
reactants $A$ and $B$ present in the system. This can be done by formally assuming that one of the $C_m$ reactants dissociates irreversibly at an infinite rate. In this situation, geminate pairs $\{A + B\}$ are produced instantaneously: recombination of these pairs and interplay between geminate and bulk reactions can also be taken into account by means of the IET.\textsuperscript{57} Here, we will not dwell on these extensions of the IET approach and recommend an interested reader to consult with the original publication.\textsuperscript{57}

Generally speaking, the approach of “effective particles” presented here is very useful for writing down kinetic equations and sets of hierarchical equations for distribution functions in a compact matrix form. Truncation of hierarchies written in the matrix form is also possible; for instance, methods for deriving the general formulation of modified encounter theory using matrix-form equations have been previously discussed.\textsuperscript{46} Here, for the sake of simplicity and clarity, we do not present any detail of such derivations.

4. Examples

4.1. Contact approximation

To simplify calculation of the IET kernels, we restrict ourselves to contact approximation for the bimolecular processes between $A_i$ and $B_j$ and association–dissociation processes. Contact approximation implies that the reactivity operators are as follows:

\[
\hat{W}_{AB}(r) = \hat{K}_{AB} \frac{\delta(r - R)}{4\pi R^2}, \quad \text{where} \quad \hat{K}_{AB} = \int dr \hat{W}_{AB}(r),
\]

\[
\hat{V}_a(r) = \hat{K}_a \frac{\delta(r - R)}{4\pi R^2}, \quad \text{where} \quad \hat{K}_a = \int dr \hat{V}_a(r),
\]

\[
\hat{V}_d(r) = \hat{K}_d \frac{\delta(r - R)}{4\pi R^2}, \quad \text{where} \quad \hat{K}_d = \int dr \hat{V}_d(r). \quad (30)
\]

Here, the contact distance $R$ is taken the same for all $\{A_i + B_j\}$ pairs. Hence, the elements of these $K$-matrices are the reaction rate
constants of the corresponding processes, for instance,

\[ \langle A_k B_l | K_{AB} | A_i B_j \rangle = k_{A_i + B_j \rightarrow A_k + B_l} = \int dr W_{A_i + B_j \rightarrow A_k + B_l}(r). \]  

(31)

Using the definitions (30) of the \( K \)-matrices, we can dramatically simplify the expressions for the kernels because integration over \( r \) and \( r_0 \) in Eqs. (29) becomes straightforward. As a result, we obtain the IET kernels

\[ \hat{\Sigma}_{AB}(t) = \hat{K}_{AB} \left[ \delta(t) + \hat{G}_{AB}(R|R,t) \hat{K}_{AB} \right], \]
\[ \hat{\Sigma}_d(t) = \left[ \delta(t) + \hat{K}_{AB} \hat{G}_{AB}(R|R,t) \right] \hat{K}_d, \]
\[ \hat{\Sigma}_a(t) = \hat{K}_a \left[ \delta(t) + \hat{G}_{AB}(R|R,t) \hat{K}_{AB} \right], \]
\[ \hat{\Sigma}_C(t) = \hat{V}_C \delta(t) + \hat{K}_a \hat{G}_{AB}(R|R,t) \hat{K}_d. \]  

(32)

It is convenient to perform calculations in the Laplace domain. Hereafter, the Laplace transform of a function \( f(t) \) is denoted as \( \tilde{f}(s) \) with \( s \) being the Laplace variable. As usual, the Laplace-transformed quantity is calculated as follows:

\[ \tilde{f}(s) = \int_0^\infty f(t)e^{-st}dt. \]  

(33)

Calculation of the Green function can be simplified by introducing the “free” Green function satisfying a simpler equation (with all bimolecular processes neglected)

\[ \left( \frac{\partial}{\partial t} - \hat{L}_{AB} - \hat{Q}_{AB} \right) \hat{G}_{AB}(r|r_0,t) = \frac{\delta(r-r_0)}{4\pi r r_0} \delta(t) \hat{E}, \]  

(34)

and the following relations between the Laplace transforms of both Green functions:\textsuperscript{48}

\[ \hat{G}_{AB}(R|R,s) = \hat{G}_{AB}(R|R,s) [\hat{E} - \hat{K}_{AB} \hat{G}_{AB}(R|R,s)]^{-1} \]
\[ = [\hat{E} - \hat{G}_{AB}(R|R,s) \hat{K}_{AB}]^{-1} \hat{G}_{AB}(R|R,s). \]  

(35)

Calculation of \( \hat{G}_{AB}(R|R,s) \) is discussed further in this contribution.
Hence, one can see that in the Laplace domain, the problem of calculating the kernels becomes a standard linear algebra problem.

4.2. **Elementary reactions**

Before introducing applications of the IET to complex chemical processes, let us consider an example of an irreversible single-stage reaction,

\[ A + B \rightarrow C. \]  

(36)

In this case, the effective particles are \( \mathcal{A} = \{A\} \), \( \mathcal{B} = \{B\} \), \( \mathcal{C} = \{C\} \) (each “particle” has only one “state”). Hence, we obtain that the matrices of rate constants become scalars

\[ K_{AB} = -k_a, \quad K_d = 0, \quad K_a = k_a, \quad V_C = 0. \]  

(37)

Here, \( k_a \) is the reaction rate constant of association. In this situation, from Eq. (32) we obtain that \( \Sigma_{AB} = -\Sigma_a = -\Sigma_{iet} \), while the other two kernels are equal to zero; all kernels also become scalars. Hence, the IET equation takes the form

\[
\frac{d}{dt} N_A(t) = \frac{d}{dt} N_B(t) = -\frac{d}{dt} N_C(t) = - \int_0^t \Sigma_{iet}(t-\tau) N_A(\tau) N_B(\tau) d\tau.
\]  

(38)

The IET kernel can be evaluated from Eqs. (32) and (35)

\[
\tilde{\Sigma}_{iet}(s) = k_a [1 - k_a \tilde{G}_{AB}(R|R,s)] = \frac{k_a}{1 + k_a \tilde{G}_{AB}(R|R,s)}.
\]  

(39)

When reactant motion is given by free diffusion in three dimensions \( (D(r) = D = \text{const}, V(r) = 0) \), for the Green function we can use the following expression:

\[
\tilde{G}_{AB}(R|R,s) = \frac{1}{k_D} \tilde{G}(s), \quad \tilde{G}(s) = \frac{1}{1 + \sqrt{s/\pi D}}.
\]  

(40)
The integro-differential IET equation (38) can be reduced to a differential equation,

$$\frac{d}{dt}N_A(t) - \frac{d}{dt}N_B(t) = -\mathcal{K}(t)N_A(t)N_B(t). \quad (41)$$

Here, the rate constant and its steady-state value are defined as follows:

$$\mathcal{K}(t) = \int_0^t \Sigma_{\text{iet}}(\tau)d\tau, \quad k = \mathcal{K}(\infty) = \int_0^\infty \Sigma_{\text{iet}}(\tau)d\tau. \quad (42)$$

To obtain the differential equation (41), we assume that \(N_{A,B}(t - \tau) \approx N_{A,B}(t)\) in the integrand of Eq. (38). This approximation is justified because the IET kernel decays on the time scale of \(t \approx \tau_D\). One should note, however, that such an approximation fails at long times because \(\Sigma_{\text{iet}}\) is not an exponentially decaying function of time having a long-term power-law tail. As shown below, reduction of the IET equations to differential equations may also fail when fast unimolecular reactions are present.

If we assume that the reaction (36) is reversible, for calculating the IET kernels we need to keep in mind that the \(K_d\) and \(V_C\) rate constants are non-zero

$$K_{AB} = -k_a, \quad K_d = k_d, \quad K_a = k_a, \quad V_C = -k_d. \quad (43)$$

Here, \(k_d\) is the dissociation rate constant. The IET kernels remain scalars and they are as follows:

$$\Sigma_{AB} = -\Sigma_a = -\Sigma_{\text{iet}}, \quad \Sigma_C = -\Sigma_d = -\Sigma_{\text{iet}}' = -\frac{k_d}{k_a}\Sigma_{\text{iet}}. \quad (44)$$

The IET kernel \(\Sigma_{\text{iet}}\) remain the same as before; it is given by Eq. (39). Hence, the kinetic equations take the form

$$\frac{d}{dt}N_A(t) = \frac{d}{dt}N_B(t) = -\frac{d}{dt}N_C(t)$$

$$= -\int_0^t \Sigma_{\text{iet}}(t - \tau)N_A(\tau)N_B(\tau)d\tau$$

$$+ \int_0^t \Sigma_{\text{iet}}'(t - \tau)N_C(\tau)d\tau. \quad (45)$$
The additional term containing $\Sigma'_{\text{let}}$ describes the reverse dissociation process.

If we evaluate the steady-state rate constants of association–dissociation

$$k_{\text{eff}}^a = \Sigma_{\text{let}}(s = 0) = \frac{k_\text{a}k_D}{k_\text{a} + k_D}, \quad k_{\text{eff}}^d = \Sigma'_{\text{let}}(s = 0) = k_\text{d} \frac{k_D}{k_\text{a} + k_D},$$

we notice that the effective dissociation rate constant is given not only by the intrinsic dissociation rate $k_d$ but it also depends on $k_D$, i.e., on the parameters of relative mobility of $A$ and $B$. This result is conditioned by the cage effect: when the geminate pair $\{A + B\}$ is formed after dissociation of $C$, the pair can recombine back (before $A$ and $B$ separate) forming the $C$ particle, see Fig. 2. As a consequence, the effective rate of producing $A$ and $B$ in the solvent bulk, i.e., $k_{\text{eff}}^d$, is reduced as compared to $k_d$. The probability of pair separation is equal to $p = k_D/(k_\text{a} + k_D)$; hence, the effective dissociation rate is equal to $p \cdot k_d$, in full agreement with Eq. (46) and with earlier findings of Berg.\textsuperscript{59} It is worth noting that the values of the rate constants given by Eq. (46) are consistent with the detailed balance principle: the ratio $k_{\text{eff}}^a/k_{\text{eff}}^d = K_{\text{eq}} = k_\text{a}/k_d$ does not depend on relative mobility of $A$ and $B$, which is possible only when $k_{\text{eff}}^d$ depends on the $k_D$ value.

Fig. 2. Scheme illustrating the impact of the cage effect on the dissociation rate constant. Upon dissociation of $C = AB$, an in-cage pair $A + B$ is formed, which can recombine back to produce $C$ or separate. As a consequence, the effective dissociation rate constant is smaller than the intrinsic rate constant $k_d$, since it is the product of $k_d$ and the separation probability of the in-cage pair.
This simple example illustrates the importance of the cage effect and its impact on rate constants of diffusion-influenced processes. The influence of the cage effect on the rate constants of reactions in solutions can be taken into account by means of the IET, which is a universal method for calculating reaction rate constants, as demonstrated in Subsection 4.3.

4.3. Rate constants of multistage reactions

As has been mentioned above, the IET equations can be reduced to the differential form once the IET kernels change with time much faster than the reactant concentrations. The same idea can be used in the case of a multistage reaction. In this subsection, we exploit this idea assuming that there are no unimolecular reactions, i.e., \( \dot{Q}_{A,B,C} \) are zero. For the sake of simplicity, we consider only the steady-state limit of the IET equations. Hence, the integral terms in the kinetic equations are modified as follows:

\[
\int_0^t \dot{\Sigma}_{AB}(t - \tau)\sigma_A(\tau) \otimes \sigma_B(\tau)d\tau \\
\approx \left[ \int_0^t \dot{\Sigma}_{AB}(\tau)d\tau \right] \sigma_A(t) \otimes \sigma_B(t) \approx \dot{R}_{AB} \sigma_A(t) \otimes \sigma_B(t).
\]

(47)

Hence, the matrix of the rate constants can be expressed via the Laplace transform of the IET kernel at \( s = 0 \)

\[
\dot{R}_{AB} = \int_0^\infty \dot{\Sigma}_{AB}(t)dt = \dot{\Sigma}_{AB}(s = 0).
\]

(48)

The other three matrices of the rate constants can be computed in the same way, giving rise to differential equations for the concentrations

\[
\frac{d\sigma_A}{dt} = \text{Tr}_B\{\dot{R}_{AB}\sigma_A \otimes \sigma_B\} + \text{Tr}_B\{\dot{R}_B\sigma_C\},
\]

\[
\frac{d\sigma_B}{dt} = \text{Tr}_A\{\dot{R}_{AB}\sigma_A \otimes \sigma_B\} + \text{Tr}_A\{\dot{R}_A\sigma_C\},
\]

\[
\frac{d\sigma_C}{dt} = \dot{R}_A\sigma_A \otimes \sigma_B + \dot{R}_C\sigma_C.
\]

(49)
Now, let us evaluate the \( R \)-matrices of interest. When \( \hat{Q}_{A,B} = 0 \), the free Green function is a diagonal matrix

\[
\langle A_k B_l | \hat{G}_{A_B}(R|R, s) | A_i B_j \rangle = \delta_{ik} \delta_{jl} \frac{1}{4\pi RD_{ij}} \hat{G}(s) \overset{s \to 0}{\longrightarrow} \delta_{ik} \delta_{jl} \frac{1}{k_{D_{ij}}},
\]

(50)

where \( k_{D_{ij}} = 4\pi RD_{ij} \) is the diffusional rate constant for the \( A_i + B_j \) pair of reactants. Using the expressions for the free Green function, contact value of the \( \hat{G}_{A_B} \) Green function and definition of the IET kernels, we obtain

\[
\hat{R}_{AB} = [\hat{E} - \hat{K}_{AB} \hat{G}_c]^{-1} \hat{K}_{AB} = \hat{K}_{AB} [\hat{E} - \hat{G}_c \hat{K}_{AB}]^{-1},
\]

\[
\hat{R}_d = [\hat{E} - \hat{K}_{AB} \hat{G}_c]^{-1} \hat{K}_d, \quad \hat{R}_a = \hat{K}_a [\hat{E} - \hat{G}_c \hat{K}_{AB}]^{-1},
\]

\[
\hat{R}_C = \hat{K}_C + \hat{K}_a \hat{G}_c \hat{R}_d = \hat{K}_C + \hat{R}_a \hat{G}_c \hat{K}_d.
\]

(51)

Here, \( \hat{G}_c = \hat{G}_{A_B}(R|R, s = 0) \), i.e., it is the contact value of the free Green function at \( s = 0 \).

Let us demonstrate how this method of calculating rate constants works for a specific example.\(^{60}\) Here, we consider a three-stage reaction

\[
A_1 + B_1 \rightleftharpoons A_2 + B_2 \rightleftharpoons C.
\]

(52)

Let the reaction rates for the \( A_1 + B_1 \rightleftharpoons A_2 + B_2 \) process be \( k_f \) (for the forward process) and \( k_b \) (for the backward process); let the rates of the \( A_2 + B_2 \rightleftharpoons C \) association–dissociation reaction be \( k_a \) and \( k_d \); the diffusional rate constant is taken the same for the \( A_1 + B_1 \) pair and for the \( A_2 + B_2 \) pair, being equal to \( k_D \). In the case under study, the effective particles are

\[
A = \begin{pmatrix} A_1 \\ A_2 \end{pmatrix}, \quad B = \begin{pmatrix} B_1 \\ B_2 \end{pmatrix}, \quad C = (C).
\]

(53)
Hence, the concentration vectors of interest are

\[ \sigma_A = \begin{pmatrix} N_{A_1} \\ N_{A_2} \end{pmatrix}, \quad \sigma_B = \begin{pmatrix} N_{B_1} \\ N_{B_2} \end{pmatrix}, \]

\[ \sigma_C = (N_C), \quad \sigma_A \otimes \sigma_B = \begin{pmatrix} N_{A_1}N_{B_1} \\ N_{A_1}N_{B_2} \\ N_{A_2}N_{B_1} \\ N_{A_2}N_{B_2} \end{pmatrix}. \quad (54) \]

The relevant matrices of rate constants can be written as follows:

\[ \hat{K}_{AB} = \begin{pmatrix} -k_f & 0 & 0 & k_b \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ k_f & 0 & 0 & -k_b - k_a \end{pmatrix}, \quad \hat{K}_{d} = \begin{pmatrix} 0 \\ 0 \\ 0 \\ k_d \end{pmatrix}, \]

\[ \hat{K}_{a} = \begin{pmatrix} 0 & 0 & 0 & k_a \end{pmatrix}, \quad \hat{K}_{c} = -k_d. \quad (55) \]

By using Eqs. (51), (55) and straightforward matrix multiplication, one can obtain the following matrices of reaction rates:

\[ \hat{R}_{AB} = \begin{pmatrix} -k_1 & 0 & 0 & k_2 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ k_5 & 0 & 0 & -k_4 \end{pmatrix}, \quad \hat{R}_{d} = \begin{pmatrix} k_3 \\ 0 \\ 0 \\ k_6 \end{pmatrix}, \]

\[ \hat{R}_{a} = \begin{pmatrix} k_8 & 0 & 0 & k_9 \end{pmatrix}, \quad \hat{R}_{c} = -k_7. \quad (56) \]

Using these matrices, we obtain the kinetic equations for concentrations

\[ \frac{dN_{A_1}}{dt} = \frac{dN_{B_1}}{dt} = -k_1N_{A_1}N_{B_1} + k_2N_{A_2}N_{B_2} + k_3N_C, \]

\[ \frac{dN_{A_2}}{dt} = \frac{dN_{B_2}}{dt} = -k_4N_{A_2}N_{B_2} + k_5N_{A_1}N_{B_1} + k_6N_C, \]

\[ \frac{dN_C}{dt} = -k_7N_C + k_8N_{A_1}N_{B_1} + k_9N_{A_2}N_{B_2}. \quad (57) \]
The rate constants introduced here are

\[ k_1 = \frac{k_f}{Z} \left( 1 + \frac{k_a}{k_D} \right), \quad k_2 = \frac{k_b}{Z}, \quad k_3 = \frac{k_d}{Z} \frac{k_b}{k_D}, \]

\[ k_4 = \frac{1}{Z} \left( k_a + k_b + \frac{k_a k_f}{k_D} \right), \quad k_5 = \frac{k_f}{Z}, \quad k_6 = \frac{k_d}{Z} \left( 1 + \frac{k_f}{k_D} \right), \]

\[ k_7 = \frac{k_d}{Z} \left( 1 + \frac{k_b + k_f}{k_D} \right), \quad k_8 = \frac{k_a}{Z} \frac{k_f}{k_D}, \quad k_9 = \frac{k_a}{Z} \left( 1 + \frac{k_f}{k_D} \right), \]

where

\[ Z = \left( 1 + \frac{k_a}{k_D} \right) \left( 1 + \frac{k_f}{k_D} \right) + \frac{k_b}{k_D}. \]

Hence, the matrix-form IET gives a straightforward way to evaluate rate constants of multistage diffusion-influenced processes.

By analyzing the results, one can notice two remarkable properties of diffusion-influenced reactions.

First, the rate constant of dissociation is diffusion-influenced. The reason is the same as in the previous example: After dissociation of \( C \) and formation of the pair \( A_2 + B_2 \) reactants do not separate immediately and react back to produce \( C \). Hence, the dissociation rate effectively becomes lower, furthermore, it is influenced by the relative mobility of \( A_2 \) and \( B_2 \) because the probability of the in-cage reaction depends on the interplay between diffusional separation and association reaction. One can also see that the ratio of the rate constants of the corresponding processes, i.e., \( k_6/k_9 \), is equal to the ratio of the reaction rate constants, \( k_d/k_a \), being in full accordance with the detailed balance principle. Hence, since the association rate is diffusion-influenced, the dissociation rate becomes diffusion-influenced as well.

Second, one can see that a diffusion-influenced reaction has additional pathways. In the present case, we set the reaction rate of the process \( A_1 + B_1 \Rightarrow C \) equal to zero. Nonetheless, as follows from the kinetic equations (57), such a reaction pathway exists because the effective rate constants \( k_3 \) and \( k_8 \) are non-zero. This means that
the diffusion-influenced reaction has opened additional pathway. The physical reason for this is as follows. When \( A_1 \) and \( B_1 \) encounter each other, they form an in-cage pair, which can react to produce \( A_2 \) and \( B_2 \), which also do not separate immediately but can associate producing the \( C \) reactant. This means that encounters of \( A_1 \) and \( B_1 \) can give rise to formation of \( C \); hence, the \( k_8 \) rate constant is non-zero.

The origin of \( k_3 \neq 0 \) is similar. When \( C \) dissociates, it produces the in-cage pair of \( A_2 \) and \( B_2 \), which has a probability (before the reactants separate by diffusion) to react producing \( A_1 \) and \( B_1 \) so that \( k_3 \) is also non-zero.

This simple example demonstrates the usefulness of the IET for evaluating the rate constants of diffusion-influenced reactions. Extension of the formalism to more complex reaction schemes is straightforward, since calculation of the rate constants is a formal linear algebra problem that requires matrix inversion and multiplication. It is worth noting that the method presented here can account for unusual effects in diffusion-influenced reactions, such as the dependence of dissociation rate constants on mobility of reactants and the presence of additional reaction pathways due to in-cage reactions.

4.4. Reactions of metastable particles

Correct description of the Markovian stage of chemical reactions is not the only merit of the IET, which is essentially a non-Markovian theory. In this subsection, we discuss two examples that demonstrate that the Markovian description is not valid for a general chemical process even at long times. In this situation, using the IET is a remedy: the description using the integro-differential IET equations is free of any inconsistencies. To illustrate this, here we consider reactions involving metastable particles with finite lifetimes.

We consider two examples of chemical reactions following previous works.\(^{48,61–63}\)

The first example is inter-molecular energy transfer

\[
A^* + B \rightleftharpoons A + B^*, \quad A^* \rightarrow A, \quad B^* \rightarrow B. \tag{59}
\]
Hence, excitation is transferred between \( A \) and \( B \); we also assume that the excited-state molecules \( A^* \) and \( B^* \) are metastable and decay to their ground state with the characteristic times \( \tau_A \) and \( \tau_B \), respectively. For simplicity, we assume that the concentrations of \( A \) and \( B \), denoted as \( c_A \) and \( c_B \), are much greater than those of \( A^* \) and \( B^* \), denoted as \( N_A \) and \( N_B \). Hence, in this subsection the notations for concentrations are different from those used in the rest of the chapter.

The second example is reversible binding involving metastable particles

\[
A^* + B \rightleftharpoons C^*, \quad A^* \rightarrow A, \quad C^* \rightarrow C.
\] (60)

Like in the previous case, \( A^* \) and \( C^* \) are metastable particles decaying to form \( A \) and \( C \) with characteristic times \( \tau_A \) and \( \tau_C \), respectively. Excited-state reversible proton transfer to the solvent from a photo-acid (i.e., a molecule that becomes more acidic after light absorption)\textsuperscript{64–69} is a prominent example of such a reaction. Another example is given by reversible formation of exciplexes.\textsuperscript{70–74} For reaction (60), we assume that the concentration of \( B \), denoted as \( c_B \), is much greater than that of \( A^* \) and \( C^* \), which are denoted as \( N_A \) and \( N_C \), respectively.

Let us first describe the kinetics of inter-molecular energy transfer by using the IET. In this case, as there are no association–dissociation stages, we need to introduce only two effective particles,

\[
A = \begin{pmatrix} A^* \\ A \end{pmatrix}, \quad B = \begin{pmatrix} B^* \\ B \end{pmatrix}.
\] (61)

To calculate the IET kernel (in this case \( \tilde{\Sigma}_{AB} \) as all other kernels are equal to zero) we need to specify the operators \( \hat{Q}_{AB} \) and \( \hat{K}_{AB} \) in the basis of states \( |AB\rangle, |A^*B\rangle, |AB^*\rangle, |A^*B^*\rangle \).\textsuperscript{62,63}

\[
\hat{Q}_{AB} = \begin{pmatrix}
0 & 1/\tau_A & 1/\tau_B & 0 \\
0 & -1/\tau_A & 0 & 1/\tau_B \\
0 & 0 & -1/\tau_B & 1/\tau_A \\
0 & 0 & 0 & -1/\tau_A - 1/\tau_B \\
\end{pmatrix}, \quad \hat{K}_{AB} = \begin{pmatrix}
0 & k_f & k_b & 0 \\
0 & 0 & -k_f & 0 \\
0 & k_f & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{pmatrix}.
\] (62)
Here, $k_f$ and $k_b$ are the reaction rate constants of the forward and backward energy transfer reactions. To make the treatment simpler, one can make all calculations for $2 \times 2$ matrices in the space spanned by the $|A^*B\rangle, |AB^*\rangle$ states. In this space, the free Green function and $\hat{K}_{AB}$ are as follows:

$$\hat{G}_{AB} = \frac{1}{k_D} \begin{pmatrix} G(s + 1/\tau_A) & 0 \\ 0 & G(s + 1/\tau_B) \end{pmatrix}, \quad \hat{K}_{AB} = \begin{pmatrix} -k_f & k_b \\ k_f & -k_b \end{pmatrix}. \tag{63}$$

Hence, unimolecular decay alters the free Green function.\cite{62,63}

Straightforward operations with matrices yield the IET kernel

$$\hat{\Sigma}_{AB}(t) = \begin{pmatrix} -k_f & k_b \\ k_f & -k_b \end{pmatrix} F_1(t), \tag{64}$$

where the Laplace transform of the auxiliary function $F_1$ is as follows:\cite{62,63}

$$\tilde{F}_1(s) = \frac{1}{1 + \frac{k_f}{k_D} G(s + 1/\tau_A) + \frac{k_b}{k_D} G(s + 1/\tau_B)}.$$ Using this expression, we can write down the IET equations for the concentrations $N_A = [A^*]$ and $N_B = [B^*]$

$$\frac{dN_A(t)}{dt} = -\frac{N_A(t)}{\tau_A} - k_f c_B \int_0^t F_1(t - \tau) N_A(\tau) d\tau + k_b c_A \int_0^t F_1(t - \tau) N_B(\tau) d\tau,$$

$$\frac{dN_B(t)}{dt} = -\frac{N_B(t)}{\tau_B} + k_f c_B \int_0^t F_1(t - \tau) N_A(\tau) d\tau - k_b c_A \int_0^t F_1(t - \tau) N_B(\tau) d\tau. \tag{65}$$

An important question that we would like to address here is reduction of these non-Markovian equations to differential equations and, eventually, to Markovian equations. The standard recipe for such a
reduction is to approximate $N_A(\tau)$ and $N_B(\tau)$ in the integrands of Eq. (65) as follows:

\[ N_A(\tau) \approx N_A(t) \exp \left( \frac{t - \tau}{\tau_A} \right), \quad N_B(\tau) \approx N_B(t) \exp \left( \frac{t - \tau}{\tau_B} \right). \] (66)

The simpler recipe $N_{A,B}(\tau) \approx N_{A,B}(t)$ obviously does not hold because due to unimolecular decay $N_{A,B}$ can change in time faster than the IET kernel. Using Eq. (66), we can write down the sought differential equations for concentrations

\[ \frac{dN_A(t)}{dt} = -\frac{N_A(t)}{\tau_A} - \kappa_f(t)c_B N_A(t) + \kappa_b(t)c_A N_B(t), \]
\[ \frac{dN_B(t)}{dt} = -\frac{N_B(t)}{\tau_B} + \kappa_f(t)c_B N_A(t) - \kappa_b(t)c_A N_B(t), \] (67)

where the rate coefficients are

\[ \kappa_f(t) = k_f \int_0^t F_1(\tau) \exp\left[\frac{\tau}{\tau_A}\right] d\tau, \]
\[ \kappa_b(t) = k_b \int_0^t F_1(\tau) \exp\left[\frac{\tau}{\tau_B}\right] d\tau. \] (68)

At a first glance, reduction to differential equations is possible. However, one should keep in mind that one of the steady-state rate constants

\[ \kappa_f(\infty) = k_f \tilde{F}_1(s = -1/\tau_A), \quad \kappa_b(\infty) = k_b \tilde{F}_1(s = -1/\tau_B), \] (69)

is formally complex when $\tau_A \neq \tau_B$. In reality, this means that the corresponding integral in Eq. (68) diverges at $t \to \infty$, i.e., reduction to the rate equations is not possible in this case. Hence, when the unimolecular decay reactions interfere with the in-cage processes reduction of the original integro-differential equations to rate equations is generally not possible.

The actual time dependences of $\kappa_f(t)$ and $\kappa_b(t)$ are shown in Fig. 3. Here, we assume that $\tau_B \to \infty$. One can see that the $\kappa_b(t)$ rate coefficient behaves in the same way as in the Smoluchowsky theory\textsuperscript{38,39} (see discussion in Chapter 3\textsuperscript{40}): it decreases from the value $\kappa_b(t = 0) = k_b$ to a positive steady-state value at $t \to \infty$. At the same
Fig. 3. Time dependence of the rate coefficients introduced in Eq. (68) divided by the corresponding reaction constants, $\kappa_f(t)/k_f$ (solid line) and $\kappa_b(t)/k_b$ (dashed line); time is given in units of $\tau_D$. Calculation parameters: $k_f = k_b = 10k_D$, $\tau_A = \tau_D$, $\tau_B \to \infty$.

At time, $\kappa_f(t)$ at $t = 0$ is also equal to the corresponding reaction rate constant $k_f$ and then decreases. However, at longer times it goes to negative values and finally diverges at $t \to \infty$. The explanation for this behavior is as follows. When $A^*$ reacts with $B$, an in-cage pair $\{A + B^*\}$ is formed, which includes the stable excitation $B^*$ (as we assume that $\tau_B \to \infty$). Hence, excitation is accumulated in $B^*$ particles. However, as the $\{A + B^*\}$ pair reacts back, $A^*$ is formed again. Hence, the flux of energy changes its sign as well as the rate coefficient $\kappa_f(t)$. This effect can also be seen from the $N_B(t)$ kinetics, see Fig. 4. In this example, we assume that at $t = 0$ there are only $A^*$ excitations; for the sake of simplicity, we set $\tau_B \to \infty$ (the $B^*$ excitation is stable) and $c_A \to 0$ (neglecting the backward reaction $B^* + A \to B + A^*$ in the solvent bulk but not in the in-cage process). In this situation, the $N_B(t)$ concentration starts from zero and then increases reaching a constant value at $t \to \infty$ because the $B^*$ particles do not decay to the ground state and the bulk reaction $B^* + A \to B + A^*$ is infinitely slow. Of course, this level is higher for the irreversible transfer process than for the reversible reaction;
Fig. 4. Kinetics of $N_B(t)$ accumulation in the case $\tau_B \to \infty$ calculated for reversible (solid line) and irreversible (dashed line) energy transfer from $A^*$. One can see that in the former case the $N_B$ value at long times is approached from above, while in the latter case it is approached from below. Calculation parameters: $k_f = 10k_D$, $k_b = 10k_D$ (reversible transfer) or $k_b = 0$ (irreversible transfer), $\tau_A = \tau_D$, $\eta = \frac{4\pi R^3 c_B}{0.01}$, $c_A \to 0$. Here time is given in units of $\tau_D$ and $N_B(t)$ is given in units of $N_A(t = 0)$.

However, this is not the only difference between the two cases. When the transfer reaction is reversible, the long-time asymptotic value is approached from above, reflecting the abovementioned effect of the sign change of the energy flux. This effect is completely absent for the irreversible reaction (the asymptotic value is approached from below), in accordance with the considerations given above.

It is important to emphasize that the unusual effect of the sign change of the energy flux is of relevance when $\tau_A \neq \tau_B$ and also when the unimolecular reactions are of importance on the time scale of $\tau_D$ (i.e., $\tau_A \sim \tau_D$ or $\tau_B \sim \tau_D$) and when the bimolecular reactions are diffusion-influenced (otherwise the in-cage pairs separate too fast so that the in-cage reactions are of no relevance).

Now, let us turn to the second example and introduce the effective particles as

$$A = \begin{pmatrix} A^* \end{pmatrix}, \quad B = \begin{pmatrix} B \end{pmatrix}, \quad C = \begin{pmatrix} C^* \\ C \end{pmatrix}.$$

(70)
The relevant operators are

\[
\begin{align*}
\hat{Q}_A &= \hat{Q}_{AB} = \begin{pmatrix} -1/\tau_A & 0 \\ 1/\tau_A & 0 \end{pmatrix}, \\
\hat{Q}_B &= 0, \\
\hat{Q}_C &= \begin{pmatrix} -1/\tau_C & 0 \\ 1/\tau_C & 0 \end{pmatrix}, \\
\hat{K}_{AB} &= \begin{pmatrix} -k_f & 0 \\ 0 & 0 \end{pmatrix}, \\
\hat{K}_a &= \begin{pmatrix} k_f & 0 \\ 0 & 0 \end{pmatrix}, \\
\hat{K}_d &= \begin{pmatrix} k_b & 0 \\ 0 & 0 \end{pmatrix}, \\
\hat{K}_C &= \begin{pmatrix} -k_b & 0 \\ 0 & 0 \end{pmatrix}.
\end{align*}
\]

(71)

The same procedure as before gives the following IET kernels (in this case all four kernels need to be computed)

\[
\begin{align*}
\hat{S}_{AB} &= \begin{pmatrix} -k_f & 0 \\ 0 & 0 \end{pmatrix} F_2, \\
\hat{K}_a &= \begin{pmatrix} k_f & 0 \\ 0 & 0 \end{pmatrix} F_2, \\
\hat{K}_d &= \begin{pmatrix} k_b & 0 \\ 0 & 0 \end{pmatrix} F_2, \\
\hat{K}_C &= \begin{pmatrix} -k_b & 0 \\ 0 & 0 \end{pmatrix} F_2.
\end{align*}
\]

(72)

where

\[
\tilde{F}_2(s) = \frac{1}{1 + \frac{k_L}{k_D}G(s + 1/\tau_A)}.
\]

The IET equations for the concentrations \([A^*] = N_A\) and \([C^*] = N_C\) are as follows:

\[
\begin{align*}
\frac{dN_A(t)}{dt} &= -\frac{N_A(t)}{\tau_A} + k_f c_B \int_0^t F_2(t - \tau) N_A(\tau) d\tau \\
&\quad + k_b \int_0^t F_2(t - \tau) N_C(\tau) d\tau,
\end{align*}
\]

\[
\begin{align*}
\frac{dN_C(t)}{dt} &= -\frac{N_C(t)}{\tau_C} + k_f c_B \int_0^t F_2(t - \tau) N_A(\tau) d\tau \\
&\quad - k_b \int_0^t F_2(t - \tau) N_C(\tau) d\tau.
\end{align*}
\]

(73)

The method for reducing these equations to the differential form is the same as before. We approximate \(N_A(\tau)\) and \(N_C(\tau)\) in the
integrand of Eq. (73) as follows:

\[
N_A(\tau) \approx N_A(t) \exp\left(\frac{t - \tau}{\tau_A}\right), \quad N_C(\tau) \approx N_C(t) \exp\left(\frac{t - \tau}{\tau_C}\right),
\]

(74)

and obtain differential equations

\[
\frac{dN_A(t)}{dt} = -\frac{N_A(t)}{\tau_A} - \kappa_f(t)c_B N_A(t) + \kappa_b(t)N_C(t),
\]

\[
\frac{dN_C(t)}{dt} = -\frac{N_C(t)}{\tau_C} + \kappa_f(t)c_B N_A(t) - \kappa_b(t)N_C(t),
\]

(75)

where the rate coefficients are

\[
\kappa_f(t) = k_f \int_0^t F_2(\tau) \exp[\tau/\tau_A] d\tau,
\]

\[
\kappa_b(t) = k_b \int_0^t F_2(\tau) \exp[\tau/\tau_C] d\tau.
\]

(76)

In contrast to the previous case, the rate coefficient \( \kappa_f(t) \) never exhibits any unusual behavior, e.g., a sign change: at \( t \to \infty \) it tends to a constant value \( \kappa_f \to k_f k_D/(k_f + k_D) \). The behavior of \( \kappa_b(t) \) depends on the relation between \( \tau_A \) and \( \tau_C \). When \( \tau_A > \tau_C \), dissociation of \( C^* \) leads to formation of in-cage pairs \( \{A^* + B\} \), in which excitation is accumulated. Subsequent association of these pairs gives rise to formation of \( C^* \) with a consequence that the energy flux changes its sign, as well as the dissociation rate constant \( \kappa_b \). This effect is absent for the association process because a single association event produces not a geminate pair of reactants but free \( C^* \) in solution. Hence, all in-cage processes are interrupted with a consequence that unimolecular decay does not interfere with any in-cage processes. Typical time dependences of the rate coefficients are shown in Fig. 5.

The behavior of the rate coefficients is also reflected by the kinetic behavior, see Fig. 6 illustrating these considerations. Here, we consider two different situations.

In the first case (see Fig. 6, top), we assume that initially the excitation is at the \( A^* \) molecules, and also imply a short \( \tau_A \) time and an infinitely long \( \tau_C \) time. In this situation, the \( N_A(t) \) kinetics exhibits
Fig. 5. Time dependence of the rate coefficients introduced in Eq. (76) divided by the corresponding reaction constants, $\kappa_f(t)/k_f$ (solid line) and $\kappa_b(t)/k_b$ (dashed line); time is given in units of $\tau_D$. Calculation parameters: $k_f = 10k_D$; for the top graph $\tau_A = \tau_D$ and $\tau_C \to \infty$, for the bottom graph $\tau_A \to \infty$ and $\tau_C = \tau_D$.

Fast decay at short times followed by slower decay at long times. Such a behavior is conditioned by (i) accumulation of excitation in the form of $C^*$, which is more stable, and (ii) the back reaction $C^* \to A^* + B$ producing the $A^*$ particles. The $N_C(t)$ concentration increases at short times and then decays as the $C^*$ molecules disappear in the dissociation process. The $N_C(t)$ kinetics approaches its long-time asymptote, representing decay due to dissociation, from below.
Fig. 6. $N_A(t)$ (solid line) and $N_C(t)$ (dashed line) kinetics. (top) At $t=0$, we assume $N_C=0$ so that all excitations exist in the form of $A^*$; here, $\tau_A=\tau_D$ and $\tau_C\to\infty$. One can see that the long-time asymptote of $N_C$ (exponential decay, shown by the thin dotted line) is approached from below. (bottom) At $t=0$, we assume $N_A=0$ so that all excitation exist in the form of $C^*$; here, $\tau_A\to\infty$ and $\tau_C=\tau_D$. One can see that the long-time asymptote of $N_C$ (exponential decay, shown by the thin solid line) is approached from above. Calculation parameters: $k_f = 10k_D$, $\eta = \frac{4\pi R^2 c_B}{3} = 1/30$, $k_b\tau_D = 0.1$. In both subplots, time is given in units of $\tau_D$ and $N_B(t)$ is given in units of $N_A(t=0)$ (top) or $N_C(t=0)$ (bottom).

In the second case (see Fig. 6, bottom), we start from excited molecules in the form of $C^*$ and assume that $\tau_C$ is short whereas $\tau_A$ is infinitely long. The concentration of the short-lived species behaves in the same way as in the previous case: fast initial decay is followed by a slower “tail” due to (i) accumulation of excitation in the form of $A^*$, and (ii) the back association reaction $A^* + B \rightarrow C^*$. At the same time, the kinetic behavior of the long-lived species, here $A^*$, exhibits
an unusual behavior. As expected from qualitative considerations, the $N_A(t)$ concentration increases at short times and then decays due to association. However, the $N_A(t)$ kinetics approaches its long-time asymptote from above. The origin of the effect is the sign change of the energy flux. Hence, the change of the direction of the energy flux manifests itself not only in the rate coefficients, but also in the reaction kinetics.

5. Conclusions

In this chapter, we present the general formulation of the IET. By using the concept of “effective particles,” one can dramatically simplify the form of the kinetics equations. This approach allows one to formalize derivation of the IET equations, as well as of the rate constants, for the most general reaction scheme of a multistage chemical process.

The discussion of the IET formalism is supported by several examples, starting from the simplest single-stage reaction and ending up with reversible reactions of metastable particles. For the $A + B \leftrightarrow C$ process, we derive the IET equations and evaluate the rate constants; essentially the same method can be applied to the general reaction scheme having an arbitrary number of unimolecular, bimolecular and association–dissociation stages. We also present applications of the IET to reversible reactions of metastable particles, demonstrating that Markovian description of such processes is generally not possible as the “rate constants” may diverge with time. The IET is free from this limitation, providing consistent description of the reaction kinetics. Hence, the IET is indeed a general approach to non-Markovian kinetics of complex multistage chemical reactions in liquid solutions.
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Chapter 5

A New Method of Solution for the Fredholm Integral Equation and Its Application to the Diffusion-Influenced Reaction Kinetics

Sangyoub Lee
Department of Chemistry, Seoul National University, Seoul 08826, South Korea
sangyoub@snu.ac.kr

The solution to the Fredholm integral equation of the second kind is often represented by the Liouville–Neumann series. We present a new type of solution, which may be considered as resumming the series. Except that the kernel function must not be zero, the method is general and provides an approximate analytic solution that can be improved systematically. It gives numerically more accurate results than the Padé approximation method for the same computational cost. This new solution method has been found to be very useful in the problems of diffusion-influenced chemical kinetics, and some examples are given.

1. Introduction

Boundary value problems arise in many branches of physical sciences and engineering. In many cases, one may put the differential equation
with the associated boundary conditions into an equivalent Fredholm integral equation of the second kind whose standard form is given by

\[ f(x) = g(x) + \int_a^b dy K(x, y)f(y), \]

where \( g(x) \) and the kernel \( K(x, y) \) are known functions and \( f(x) \) is the function to be determined.

When an exact solution to Eq. (1) is not available and the kernel contains a smallness parameter as \( K(x, y) = \varepsilon k(x, y) \), one may resort to a power series solution that can be generated by the method of successive approximations as

\[ f(x) = g(x) + \varepsilon \int_a^b dy_1 k(x, y_1)g(y_1) \]
\[ + \varepsilon^2 \int_a^b dy_1 k(x, y_1) \int_a^b dy_2 k(y_1, y_2)g(y_2) + \cdots. \]

If the kernel is indeed small, Eq. (2) called the Liouville–Neumann series may give a convergent result with a small number of expansion terms. Otherwise, when the series converges slowly or even diverges, one must resort to a systematic method for resumming the series. For example, the methods of Padé approximants, Borel transform, and Euler summation have been used extensively to deal with the divergent or slowly convergent series.\(^2\)\(^3\) Usually, this procedure provides a numerically easier route than dealing with the resolvent function expressed in terms of Fredholm determinants.\(^1\)

In Section 2, we will present another simple solution method to Eq. (1). Except that the kernel function must not be zero, the method is general. Furthermore, as explained below, one can easily incorporate additional physical approximations into the method. In many cases, it gives numerically more accurate results than the widely used Padé approximation method for the same computational cost. In particular, our new solution method has been found to be very useful in the problems of diffusion-influenced chemical kinetics.\(^4\)\(^8\) Several illustrative examples are given in Sections 3 and 4.
2. A New Solution Method for the Fredholm Integral Equation

We have proposed a new method of solution for Eq. (1) that gives very accurate results if \( f(x) \) is a slowly varying non-zero function.\(^4\,6\)

The idea is very simple. We first rewrite Eq. (1) as

\[
f(x) = g(x) + f(x) \int_a^b dy K(x, y) \left[ \frac{f(y)}{f(x)} \right],
\]

where we have simply multiplied \( f(x) \) to the integral term and then divided it by \( f(x) \). This equation is solved formally to give

\[
f(x) = g(x) \left\{ 1 - \int_a^b dy K(x, y) \left[ \frac{f(y)}{f(x)} \right] \right\}^{-1}.
\]

To get an explicit result, we then replace the ratio \( \frac{f(y)}{f(x)} \) by \( \frac{f_a(y)}{f_a(x)} \) where \( f_a(x) \) is an appropriate approximation for \( f(x) \). We thus have

\[
f(x) \approx g(x) \left\{ 1 - \int_a^b dy K(x, y) \left[ \frac{f_a(y)}{f_a(x)} \right] \right\}^{-1}.
\]

When \( K(x, y) = \varepsilon k(x, y) \), an immediate choice for \( f_a(x) \) is given by the first few terms in the perturbation series in Eq. (2). With higher order approximations for \( f_a(x) \), Eq. (5) will give systematically improved approximation of \( f(x) \) for small \( \varepsilon \) values. We have found that this procedure gives more accurate results than the Padé approximation method for the same computational cost.\(^5\,6\) The reason is that (i) Eq. (5) has the same formal structure as the exact relation in Eq. (4) and (ii) the error caused by using the approximate function \( f_a(x) \) would be partially offset because it enters as a ratio.

Furthermore, we have an additional flexibility in using Eq. (5). For example, we may find an approximate form of \( f(x) \) in the large \( \varepsilon \) limit by an asymptotic analysis or physical reasoning. If we take such an approximation for \( f_a(x) \), Eq. (5) produces a solution that is applicable to a wider range of \( \varepsilon \) values.\(^6\) Note that such a solution gives an exact result also in the opposite \( \varepsilon \to 0 \) limit as can be seen
from the structure of Eq. (5). An example of this line of approach is given in Section 4.

3. Diffusive Propagator for an Interacting Particle Pair

We have applied the above solution method for the Fredholm integral equation of the second kind to obtain an approximate expression of the propagator for diffusive dynamics of a pair of particles interacting via an arbitrary central potential and hydrodynamic interaction. The propagator $G(r, t | r_0)$, which represents a probability density of finding a pair of particles at a separation $r$ at time $t$, given that their initial separation was $r_0$, is one of the most important dynamic quantities in the liquid state physics. Its knowledge enables the calculation of various dynamic quantities such as time correlation functions of the physical variables that depend on the particle separation, the first encounter time distribution of a pair of particles, the time-dependent survival probability of reactive molecules, and so on.

When the medium surrounding the particles are very viscous, the time evolution of $G(r, t | r_0)$ is described by the Smoluchowski equation,

$$\frac{\partial G(r, t | r_0)}{\partial t} = D \left( \frac{1}{r^2} \frac{\partial}{\partial r} r^2 h(r) e^{-U(r)} \right) \frac{\partial}{\partial r} U(r) G(r, t | r_0). \quad (6)$$

Here, $U(r)$ denotes an arbitrary central interaction potential in units of $k_B T$, with $k_B$ and $T$ denoting the Boltzmann constant and the absolute temperature. The relative diffusion coefficient at large separation is $D$, but its value decreases with decreasing $r$ due to hydrodynamic interaction, which is described by the function $h(r)$. When the hydrodynamic interaction can be described by the Oseen tensor and the hydrodynamic radii of the particles are given by $\sigma/2$ with $\sigma$ denoting the contact distance, we have $h(r) = 1 - 3\sigma/4r$. However, other forms of $h(r)$ may also be used. The initial and
boundary conditions associated with Eq. (6) are

\[ G(r, t = 0 | r_0) = \delta(r - r_0)/(4\pi r_0^2), \]  

(7)

\[ \lim_{r \to \infty} G(r, t | r_0) = 0 \]  

(8)

and

\[ \partial[e^U(r)G(r, t | r_0)]/\partial r |_{r=\sigma} = 0. \]  

(9)

By making the generalized Flannery’s transformation\(^\text{14}\) of variables given by

\[ \tilde{r}(r) = \left\{ \int_0^\infty dr_1 \left[ r_1^2 h(r_1) e^{-U(r_1)} \right]^{-1} \right\}^{-1}, \]  

(10)

\[ F(\tilde{r}, t | \tilde{r}_0) = e^{U(r)}\varphi(r_0)^{-1}G(r, t | r_0), \]  

(11)

with \( \varphi(r) = (r^4/r_0^4)e^{2U(r)/h(r)} \), it can be shown that the Laplace transform of \( F(\tilde{r}, t | \tilde{r}_0) \) satisfies the integral equation\(^4\)

\[ \hat{F}(\tilde{r}, s | \tilde{r}_0) = \varphi(\tilde{r}_0)^{-1} \left[ \hat{F}_0(\tilde{r}, s | \tilde{r}_0) - s \int d\tilde{r}_1 d(\tilde{r}_1) \hat{F}(\tilde{r}, s | \tilde{r}_1) \hat{F}_0(\tilde{r}_1, s | \tilde{r}_0) \right] \]  

(12)

with \( d(\tilde{r}) = 1 - \varphi(\tilde{r}) \). For notational convenience, we will not distinguish the dimensionless function of \( \tilde{r} \) from that of \( r \) representing the same quantity; that is, \( \varphi(\tilde{r}(r)) = \varphi(r) \) and so on. \( \hat{F}_0(\tilde{r}, s | \tilde{r}_0) \) is a seemingly interaction-free propagator in the \( \tilde{r} \) space\(^15\)

\[ \hat{F}_0(\tilde{r}, s | \tilde{r}_0) = \frac{1}{8\pi D\zeta \tilde{r}_0} \left[ e^{-\zeta(\tilde{r} - \tilde{r}_0)} + \frac{\tilde{\sigma} - 1}{\zeta + 1} e^{-\zeta(\tilde{r} + \tilde{r}_0 - 2\tilde{\sigma})} \right] \]  

(13)

with \( \tilde{r}_0 = \tilde{r}(r_0) \), \( \tilde{\sigma} = \tilde{r}(\sigma) \), and \( \zeta = (s/D)^{1/2} \).

The usual iterative method for solving the Fredholm integral equation of the second kind gives the following series solution to
where $\psi(\vec{r}) = \frac{d(\vec{r})}{\varphi(\vec{r})}$. It is obvious that this solution would be useful only in the small-$s$ limit. For large $s$, the series will diverge. With the lowest-order approximation from Eq. (14), we have

$$\hat{F}(\vec{r}, s|\vec{r}_0) \sim \varphi(\vec{r}_0) - \hat{F}_0(\vec{r}, s|\vec{r}_0)$$

and with Eq. (15) the new solution method described in Section 2 gives the following small-$s$ approximation for $\hat{F}(\vec{r}, s|\vec{r}_0)$,

$$\hat{F}(\vec{r}, s|\vec{r}_0) \equiv \hat{F}_0(\vec{r}, s|\vec{r}_0) \varphi(\vec{r}_0) \times \left[ 1 + s \int d\vec{r}_1 \psi(\vec{r}_1) \frac{\hat{F}_0(\vec{r}, s|\vec{r}_1) \hat{F}_0(\vec{r}_1, s|\vec{r}_0)}{\hat{F}_0(\vec{r}, s|\vec{r}_0)} \right]^{-1}.$$  

Equation (16) provides the propagator expression that becomes exact in the small-$s$ limit and remains quite accurate up to intermediate $s$ values, as will be seen below.

As an application of the reaction-free propagator expression given by Eqs. (11) and (16), we now consider the time-dependent rate coefficient for diffusion-influenced irreversible bimolecular reactions.\textsuperscript{4,5} We will assume that the reactants are distributed in equilibrium at $t = 0$ and that the reaction can occur only at the contact distance $\sigma$ with an inherent rate constant $\kappa$, so that the effect of reaction can be incorporated into the Smoluchowski equation as a $\delta$-function sink, $\kappa \delta(r - \sigma)/(4\pi \sigma^2)$.\textsuperscript{16} Then, in the low reactant concentration limit, the Laplace transform of the bimolecular rate coefficient can
be expressed in terms of the reaction-free propagator as
\[ \hat{k_f}(s) = \frac{s^{-1}ke^{-U(\sigma)}}{1 + \kappa \tilde{G}(\sigma, s | \sigma)} = \frac{s^{-1}ke^{-U(\sigma)}}{1 + \kappa e^{-U(\sigma)}\varphi(\sigma)\tilde{F}(\tilde{\sigma}, s | \tilde{\sigma})}. \] (17)

In the diffusion-controlled limit \((\kappa \to \infty)\), we have from Eqs. (13), (16), and (17)
\[ \hat{k_f}(s) = k_D \left\{ \frac{1 + \tilde{\sigma}}{s} + \frac{\tilde{\sigma}}{D} \int_{\tilde{\sigma}}^\infty d\tilde{r} \psi(\tilde{r})e^{-2\zeta(\tilde{r} - \tilde{\sigma})} \right\}, \] (18)
whose inverse Laplace transformation gives
\[ k_f(t) = k_D \left\{ 1 + \frac{\tilde{\sigma}}{\pi Dt}^{1/2} + \frac{\pi \tilde{\sigma}}{(\pi Dt)^{3/2}} \right. \]
\[ \times \left. \int_{\tilde{\sigma}}^\infty dr \frac{1 - \varphi(r)}{[h(r)\varphi(r)]^{1/2}} (\tilde{r} - \tilde{\sigma}) \exp \left( -\frac{(\tilde{r} - \tilde{\sigma})^2}{2Dt} \right) \right\}. \] (19)

Here, \( k_D \) is the steady-state rate constant attained at long times and is given by
\[ k_D \equiv k_f(\infty) = 4\pi D\tilde{\sigma} = 4\pi D \left\{ \int_{\sigma}^\infty dr_1 [r_1^2 h(r_1)e^{-U(r_1)}]^{-1} \right\}^{-1}. \] (20)

With the biexponential approximation to \( \psi(\tilde{r}) \),
\[ \psi(\tilde{r})/\psi(\tilde{\sigma}) \cong c_1 e^{-\alpha_1(\tilde{r} - \tilde{\sigma})} + c_2 e^{-\alpha_2(\tilde{r} - \tilde{\sigma})}, \] (21)
the radial integral in Eq. (18) can be evaluated to give
\[ \frac{k_f(t)}{k_D} = 1 + \frac{\tilde{\sigma}}{\pi Dt}^{1/2} + \tilde{\sigma}\psi(\tilde{\sigma}) \left[ \frac{1}{2(\pi Dt)^{1/2}} \right. \]
\[ \left. - \frac{c_1\alpha_1}{4} \Omega \left( \frac{\alpha_1\sqrt{Dt}}{2} \right) - \frac{c_2\alpha_2}{4} \Omega \left( \frac{\alpha_2\sqrt{Dt}}{2} \right) \right]. \] (22)

Here, the coefficients \( c_1, c_2, \alpha_1, \) and \( \alpha_2 \) can be determined explicitly as described in Refs. 4 and 5, and \( \Omega(x) \equiv \exp(x^2)\text{erfc}(x) \).

The accuracy of the rate coefficient expressions given by Eqs. (19) and (22) have been checked against the exact results obtained
by solving the Smoluchowski equation numerically. Figure 1 displays the effects of the Coulomb interaction, \( U(r) = r_C / r \), on the rate coefficients. \( r_C \) is the Onsager distance defined by 
\[
\frac{r_C}{\sigma} = \frac{z_1 z_2 e^2}{(4 \pi \varepsilon_0 \varepsilon_r \sigma k_B T)}
\]
where \( z_1 e \) and \( z_2 e \) are the charges of the reactants, \( \varepsilon_0 \) is the permittivity of vacuum, and \( \varepsilon_r \) is the relative permittivity of the medium. Figure 1(a) displays the results for \( r_C / \sigma = -8 \) while Fig. 1(b) for \( r_C / \sigma = -16 \). In both cases, we neglect the effects of hydrodynamic interaction; that is, \( h(r) = 1 \). The exact numerical results are represented by filled squares, and the results obtained from Eqs. (19) and (22) are represented by the solid and dotted curves, respectively.

As for the effects of the interaction potential on \( k_f(t) \), Dudko and Szabo constructed a quite simple and accurate time-domain rate expression by the Pade approximation using two exact terms in both the short- and long-time expansions of \( k_f(t) \).\(^{17}\) In Fig. 1, the dashed curves, denoted as DS, are the results of their rate expression. On the other hand, Zharikov and Shokhirev derived an approximate expression for \( \hat{G}(\sigma, s|\sigma) \),\(^{18}\) which is given in our notations by

\[
\hat{G}(\sigma, s|\sigma) = e^{-U(\sigma)} \left[ 1 + \tilde{\sigma} \zeta^2 \int_\sigma^\infty dr \varphi(\tilde{r})^{-1/2} e^{-\zeta(r-\sigma)} \right]^{-1}. \tag{23}
\]

This expression is closely related to ours given by

\[
\hat{G}(\sigma, s|\sigma) = e^{-U(\sigma)} \left[ 1 + \tilde{\sigma} \zeta + \tilde{\sigma}^2 \int_\sigma^\infty d\tilde{r} \psi(\tilde{r}) e^{-2\zeta(\tilde{r}-\sigma)} \right]^{-1}. \tag{24}
\]

It is obvious that the Zharikov–Shokhirev expression for \( \hat{G}(\sigma, s|\sigma) \) in Eq. (23), missing the \( \tilde{\sigma} \zeta \) term in the square bracket of the denominator, would predict an inaccurate long-time behavior. However, they introduced some additional approximation which gives

\[
\hat{G}(\sigma, s|\sigma) = e^{-U(\sigma)} \left[ 1 + \tilde{\sigma} \zeta + \tilde{\sigma}^2 \varphi(\tilde{\sigma})^{-1/2} \frac{1}{\zeta + \alpha(\sigma)} \right]^{-1},
\]

\[
\alpha(\sigma) = \left[ \varphi(\sigma)^{-1/2} - 1 \right] \left\{ \int_\sigma^\infty dr \left[ \varphi(\tilde{r})^{-1/2} - 1 \right] \right\}^{-1}. \tag{25}
\]
In fact, this expression for $\hat{G}(\sigma, s | \sigma)$, put into Eq. (17), gives better results for the rate coefficient than that of Eq. (23) due to error cancellation. In the numerical comparisons in Fig. 1, the Zharikov-Shokhirev (ZS) results, represented by dot-dashed curves, are those based on Eq. (25).

From Fig. 1, we see that both of our rate coefficient expressions in Eqs. (19) and (21) give results in excellent agreement with the exact results. In comparison, the Dudko–Szabo and the Zharikov–Shokhirev expressions underestimate the rate coefficient slightly when the strength of attractive Coulomb potential is moderate ($r_c/\sigma = -8$), and overestimate the rate to an unreliable extent at large potential strength ($r_c/\sigma = -16$).

We have displayed the results only for the attractive interaction potentials. As proved rigorously by Traytak,\textsuperscript{19} when the interaction potential is repulsive, the rate coefficient converges much faster to the steady-state value $k_f(\infty)$ than in the attractive potential cases. Hence all the theories considered here provide better results for the
repulsive potentials than for the attractive potentials with the same $|r_C|$ value.

### 4. Steady-State Rates of Reactions with Long-Range Reactivity

The transfer of energy or electron occurs at a range of separation between donor and acceptor molecules.\(^{11}\) When the reaction medium is very viscous or the inherent transfer process is very fast, the overall rate of the transfer reaction depends on the relative diffusion rate of the reactant molecules. Then the steady-state rate constant $k_D$ can be determined by solving the Smoluchowski equation,\(^{16}\)

$$Dr^{-2} \frac{\partial}{\partial r} r^2 h(r)e^{-U(r)} \frac{\partial}{\partial r} e^{U(r)} \rho(r) = S(r)\rho(r).$$ \hspace{1cm} (26)

$\rho(r)$ denotes the non-equilibrium pair correlation function; if the bulk number density of the acceptor molecules is $[A]$, $4\pi r^2 \rho(r) [A] dr$ gives the number of A molecules around a donor molecule D located at a distance between $r$ and $r + dr$. The sink function $S(r)$ denotes the energy or electron transfer rate when the distance between D and A is $r$. The steady-state rate constant $k_D$ is related to $\rho(r)$ as\(^{20}\)

$$k_D = \int_\sigma^{\infty} dr \, 4\pi r^2 S(r)\rho(r).$$ \hspace{1cm} (27)

The exact solution of Eq. (26) is known for certain types of $S(r)$ in the case of non-interacting reactants with $U(r) = 0$ and $h(r) = 1$, and for $S(r) \propto r^{-6}$ in the case when $U(r) = r_C/r$ and $h(r) = 1.\(^{21}\)$ Zharikov and Shokhirev derived very narrow upper and lower bounds to $k_D$ in the case when $h(r) = 1.\(^{22}\)$ For the general case involving arbitrary $U(r)$, $h(r)$, and $S(r)$, one may carry out a usual perturbative analysis which can provide a solution that is accurate in either small or large reactivity limit.\(^{11}\) We now illustrate the utility of the new solution method of Fredholm integral equations in obtaining a solution which becomes exact in the two opposite limits of small and large reactivity and also performs well in the intermediate regime.\(^{6}\)
We will consider the general case in which the reaction sink function contains the contact reaction term as well as the long-range reaction term

$$S(r) = \kappa \frac{\delta(r - \sigma)}{4\pi \sigma^2} + S_L(r).$$  \hspace{1cm} (28)

By introducing the generalized Flannery’s transformation given by Eq. (10) with the relation, \( \tilde{\rho}(\tilde{r}) = e^{U(r)} \rho(r) \), it can be shown that \( \tilde{\rho}(\tilde{r}) \) satisfies the following integral equation, \(^6\)

$$\tilde{\rho}(\tilde{r}) = \left(1 - \frac{\nu_\sigma \tilde{\sigma}}{\tilde{r}}\right) - \int_\sigma^{\infty} d\tilde{r}_0 \left(\frac{\tilde{r}_0}{\max(\tilde{r}, \tilde{r}_0)} - \frac{\nu_\sigma \tilde{\sigma}}{\tilde{r}}\right) \tilde{r}_0 S_L(\tilde{r}_0) \frac{D \varphi(\tilde{r}_0)}{\tilde{r}_0 \tilde{r} \tilde{\rho}(\tilde{r}_0) \tilde{\rho}(\tilde{r})},$$

(29)

where \( \tilde{r}_0, \tilde{\sigma}, \) and \( \varphi(\tilde{r}_0) \) are those defined in Section 3, and \( \nu_\sigma \) is defined as

$$\nu_\sigma \equiv \frac{\kappa e^{-U(\sigma)}}{4\pi D \tilde{\sigma} + \kappa e^{-U(\sigma)}}.$$  \hspace{1cm} (30)

The solution method described in Section 2 gives

$$\tilde{\rho}(\tilde{r}) \cong \left(1 - \frac{\nu_\sigma \tilde{\sigma}}{\tilde{r}}\right) \times \left[1 + \int_\sigma^{\infty} d\tilde{r}_0 \left(\frac{\tilde{r}_0}{\max(\tilde{r}, \tilde{r}_0)} - \frac{\nu_\sigma \tilde{\sigma}}{\tilde{r}}\right) \tilde{r}_0 S_L(\tilde{r}_0) \frac{D \varphi(\tilde{r}_0)}{\tilde{r}_0 \tilde{r} \tilde{\rho}(\tilde{r}_0) \tilde{\rho}(\tilde{r})}\right]^{-1},$$  \hspace{1cm} (31)

where \( \tilde{\rho}_a(\tilde{r}) \) is an approximate form of \( \tilde{\rho}(\tilde{r}) \).

In the small reactivity limit with small \( S_L(\tilde{r}_0) \) and large \( D \), we may take the following expression for \( \tilde{\rho}_a(\tilde{r}) \)

$$\tilde{\rho}_a(\tilde{r}) = 1 - \nu_\sigma \tilde{\sigma}/\tilde{r}.$$  \hspace{1cm} (32)

By substituting Eq. (32) into Eq. (31), we obtain

$$\tilde{\rho}(\tilde{r}) \cong \tilde{\rho}_1(\tilde{r}) = \left(1 - \frac{\nu_\sigma \tilde{\sigma}}{\tilde{r}}\right) \left\{1 + \frac{1}{D} \left[\int_\sigma^{\tilde{r}} d\tilde{r}_0 \frac{(\tilde{r}_0 - \nu_\sigma \tilde{\sigma})^2 S_L(\tilde{r}_0)}{(\tilde{r} - \nu_\sigma \tilde{\sigma}) \varphi(\tilde{r}_0)} \right]^{-1}\right. \left. + \int_\tilde{r}^{\infty} d\tilde{r}_0 \frac{(\tilde{r}_0 - \nu_\sigma \tilde{\sigma}) S_L(\tilde{r}_0)}{\varphi(\tilde{r}_0)} \right\}^{-1}. \hspace{1cm} (33)
From Eqs. (27), (28), and (33), we have

\[ k_D \approx \kappa e^{-U(\sigma)} \tilde{\rho}_1(\tilde{\sigma}) + \int_{\tilde{\sigma}}^{\infty} d\tilde{r} 4\pi \tilde{r}^2 \varphi(\tilde{r})^{-1} S_L(\tilde{r}) \tilde{\rho}_1(\tilde{r}). \]  

(34)

To get a solution that is applicable to the case of large reactivity [with large \( S_L(\tilde{r}) \) and small \( D \)], we first note that the asymptotic form of \( \tilde{\rho}(\tilde{r}) \) at large distance is given by \( \tilde{\rho}(\tilde{r}) = 1 - k_D/(4\pi D \tilde{r}) \), because the steady-state inward flux is equal to \( k_D \). We thus assume an expression for \( \tilde{\rho}(\tilde{r}) \) given as

\[ \tilde{\rho}(\tilde{r}) = \left( 1 - \frac{\nu(0) \tilde{\sigma}}{\tilde{r}} \right) \exp \left[ - \int_{\tilde{r}}^{\infty} d\tilde{r} \chi(\tilde{r}) \right]. \]  

(35)

It can be shown that in the limit of large reactivity \( \chi(\tilde{r}) \) is approximately given by \( \chi(\tilde{r}) \approx [S_L(\tilde{r})/D\varphi(\tilde{r})]^{1/2} \). We thus take the following expression for \( \tilde{\rho}_a(\tilde{r}) \) to calculate the ratio in Eq. (31)

\[ \tilde{\rho}_a(\tilde{r}) = \tilde{\rho}_a(0)(\tilde{r}) = \left( 1 - \frac{\nu(0) \tilde{\sigma}}{\tilde{r}} \right) \exp \left[ - \int_{\tilde{r}}^{\infty} d\tilde{r} \left( S_L(\tilde{r}_1) / D\varphi(\tilde{r}_1) \right)^{1/2} \right]. \]  

(36)

where \( \nu(0) \) is an approximation to the unknown constant \( \nu \) given by

\[ \nu(0) = \frac{k_{eq}}{k_{eq} + 4\pi \tilde{\sigma} D}; \quad k_{eq} = \int_{\sigma}^{\infty} dr 4\pi r^2 S(r)e^{-U(r)}. \]  

(37)

With Eq. (36), Eqs. (27), (28), and (31) give

\[ k_D \approx \kappa e^{-U(\sigma)} \tilde{\rho}_2(\tilde{\sigma}) + \int_{\tilde{\sigma}}^{\infty} d\tilde{r} 4\pi \tilde{r}^2 \varphi(\tilde{r})^{-1} S_L(\tilde{r}) \tilde{\rho}_2(\tilde{r}), \]  

(38)

\[ \tilde{\rho}_2(\tilde{r}) = \frac{1 - \frac{\nu(0) \tilde{\sigma}}{\tilde{r}}}{1 + \int_{\tilde{r}}^{\infty} d\tilde{r}_0 \left( \frac{\tilde{r}_0}{\max(\tilde{r}, \tilde{r}_0)} - \frac{\nu(0) \tilde{\sigma}}{\tilde{r}} \right) \frac{S_L(\tilde{r}_0) \tilde{\rho}_a(\tilde{r}_0)}{D\varphi(\tilde{r}_0) \tilde{\rho}_a(\tilde{r}_0)}}. \]  

(39)
We have evaluated the accuracy of the approximate rate constant expressions in Eqs. (34) and (38) against the exact results. The necessary numerical integrations can be carried out by noting that

\[
\int_{\tilde{\sigma}}^{\infty} \tilde{r} \, d\tilde{r} \, \cdots = 4\pi \tilde{r}^2 (\cdots), \\
\int_{\sigma}^{\infty} 4\pi \tilde{r}^2 \, \cdots = \int_{\sigma}^{\infty} 4\pi \tilde{r}^2 \, \varphi(r) e^{-U(r)} (\cdots).
\]

We also compared the results with those obtained from the Wilemski–Fixman (WF) rate theory and the upper and lower bound expressions given by Zharikov and Shokhirev (ZS). The distance-dependent reactivity of electron transfer reactions is often described by an exponential sink function,

\[ S(r) = \kappa e^{-2\beta r}. \]

When \( U(r) = 0 \) and \( h(r) = 1 \), the exact expression for \( k_D \) is given by

\[
\frac{k_D}{4\pi D\sigma} = (\beta \sigma)^{-1} \left[ \frac{K_0(x) - \beta \sigma x K_1(x)}{I_0(x) + \beta \sigma x I_1(x)} + \gamma - \ln 2 \mu \right],
\]

where \( I_\nu(x) \) and \( K_\nu(x) \) are the \( \nu \)th-order modified Bessel functions of the first and the second kind, respectively. \( x = \mu^{-1} e^{-3\beta \sigma}, \mu = (D\beta^2/\kappa_e)^{1/2}, \) and \( \gamma (= 0.5772 \ldots) \) is the Euler’s constant.

Figure 2 displays the results of the present, WF, and ZS theories compared to the exact result. The abscissa \( \lambda \) is a dimensionless reactivity parameter defined by \( \lambda = k_{eq}t_L/\sigma^3 \) with \( k_{eq} = \kappa_e \pi \beta^{-3} e^{-2\beta \sigma} (2\beta^2 \sigma^2 + 2\beta \sigma + 1) \) and \( t_L = \sigma^2/D; k_{eq} \) is the equilibrium rate constant defined by Eq. (37). For the electron transfer case, the value of \( \lambda \) may range up to 100. We set the value of \( \beta \sigma \) to 0.1. It can be seen that both Eqs. (34) and (38) of the present theory, as well as the WF theory, give very accurate results for the whole range of \( \lambda \) considered; indeed, the resulting three curves are hardly distinguishable. The ZS theory also provides quite narrow upper and lower bounds to \( k_D \); see the curves designated as ZS1 and ZS2, respectively.

When the energy transfer occurs via dipole-dipole interaction, the orientation-averaged reactivity is usually modeled by a sink function given by \( S(r) = \kappa_F(r_F/r)^6 \equiv \alpha r^{-6}. \) Here \( \kappa_F \) is the natural decay rate of an excited donor molecule in the absence of acceptor molecules.
Fig. 2. The steady-state rate constant $k_D$ of diffusion-influenced electron transfer reaction as a function of the dimensionless reaction strength parameter $\lambda$. (Reproduced from Ref. 6 with the permission of AIP Publishing.)

and $r_F$ is the Förster radius at which $\kappa_F$ and the rate of energy transfer are of equal magnitude. For the purpose of present calculations, we need not specify separate values of $\kappa_F$ and $r_F$, and will denote $\kappa_F r_F^6$ as $\alpha$. In the interaction free case with $U(r) = 0$ and $h(r) = 1$ for $r \geq \sigma$, the exact expression for $k_D$ is given by

$$k_D = \frac{2(3\lambda^3\lambda^{1/4}) I_{3/4}(u_0)}{[\Gamma(1/4)]^2 I_{-3/4}(u_0)}.$$  (42)

Here $\Gamma(x)$ is the gamma function, $\lambda = k_{eq} L / \sigma^3$ with $k_{eq} = 4\pi \alpha / (3\sigma^3)$, and $u_0 = [3\lambda / (16\pi)]^{1/2}$. Figure 3 displays the results of the present, WF, and ZS theories compared to the exact result. For the Förster energy transfer, the value of $\lambda$ may range over $10^4$. Again, our general rate expression given by Eq. (38) provides
Fig. 3. The steady-state rate constant $k_D$ of the diffusion-influenced Förster energy transfer as a function of the dimensionless reaction strength parameter $\lambda$. (Reproduced from Ref. 6 with the permission of AIP Publishing.)

excellent results for the whole range of $\lambda$, and the ZS theory provides very narrow lower and upper bounds. Both Eq. (34) and the WF theory give reliable results only for very small $\lambda$, but still the former is a little better than the latter. The performance of the solution given by Eq. (38) is remarkable. Equation (38) is based on the approximate $\tilde{\rho}_a(\tilde{r})$ in Eq. (36) that is valid only in the large $\lambda$ limit. However, $\tilde{\rho}_a(\tilde{r})$ enters as a ratio in the formal solution in Eq. (31), which has the form that becomes exact in the $\lambda \to 0$ limit. This makes the approximate solution in Eq. (38) applicable over the whole range of $\lambda$.

5. Conclusion

We have presented a new solution method for the Fredholm integral equation of the second kind and showed its utility in dealing with the
reaction kinetic problems occurring in viscous media. As described in Section 3, the new method provided an accurate expression of the propagator for diffusive dynamics of a pair of particles interacting via an arbitrary central potential and hydrodynamic interaction. In Section 4, we derived a general expression for the steady-state rate constant of diffusion-influenced reactions involving long-range reactivity and arbitrary interactions between reactants. The rate expression becomes exact in the two opposite limits of small and large reactivity, and also performs very well in the intermediate regime. In addition to the problems described in Sections 3 and 4, we applied the method in investigating the many-particle effects on the rates of diffusion-influenced reactions and calculating the separation probability of geminate charge pairs in the presence of an external electric field. We believe that the new procedure for solving the integral equations can be applied to diverse problems; it may provide a convergent solution even in the case where the direct iterative solution method leads to a divergent perturbation series. Finally, it is worthy of mentioning that a similar procedure has been used in deriving the resummed Brillouin–Wigner perturbation theory for quantum mechanical problems.
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Understanding the recombination kinetics of geminate pairs of oppositely charged particles is important for the construction of efficient solar cells and detectors of ionizing radiation. This chapter presents both the classical theory of geminate charge recombination, formulated by Onsager, and its extensions which make it more applicable to real systems. Special attention is given to the recent theoretical results on geminate electron–hole recombination in the presence of a donor–acceptor heterojunction, which are particularly useful for applications in photovoltaics.

1. Introduction

The physical problem which we deal with in this chapter is, at least at first glance, quite straightforward. We consider a pair of oppositely charged particles, initially separated by distance $r_0$, in a condensed medium (see Fig. 1). We assume that these particles perform a random motion affected by their mutual Coulomb interaction and have a chance to react to form a neutral product when they approach
Fig. 1. Illustration of the problem of geminate charge recombination.

each other to a close distance. We ask the following questions: how the survival probability of this pair depends on time and, in consequence, what is the ultimate probability that these particles avoid mutual reaction and separate to become free charge carriers.

The significance of this theoretical problem is related to its practical applications. First of all, this problem is crucial for our understanding of the operation of various types of solar cells. A quantum of light absorbed in a solar cell usually produces an electronic excitation, which soon dissociates into a pair of charged particles — an electron and a hole. For the efficient operation of a solar cell, it is required that these particles have a high chance to get separated rather than react with each other or, in other words, recombine. Because the considered electron and hole originate from the same dissociation, we call them a geminate electron–hole pair, and their reaction is called geminate recombination.

A similar situation appears in systems exposed to ionizing radiation, for example in the elementary particle detectors. In a collision with an ionizing particle, an electron is ejected from an atom (or a molecule) of the irradiated medium. This electron quickly dissipates its initially high kinetic energy and gets thermalized at some distance \( r_0 \) from its parent cation. Thus a geminate electron–ion pair is created, which subsequently may either recombine (often emitting luminescence) or escape from the mutual attraction. An electric current formed by the escaped charges carries a signal of the original ionization, which can be measured in the radiation detectors.

It is not clear why the theory of geminate charge recombination, despite its practical importance, is rarely discussed in the chemical kinetics textbooks. As you will see, this theory not only has its elegant
classical works but is still a field of active research with interesting problems waiting to be solved.

Because of the space limitations of this chapter, we consider here only the theories in which the Coulomb interaction between the geminate particles is explicitly taken into account. However, a reader should be aware that a vast field of important theoretical research exists which is devoted to geminate reactions between uncharged particles or those whose long-range interaction is neglected. We will also not discuss here the non-geminate, bulk recombination processes which involve spatial distributions of positively and negatively charged particles and are usually covered by the physical chemistry textbooks as diffusion-controlled reactions between ions.

2. The Onsager Theory

The problem of geminate charge recombination can be treated by considering the probability density $w(r, t)$ that the electron–hole pair is separated by distance $r$ at time $t$. If the random motion of both particles is an ideal diffusion, then the time evolution of $w(r, t)$ may be described by the Smoluchowski equation

$$\frac{\partial w(r, t)}{\partial t} = D \left[ \nabla^2 w(r, t) + \frac{1}{k_BT} \nabla w(r, t) \nabla V(r) \right].$$

Here, $D$ is the sum of diffusion coefficients of the electron and the hole, $k_B$ is the Boltzmann constant, and $T$ is temperature. The second term in the square brackets is due to the drift of both particles in the mutual interaction potential $V(r)$. Without this term, Eq. (1) has the form of the classical diffusion equation.

For the pair of particles initially separated by $r_0$, the initial condition is

$$w(r, 0) = \frac{1}{4\pi r_0^2} \delta(r - r_0),$$

and the boundary conditions are given by

$$w(0, t) = 0,$$

$$w(\infty, t) = 0.$$
While the probability density $w(r,t)$ contains the complete information about the fate of the electron–hole pair, it is more relevant from the point of view of chemical kinetics to concentrate on the time-dependent pair survival probability $W(t)$, which is related to $w(r,t)$ by

$$W(t) = \int w(r,t) \, dr.$$  

(4)

Interestingly, $W(t)$ satisfies the differential equation adjoint to Eq. (1), namely\(^1\),\(^2\)

$$\frac{\partial W}{\partial t} = D \left( \nabla_{r_0}^2 W - \frac{1}{k_B T} \nabla_{r_0} W \nabla_{r_0} V \right).$$  

(5)

Note that the space derivatives are here calculated with respect to the initial separation $r_0$ (as indicated by the subscripts).

By solving Eq. (5), one can directly determine the kinetics of the recombination process and thus bypass the much more complicated calculations that involve the probability density $w(r,t)$. This possibility was first noted by Lars Onsager,\(^1\) but with a very brief explanation. However, the derivation of Eq. (5) turns out to be not so simple. We refer the reader to other sources\(^2\),\(^3\) where this issue is described in more detail.

The long-time limit of $W(t)$,

$$\varphi = \lim_{t \to \infty} W(t),$$  

(6)

gives us the probability that the electron–hole pair ultimately avoids the mutual reaction. $\varphi$ is often called the escape probability and has great practical significance, as discussed earlier. The escape probability can be directly determined by solving the following differential equation:

$$\nabla_{r_0}^2 \varphi - \frac{1}{k_B T} \nabla_{r_0} \varphi \nabla_{r_0} V = 0,$$

(7)

which is readily derived from Eq. (5) by considering $t \to \infty$. The appropriate boundary conditions are

$$\varphi(r_0 = 0) = 0,$$

(8a)

$$\varphi(r_0 \to \infty) = 1.$$  

(8b)
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Onsager\(^1\) solved Eq. (7) for the case where the geminate particles not only interact Coulombically but are also under the influence of an external electric field \(F\). This is an important situation because many experiments on charge recombination are performed in an applied field. The interaction potential is then given by

\[
V (r, \vartheta) = -\frac{e^2}{4\pi \varepsilon_0 r} - eFr \cos \vartheta,
\]

where \(e\) is the elementary charge, \(\varepsilon_0\) is the vacuum permittivity, \(\varepsilon\) is the dielectric constant, and \(\vartheta\) is the angle that describes the orientation of a charge pair with respect to the external field.

Onsager’s result is given by

\[
\varphi (r_0, \vartheta, F) = \exp \left[ -\beta r (1 + \cos \vartheta) \right] \\
\times \int_{r_c/r}^{\infty} J_0 \left[ 2 \left[ -\beta r (1 + \cos \vartheta) s \right]^{1/2} \right] e^{-s} ds,
\]

where \(\beta = eF/2k_BT\) and \(J_0\) is a zeroth-order Bessel function of the first kind. \(r_c\) is defined as

\[
r_c = \frac{e^2}{4\pi \varepsilon_0 \varepsilon k_B T}
\]

and represents the distance at which the energy of Coulomb attraction is balanced by the thermal energy \(k_BT\) (\(r_c\) is often called the Onsager radius).

Because the initial orientation of the geminate pair is usually unknown, Eq. (10) is not very useful for practical applications. Instead, it is often more convenient to consider the angle-averaged escape probability, which can be calculated as\(^4\)

\[
\varphi (r_0, F) = \exp (-a - c) \frac{1}{c} \sum_{l=1}^{\infty} \left( \frac{c}{a} \right)^{l/2} I_l \left( 2\sqrt{ac} \right),
\]

where \(a = r_c/r_0\), \(c = eF r_0/k_B T\), and \(I_l\) are the modified Bessel functions. Different expressions of \(\varphi (r_0, F)\) are also available in the literature.\(^5,6\)
In the absence of an external field, the escape probability of a geminate charge pair reduces to the simple and celebrated Onsager formula

$$\varphi(r_0) = \exp\left(\frac{-r_e}{r_0}\right). \quad (13)$$

In comparison with the calculations of the escape probability, it is much more complicated to determine the time dependence of the pair survival probability $W(t)$ or, in other words, the recombination kinetics. While the formal analytical solution of $W(t)$ has been obtained by Hong and Noolandi,\textsuperscript{7} their treatment is so complicated that numerical solutions of Eq. (5) seem to be more convenient for some applications. A useful analytical result can only be obtained for the asymptotic behavior of $W(t)$ at long times, which takes the form

$$W(t)_{t \to \infty} = \exp\left(\frac{-r_e}{r_0}\right) \left(1 + \frac{r_e}{\sqrt{\pi Dt}}\right). \quad (14)$$

The theoretical framework described in this section and the analytical results presented above form the classical theory of geminate charge recombination, also known as the Onsager theory. While this theory is quite elegant and mathematically strict, it has serious limitations which become apparent when the Onsager theory is applied to interpret the experimental data. The source of these limitations is the very simplified picture of real physico-chemical processes that the equations of the Onsager theory provide. For example, the boundary conditions (3a) or (8a) imply that the chemical reaction which occurs when the electron and hole approach each other is infinitely fast. This is not a realistic assumption for many systems. Moreover, the motion of electrons and holes in various media cannot be represented as an ideal diffusion. Finally, many photophysical systems of practical importance are not homogeneous or not isotropic. A lot of research has been done over the last decades to improve or extend the Onsager theory. In the remaining part of this chapter, we will try to present a bird’s eye view of those works which address important and interesting issues related to the Onsager theory and, more generally, to the kinetics of the geminate charge recombination process.
3. Finite Rate of the Contact Reaction

From the experiments on charge carrier photogeneration in photoconductive organic glasses, it was found that the escape probability of geminate electron–hole pairs is often \( \sim 10^{-2} \). The dielectric constant in these non-polar systems is \( \varepsilon = 3 - 4 \), so the Onsager radius (see Eq. (11)) at room temperature is \( r_c = 14 - 19 \) nm. Using the Onsager formula, Eq. (13), one can estimate the initial distance between the electron and hole in this case as \( r_0 = 3 - 4 \) nm. It is rather difficult to rationalize such a large value of \( r_0 \) in a photoconductive organic system. Most probably, the photoseparated electron and hole initially reside on neighboring molecules of the medium, so the distance between them is only \( \sim 1 \) nm. On the other hand, when we take \( r_0 = 1 \) nm and calculate the escape probability using Eq. (13), we obtain \( \varphi \sim 10^{-7} \) in contrast to the experimental observations.

This problem with the Onsager theory is a consequence of its unphysical assumption of the inner boundary condition given by Eq. (3a) or, equivalently, Eq. (8a). It is clear that, first, the geminate electron and hole cannot approach each other to the distance equal to zero and, second, their contact reaction is never infinitely fast so the probability density \( w(r, t) \) should not vanish at their contact distance. While the rate constant of the contact electron–hole reaction can be measured as \( k_r \sim 10^8 \) 1/s and the intermolecular separation of \( R \sim 1 \) nm can be taken as the contact distance, building this information into the Onsager theory turns out to be not so straightforward. Using the formalism presented in Section 2, based on the continuous probability density \( w(r, t) \), one cannot conveniently describe the first-order electron–hole reaction which takes place only at a given distance \( R \). Instead, one can assume that this reaction takes place over a range of distances and is characterized by a distance-dependent rate constant \( k(r) \). Then, in order to include the electron–hole reaction, Eq. (1) can be modified in the following way:

\[
\frac{\partial w(r, t)}{\partial t} = D \left[ \nabla^2 w(r, t) + \frac{1}{k_B T} \nabla w(r, t) \nabla V(r) \right] - k(r) w(r, t).
\]

(15)
Because the reaction is now represented by a sink term \(-k(r)w(r,t)\), the boundary condition (3a) needs to be replaced by the reflective boundary condition

\[
\left. \frac{\partial w(r,t)}{\partial r} \right|_{r=R} = 0. \tag{16}
\]

Although the model of electron–hole recombination given by Eq. (15) is in principle quite realistic, it does not allow us to obtain useful analytical expressions of the escape probability and practically can only be used in numerical calculations.\(^9\) It is also a disadvantage that the real form of the distance dependence \(k(r)\) is unknown and can only be approximated.

A much more convenient method of including the finite intrinsic reactivity of the electron–hole pair in the Onsager theory is by using the so-called radiation boundary condition, in analogy with the Collins–Kimball theory of diffusion controlled reactions between ions.\(^10\) This boundary condition has the form

\[
D \left[ \frac{\partial w(r,t)}{\partial r} + \frac{w(r,t) \partial V(r)}{k_BT \partial r} \right]_{r=R} = pw(R,t), \tag{17}
\]

where the left-hand side represents the reactive flux through the surface \(r = R\) and \(p\) is the reactivity parameter which has the dimension of velocity. Instead of using this parameter, some authors prefer to describe the intrinsic electron–hole reactivity by a second-order rate constant \(k_r^{(II)}\) which is related to \(p\) by

\[
k_r^{(II)} = 4\pi R^2 p. \tag{18}
\]

Although the quantity \(k_r^{(II)}\) can be regarded as more intuitive than parameter \(p\), a careful reader should note that the use of a second-order rate constant to describe a reaction between two stationary particles (it is assumed here that the electron and hole are in contact at \(r = R\)) is not mathematically strict.

The advantage of introducing the radiation boundary condition (17) into the Onsager theory is that this approach yields a simple
expression of the escape probability\(^2\)

\[
\varphi(r_0) = \frac{\exp(-r_c/r_0) - (1 - Dr_c/pR^2) \exp(-r_c/R)}{1 - (1 - Dr_c/pR^2) \exp(-r_c/R)}. \tag{19}
\]

One can see that at \(R \to 0\) and \(p \to \infty\), this equation correctly reduces to the Onsager formula (Eq. (13)). In the practically important situation where an electron–hole pair is initially separated by \(r_0 = R\), Eq. (19) takes the form

\[
\varphi(R) = \frac{1}{1 + (pR^2/Dr_c)[\exp(r_c/R) - 1]}. \tag{20}
\]

Although Eqs. (19) and (20) are quite convenient, their use is complicated by the fact that the reactivity parameter \(p\) cannot be uniquely related with the first-order recombination rate constant \(k_r\). However, by considering the appropriate reaction volume, an approximate relation between \(p\) and \(k_r\) can be derived in the form\(^{11}\)

\[
p \approx k_r R. \tag{21}
\]

The theoretical model of geminate recombination based on the solutions of the Smoluchowski equation (1) with the boundary condition given by Eq. (17) can also be used to determine the time dependence of the pair survival probability \(W(t)\). Unfortunately, the formal analytical solutions of \(W(t)\) obtained by Noolandi and Hong\(^7\) are too complicated for practical use, similarly as in the case of infinite electron–hole intrinsic reactivity discussed in Section 2.

Also the dependence of the escape probability on the applied electric field, analytically derived using the radiation boundary condition (17) by Noolandi and Hong,\(^12\) is quite complicated. The calculations of \(\varphi(F)\) based on their methodology are presented in an accessible way in Ref. 11. Moreover, the first- and second-order expansions of \(\varphi(F)\) can be expressed by more convenient formulas, as described further below.

In the recombination theories presented so far, we have considered only continuous models of the particle motion. However, the discreteness of real molecular systems suggests that the lattice models of the
medium may become useful in describing the geminate recombination process. Such models were applied by Scher and Rackovsky\textsuperscript{13} in their analytical calculations of the escape probability. They considered the particle motion by nearest-neighbor hopping between the lattice sites, with the transition rates proportional to the Boltzmann factors \( \exp(-\Delta V/k_B T) \), and evaluated for this transport mechanism the lattice Green’s functions. They also assumed a finite rate of the ultimate electron–hole reaction. Unfortunately, their calculations involved various approximations and did not provide useful expressions of the escape probability.

The discrete nature of the medium can be partially incorporated into a theoretical model of geminate recombination using a different, mixed approach.\textsuperscript{14,15} Consider a hole placed at the lattice origin and an electron initially located at one of its nearest-neighbor lattice sites. When we assume that the electron hopping between the lattice sites (except the origin) may be described by a continuous diffusion model, while a hop to the origin results in the first-order reaction with the hole, we can arrive at the following expression of the escape probability\textsuperscript{15}

\[
\varphi(d) = \frac{1}{1 + \left( N_c V_c k_r / 4\pi D r_c \right)[\exp(r_c / d) - 1]},
\]  

(22)

where \( N_c \) denotes the lattice coordination number and \( V_c \) is the primitive cell volume (volume per site). The results obtained using Eq. (22) are in a rather good agreement with the corresponding simulation results calculated for different lattice types,\textsuperscript{15} including the close-packed fcc structure (\( N_c = 12, V_c = d^3 / \sqrt{2} \)) which is quite a good representation of various real systems.

4. The Braun Model — A Controversy

As already explained, the problem of geminate electron–hole recombination concerns a competition between the reaction of the geminate particles and their ultimate separation. The latter effect is a result of a random walk of the particles, during which they move forth and
back visiting many sites. An assumption of the continuous diffusion model for this random walk leads to the construction of the theories described in Sections 2 and 3. Although these theories yield some useful analytical results of the escape probability, the mathematical picture is generally quite complicated, especially if one is interested in the kinetics of recombination or the electric field effect on the escape probability.

Trying to provide a simpler analytical description of geminate recombination, Braun\textsuperscript{16} made use of the model in which separation of the geminate particles is treated as a first-order process and described by a “dissociation” rate constant $k_d$ (see Fig. 2). With $k_r$ being the first-order rate constant of the electron–hole reaction, this approach readily yields

$$
\varphi = \frac{k_d}{k_r + k_d}.
$$

(23)

The rate constant $k_d$ was derived by Braun from the theoretical result of the equilibrium constant that describes the dissociation of ions in a weak electrolyte solution. The expression he proposed has the form

$$
k_d = \frac{3D r_c}{R^3} \exp(-r_c/R).
$$

(24)

Moreover, Braun made use of the Onsager result\textsuperscript{17} which describes the dependence of the considered equilibrium constant on the applied electric field, and proposed the field dependence of $k_d$ in the form

$$
k_d(F) = k_d(0) J_1 [2\sqrt{2} (-b)^{1/2}] / \sqrt{2} (-b)^{1/2}
= k_d(0) \left(1 + b + b^2/3 + \cdots \right),
$$

(25)
where \( b = e r_c F / 2 k_B T \) and \( J_1 \) is the Bessel function of order one. Eqs. (23)–(25) allow us to calculate the electric field dependence of the geminate electron–hole escape probability taking into account the finite rate constant of the electron–hole reaction. As these equations are also not too complicated, they have been very often used to analyze the experimental data on charge carrier photogeneration.\(^a\)

Despite its frequent use, the theoretical approach described above, sometimes referred to as the Braun model, is the matter of controversy.\(^{11}\) As already pointed out, the separation process of geminate particles has the character of a random walk, so it cannot be treated as a simple first-order process. This is reflected, for example, in the kinetics of geminate recombination. The strict theory described in Section 3 predicts for the survival probability \( W(t) \) the following asymptotic form\(^2\)

\[
W(t) \xrightarrow{t \to \infty} \varphi(R) \left[ 1 + \frac{1}{1 - e^{-r_c/R} + \left( D r_c / p R^2 \right) e^{-r_c/R} \left( \pi D t \right)^{1/2}} \right],
\]

which is clearly different from the exponential kinetics that characterizes a competition between two first-order reactions.

The above arguments raise concerns about applicability of the electric field dependence of escape probability given by Eqs. (23)–(25). In fact, as shown in Ref. 11, the dependence \( \varphi(F) \) obtained from these equations has a different shape than that calculated using the analytical results of Noolandi and Hong.\(^{12}\) However, the discrepancy is not large at low values of \( k_r \).

It is also interesting to note that for non-polar systems where \( \exp(r_c/R) \gg 1 \), the first- and second-order field expansions of the escape probability obtained from Eqs. (23)–(25) and from the Noolandi–Hong theory have the same form\(^{15}\)

\[
\varphi(b) = \varphi_0 \left[ 1 + (1 - \varphi_0) b + \frac{1}{3} (1 - \varphi_0) (1 - 3 \varphi_0) b^2 \right],
\]

where \( \varphi_0 = \varphi(0) \).

\(^a\)See the references 8–22 in Ref. 11.
Although the theoretical background of the Braun model is definitely questionable, this fact is not widely understood. The simplicity of the Braun model and its convenient analytical expressions stand behind its frequent applications. Despite the controversy, it seems that the Braun model may be treated as a useful empirical theory, especially when we are not concerned about the recombination kinetics and interested only in the escape probability. Moreover, new analytical results still appear which modify Braun's approach and provide better approximations of the real $\varphi (F)$ dependence than that given by Eqs. (23)–(25).

5. Effects of Non-Ideal Diffusion

In the theories of geminate recombination presented so far, it is generally assumed that the motion of geminate particles can be described as ideal diffusion. However, in many photoconductive materials, the transport of charge carriers deviates from this idealized picture. A major reason for this deviation is the fact that the energy of the hopping sites visited by electrons or holes during the recombination process often has a wide statistical distribution, which reflects an amorphous structure of the medium or other forms of disorder. As a consequence, the hopping times may also have specific distributions, so that the description of the particle motion merely by a diffusion coefficient (or mobility) becomes, at least at short times, rather unrealistic.

The problem of geminate electron–hole recombination in an energetically random system is difficult to treat analytically. In the case where the energy disorder can be described using a Gaussian distribution, the electron–hole escape probability was calculated by simulations using lattice models. Albrecht and Bässler\textsuperscript{20} found that the escape probability is in this case larger than that given by the Onsager formula (Eq. (13)). However, in other simulations,\textsuperscript{21} where the finite rate of the electron–hole reaction was properly taken into account, the opposite effect was observed.

When the energy of hopping sites has an exponential or other long-tailed distribution, the motion of charge carriers may take the
form of subdiffusion, which means that the mean square displacement of a particle depends on time as \( \langle r^2(t) \rangle \sim t^{\alpha} \), where \( \alpha < 1 \). A lot of theoretical research has been done over the last decades to understand the mechanisms of this anomalous charge carrier diffusion. Within this field, interesting results are also available that describe reactions between geminate particles, for example the results obtained using the fractional diffusion formalism and the fractional reaction-diffusion equation.\(^{22}\) Unfortunately, these results are mostly obtained for neutral particles or by neglecting their long-range interactions. An attempt to determine the recombination kinetics for Coulombically interacting particles has also been undertaken\(^{23}\) but the developed methodology, while elegant, is not so convenient for practical applications.

6. Geminate Recombination in Heterojunction Systems

As already pointed out, an important application of the theory of geminate charge recombination is that in explaining the operation of the solar cells. These devices are often constructed as binary systems composed of an electron donor and electron acceptor materials. There are two main advantages of using such two-phase structures. First, energy differences between the corresponding electronic states (or bands) in the donor and acceptor materials lead to very efficient dissociation of electron photoexcitations near the donor–acceptor boundary, and thus to efficient creation of geminate electron–hole pairs. Second, a heterojunction which is formed at this boundary restricts the motion of electrons and holes to the acceptor and donor phases, respectively, which in turn causes a significant increase in the electron–hole escape probability.

While the charge separation processes in the solar cells in the presence of a donor–acceptor heterojunction are qualitatively rather well understood, their quantitative description based on an appropriate analytical theory is much more complicated. If we denote the hole and electron positions by \((x_1, y_1, z_1)\) and \((x_2, y_2, z_2)\), respectively, and
Fig. 3. Illustration of geminate electron–hole recombination in a donor–acceptor heterojunction system.

Assume that a plane heterojunction is located at $x = 0$, so that the donor and acceptor materials are at $x < 0$ and $x > 0$, respectively (see Fig. 3), then the Smoluchowski equation (see Eq. (1)) can be written as

$$
\frac{\partial w}{\partial t} = D_1 \frac{\partial^2 w}{\partial x_1^2} + D_2 \frac{\partial^2 w}{\partial x_2^2} + (D_1 + D_2) \left( \frac{\partial^2 w}{\partial y^2} + \frac{\partial^2 w}{\partial z^2} \right) \\
+ \beta D_1 \frac{\partial}{\partial x_1} \left( \frac{\partial V}{\partial x_1} w \right) + \beta D_2 \frac{\partial}{\partial x_2} \left( \frac{\partial V}{\partial x_2} w \right) \\
+ \beta (D_1 + D_2) \left[ \frac{\partial}{\partial y} \left( \frac{\partial V}{\partial y} w \right) + \frac{\partial}{\partial z} \left( \frac{\partial V}{\partial z} w \right) \right],
$$

(28)

where $w = w(x_1, x_2, y, z, t)$, $y = y_2 - y_1$, $z = z_2 - z_1$, and $\beta = (k_B T)^{-1}$. $D_1$ and $D_2$ denote the diffusion coefficients of the electron and hole, respectively. The initial and boundary conditions can also be appropriately expressed.\(^{24}\) Equation (28) is quite complex, and there is little hope to find its exact analytical solution that describes the geminate-electron hole recombination in a heterojunction system.

It is interesting to note that Eq. (28) can also be looked at as an equation which describes geminate recombination in a 4D homogeneous system with a diffusion anisotropy. Then, $D_1$ and $D_2$ can be interpreted as the diffusion coefficients along $x_1$ and $x_2$ coordinates, respectively, while $D_1 + D_2$ as that along both $y$ and $z$ coordinates. The above observation allows one to predict the asymptotic behavior of the recombination kinetics at long times. Using the theoretical
result of Barzykin and Tachiya,\textsuperscript{25} one can expect in a 4D system the long-time asymptotic dependence of the pair survival probability in the form

\[
W(t) \xrightarrow{t \to \infty} \varphi \left( 1 + Bt^{-1} \right),
\]

where $B$ is a constant. This dependence is clearly different than that determined for homogeneous 3D systems (see Eq. (14)). The validity of Eq. (29) has been confirmed by comparison with the corresponding simulation results obtained for a heterojunction system.\textsuperscript{24}

An attempt to find an approximate analytical solution of Eq. (28) has recently been reported by Lukin.\textsuperscript{26} He used the so-called prescribed diffusion approach, in which the probability density that describes the electron-hole pair is approximated as

\[
w(x_1, x_2, y, z, t) = w_1(x_1, t)w_2(x_2, t)w_{yz}(y, z, t)P(t),
\]

where $P(t)$ is independent of the spatial coordinates and $w_{yz}$ is assumed to satisfy a 2D diffusion equation. Although the obtained analytical results of the escape probability and its dependence on an applied electric field were found to differ from more accurate simulation results, the reported discrepancy is not very large.

In view of the complications in the analytical treatment, geminate electron-hole recombination in heterojunction systems was extensively studied by computer simulations.\textsuperscript{15,21,27,28} By analyzing a large set of the simulation results, a semi-empirical equation was proposed which describes the escape probability as\textsuperscript{15}

\[
\varphi = \left[ 1 + \frac{k_r R_p^4}{A D r_c} \exp \left( \frac{r_c}{R} \right) \right]^{-1},
\]

where $A$ is a parameter. For the case of a plane heterojunction, this parameter is approximately expressed as $A \approx 90/\varepsilon$, where $\varepsilon$ denotes the dielectric constant. Equation (31) was also found to be valid for homogeneous systems (without a heterojunction). In this case, $A$ is independent of $\varepsilon$ and can usually be taken as $A \approx 1.5$.\textsuperscript{15}

It is important to note that in heterojunction systems, the kinetics of geminate recombination depends not only on the sum of the
diffusion coefficients of electron and hole, $D = D_1 + D_2$, but also on their relative values. These diffusion coefficients, which are related to the electron and hole mobilities, are usually different in the donor and acceptor materials. Finding their optimum combination is crucial in the design of efficient solar cells. Recently, a controversy appeared in the literature after it was reported that a mismatch between the electron and hole mobilities in heterojunction systems may increase the charge carrier separation probability. This conclusion was later shown to be not true and result from a wrong interpretation of the simulation data. As finally demonstrated, the escape probability is the highest in the case of equal electron and hole mobilities. A mobility mismatch decreases the charge separation probability, although this effect is not strong unless the electron and hole mobilities differ by more than an order of magnitude.

The theoretical results presented in this section are directly applicable to real systems when the shape of the heterojunction can be well approximated by a plane. Although this assumption is fulfilled for some types of photovoltaic devices (for example, the bi-layer organic solar cells), there are also other cell architectures where the heterojunction has a more complicated structure. An important example is the bulk heterojunction solar cell, where the donor and acceptor materials are mixed and form an interpenetrating network (see Fig. 4). While the geminate electron–hole recombination in bulk heterojunction cells was studied by simulations, no analytical theory

Fig. 4. Illustration of the structure of a bulk heterojunction solar cell, where the donor (dark shaded) and acceptor materials form an interpenetrating network.
is available that describes the effect of the cell architecture on the charge separation probability.

References

Chapter 7

Anomalous Kinetics of Catalytic Conversion Reactions in Linear Nanopores Mediated by Inhibited Transport: Multiscale Modeling

Andrés Garcia∗†, Chi-Jen Wang∗, David M. Ackerman∗, Mark S. Gordon∗†, Igor I. Slowing∗†, and James W. Evans∗†∥

∗Ames Laboratory — USDOE, Iowa State University, Ames, Iowa 50011, USA
†Department of Physics & Astronomy, Iowa State University, Ames, Iowa 50011, USA
‡Department of Chemistry, Iowa State University, Ames, Iowa 50011, USA
§Department of Mathematics, Iowa State University, Ames, Iowa 50011, USA
¶Department of Mathematics, National Chung Cheng University, Chiayi 62102, Taiwan
∥evans@ameslab.gov

The yield of irreversible conversion reactions, $A \rightarrow B$, can be enhanced through the use of catalytically active nanoporous materials due to the high surface area of exposed catalytic sites. Reactants, $A$, enter the pore openings and diffuse through a solvent within the pore to catalytic sites where they convert to product, $B$. However, a restricted propensity, $P$, for passing of $A$ and $B$ (in the extreme case, single-file diffusion, SFD) inhibits removal of product from the pores, greatly reducing yield. Multiscale modeling of this process utilizes Langevin simulation (with implicit treatment of solvent) to assess $P$ versus pore diameter; then $P$ provides input to coarse-grained (CG) spatially discrete stochastic modeling. For
the latter, the pore is divided into a linear array of cells. A adsorbs, and both A and B desorb from the end cells. Diffusion involves hopping of A and B to adjacent empty cells, and also exchange with probability $P_{ex}$ (related to $P$) of A and B in adjacent cells. Yield strongly decreases as $P$ or $P_{ex} \to 0$ (SFD). Behavior is not described by mean-field kinetics due to the development of strong spatial correlations reflecting the interplay between SFD and reaction. However, behavior is captured by a suitable generalized hydrodynamic formalism.

1. Introduction

Catalytic reaction-diffusion processes wherein reactants are irreversibly introduced and products are irreversibly removed from a catalytic system generally operate in non-equilibrium steady states, although more complex oscillatory behavior sometimes occurs.\(^1,2\) Examples of different catalytic systems where such considerations apply are: (i) arrays of 1D linear nanopores in zeolites\(^3\) or catalytically functionalized mesoporous silica nanoparticles (MSN)\(^4\); and (ii) 2D low-index surfaces of crystalline catalytic metals or oxides.\(^5\)

Two general scenarios apply. First, if the catalytic system is “well-stirred”, then the spatial distribution of reactant and product species is equilibrated with concentrations controlled by addition (adsorption) and removal (reaction, desorption) kinetics. This situation applies for traditional ultra-high vacuum studies of catalytic surface reactions under low-pressure conditions where adsorbed species are highly mobile.\(^6,7\) If interactions between mobile species are neglected, which implies that they are randomly distributed, then behavior can be described by mean-field kinetics (although interactions are typically significant and accurate treatment must account for equilibrium spatial correlations\(^6\)).

The second scenario is where the system is not well-stirred due to transport limitations. One such example is provided by 1D nanoporous systems with inhibited passing of reactants and product species (and in the extreme case SFD) in narrow nanopores.\(^7–9\) Another example is provided by 2D surface reactions under high-pressure conditions, which result in crowding of adsorbed
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reactant and product species on the surface at near-jamming cover-
ages. In these cases, spatial correlations between reactant and prod-
uct species, which impact reaction kinetics, result from the interplay
between adsorption, desorption, reaction, and limited transport.
Clearly mean-field kinetics will not apply, and in fact there is no
general formulation to reliably describe these correlations. Nonethe-
less, recently there have been advances, e.g., in analysis of realistic
models for high-pressure CO-oxidation.$^{10-12}$

In this chapter, however, we analyze irreversible catalytic con-
version reactions, $A \rightarrow B$, occurring in arrays of 1D narrow linear
nanopores of zeolites or MSN. Our modeling is geared to solution-
phase reactions although we note many reactions studies in zeolites
involve the gas phase. See Fig. 1(a) illustrating neopentane con-
version to isobutene in a zeolite$^{13}$ and Fig. 1(b) illustrating PNB
conversion to an aldol product in amine-functionalized MSN.$^{14}$ In
both cases, SFD can apply. Ideally, many-particle molecular dynam-
ics (MD) with explicit treatment of all species (including the solvent)
could provide the most complete description of the system, although
many-particle Langevin simulation with implicit treatment of solvent
might provide a reasonable alternative. However, neither approach
could efficiently access the relevant time- and length-scales. Thus,
instead, CG spatially discrete stochastic modeling has traditionally

Fig. 1. Schematic of: (a) neopentane conversion to isobutene in a zeolites,
(b) p-nitrobenzaldehyde (PNB) conversion to an aldol product in amine-
functionalized MSN.
been applied to analyze the overall reaction–diffusion process in these systems \(^7\)–\(^9\),\(^15\)–\(^18\) (see Fig. 2). Here, the pore is divided into a linear array of cells, the width of which corresponds to the typical linear dimension of the reactant, \(A\), and product, \(B\), species of \(\sim 1\) nm. \(A\) adsorbs, and both \(A\) and \(B\) desorb from the end cells. Diffusion involves hopping of \(A\) and \(B\) to adjacent empty cells, and also exchange with suitably defined probability \(P_{\text{ex}}\) of \(A\) and \(B\) in adjacent cells. Irreversible conversion \(A \rightarrow B\) occurs in catalytically active cells.

This presentation adopts a multiscale modeling strategy wherein first we implement targeted two-particle Langevin simulations to assess the passing propensity of reactant and product species, \(P\), as a function of pore diameter. \(P\) provides input to CG stochastic modeling of the type described above, specifically determining the exchange probability, \(P_{\text{ex}}\). As indicated above, mean-field reaction-diffusion equations fail to describe model behavior for small \(P\) (or \(P_{\text{ex}}\)) due to the development of strong spatial correlations determined by the interplay of reaction and near-SFD transport. Kinetic Monte Carlo simulations can provide a precise characterization of behavior. However, for deeper insight, and also for more efficient model analysis, we will show that a generalized hydrodynamic formulation proves effective.
In Section 2, we describe Langevin and equivalent Fokker–Planck analysis of molecular passing propensity in narrow pores. In Section 3, the CG stochastic model is described in detail, and Kinetic Monte Carlo results for model behavior are presented. Section 4 develops exact hierarchical master equations for the CG model, elucidates the failure of mean-field-type truncation approximations, and provides an alternative and effective generalized hydrodynamic analysis. Conclusions are presented in Section 5.

2. Passing Propensity for Reactants and Products in Pores

The passing propensity, $P$, is a key parameter controlling reaction yield. Ideally, high-fidelity MD studies with explicit molecular-level description of the pore, the solvent, as well as a reactant ($A$) and product ($B$) pair, could be used to assess $P$ versus pore diameter. However, no such studies exist to date, although recent developments in fragmentation methods open this possibility even for the complex MSN systems.$^{19}$ Here, however, we will consider only simpler analysis based on strongly damped Langevin (i.e., Brownian) dynamics of $A$ and $B$ through an implicit solvent considering only steric (non-overlap) interactions between $A$ and $B$ and the pore wall (treated by a simple cylindrical geometry). Other formulations may be appropriate in different experimental regimes.

One basic issue is the appropriate definition of $P$ which should be crafted from the perspective that this parameter is to be passed to the CG modeling. In the simplest case, suppose that $A$ and $B$ have similar characteristic linear size, $L_c$, which will also correspond to the cell width in the CG modeling. Let $z$ denote the coordinate along the pore axis. Then, to match exchange processes in the CG modeling, it is natural to start with the centers of the reactant and product species, $A$ and $B$, separated by a distance, $\delta z = +L_c$ in the direction of the pore axis, with $A$ ($B$) on the left (right), say. Then, one runs Brownian dynamics until $\delta z$ reaches for the first time either $\delta z = -L_c$ (passing, with now $B$ on the left of $A$) or $\delta z = +2L_c$
(separation without passing with A still on the left of B). Then, \( P \) is simply defined as the fraction of passing outcomes after running many trials.

For a CG model with rates \( h_A \) (\( h_B \) of hopping to adjacent empty cells for \( A \) (\( B \)), we will naturally define the rate of exchange of adjacent \( A \) and \( B \) as \( 1/2(h_A + h_B)P_{\text{ex}} \). Then, comparing this rate with that separation of \( h_A + h_B \) (\( A \) hops left, or \( B \) hops right), it follows that \( P = P_{\text{ex}}/(2 + P_{\text{ex}}) \). For wide pores where \( A \) and \( B \) do not interact, since \( |\delta z| \) changes by \( 2L_c \) for passing versus \( 1L_c \) for separation, first-passage analysis shows that \( P = 1/3 \) and \( P_{\text{ex}} = 1 \). At the other extreme, for SFD, one has that \( P = P_{\text{ex}} = 0 \).

### 2.1. Langevin analysis of passing propensity

For our models with steric (non-overlap) interactions between \( A \) and \( B \) and the pore wall, there is a well-defined critical value of pore diameter \( d = d_c \) below which passing is not possible; \( d_c \) is simply determined by system geometry. It is natural to consider the scaling \( P \sim (d - d_c)\sigma \), as \( d \to d_c \) from above. A simple transition state theory (TST) analysis\(^{20,21}\) identifies \( P_{\text{TST}} \sim \exp[-\delta F/(k_BT)] \), where \( \delta F \) is the entropic free energy barrier for passing. Let \( \Omega(\delta z) \) denote the phase space volume for a specific separation \( \delta z \) of \( A \) and \( B \) centers along the pore (which considers molecular positions orthogonal to the pore axis and orientation angles for non-spherical molecules). Then, one has \( \delta F \sim -k_BT\ln(\Omega_{\text{min}}) \) where \( \Omega_{\text{min}} \) denotes the minimum \( \Omega \) at the transition state (TS) for passing. It follows that \( P_{\text{TST}} \sim \Omega_{\text{min}} \) which can be directly calculated given molecular sizes and shapes.\(^{20}\)

We will find, however, that the corresponding exponent, \( \sigma_{\text{TST}} \), fails to recover the correct value of \( \sigma \) obtained from Langevin simulation.

It is natural to consider the canonical problem where \( A \) and \( B \) are represented by spheres of equal radii, \( r \), with equal diffusivities, \( D_A \) and \( D_B \), where \( D_{A,B} = (L_c)^2h_{A,B} \), in a cylindrical pore of radius \( R \geq 2r \). See Fig. 3(a). Thus, the critical pore diameter is \( d_c = 4r \). It is also instructive to define a gap size \( g = 2(R - 2r) = d - d_c \), so
that $P \sim g^\sigma$, as $g \to 0$. See Fig. 3(b). Langevin simulation results for $P$ versus $g$ are shown in Fig. 3(b). Simulations are demanding as $10^4/P$ trials are required to determine $P$ with 1% uncertainty. Thus, for reliable estimate of the scaling exponent, we supplement Langevin simulation with a Fokker–Planck equation (FPE) analysis for small $g$ (and $P$), as described below. For two spheres passing in a cylinder, we conclude that $\sigma \approx 1.4$, which should be contrasted with $\sigma_{\text{TST}} = 2.5$.\(^{20}\)

It should be emphasized that the above analysis for spherical molecules (where dynamics is described by a single translational diffusion coefficient, and $P$ is independent of its value) is far simpler than for arbitrarily shaped molecules. For the latter, each molecule has 3 translational and 3 rotational degrees of freedom. In the simplest scenario, different translational and rotational diffusion degrees of freedom would be uncoupled and described by a total of 6 diffusion coefficients. However, according to a hydrodynamic formulation of diffusion, this only occurs for higher-symmetry molecules in 3D. In general, diffusional degrees of freedom are coupled, and diffusion must be described by a $6 \times 6$ diffusion tensor.\(^{22}\) However, Langevin simulation can still be performed with appropriate random forces and torques satisfying a fluctuation–dissipation relation compatible with the $6 \times 6$ diffusion tensor.\(^{23}\) See Fig. 4 for a schematic of this procedure including our geometric models for PNB and aldol molecules.

![Fig. 3](image-url)  
(a) Schematic of Langevin simulation of passing for 2 spheres in a cylindrical pore, (b) results for passing propensity, $P$, versus gap size, $g$.  
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\(^{179}\) Anomalous Kinetics of Catalytic Conversion Reactions  
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\(^{20}\) It should be emphasized that the above analysis for spherical molecules (where dynamics is described by a single translational diffusion coefficient, and $P$ is independent of its value) is far simpler than for arbitrarily shaped molecules. For the latter, each molecule has 3 translational and 3 rotational degrees of freedom. In the simplest scenario, different translational and rotational diffusion degrees of freedom would be uncoupled and described by a total of 6 diffusion coefficients. However, according to a hydrodynamic formulation of diffusion, this only occurs for higher-symmetry molecules in 3D. In general, diffusional degrees of freedom are coupled, and diffusion must be described by a $6 \times 6$ diffusion tensor.\(^{22}\) However, Langevin simulation can still be performed with appropriate random forces and torques satisfying a fluctuation–dissipation relation compatible with the $6 \times 6$ diffusion tensor.\(^{23}\) See Fig. 4 for a schematic of this procedure including our geometric models for PNB and aldol molecules.
which reasonably capture their actual size and elongated shapes. For these models, one has that $d_c = 9.3 \text{ nm}$, and for pore diameter $d$ just above $d_c$, molecules must align with each other and the pore to pass, so reliable treatment of both rotational and translational diffusion is key. Our analysis shows $P$ varying from $P = 0.028$ for $d = 1.5 \text{ nm}$ (close to SFD) to $P = 0.24$ for $d = 3.0 \text{ nm}$.

### 2.2. Equivalent Fokker–Planck equation (FPE) analysis

The Langevin analysis above for passing of molecules in a cylindrical pore can be reformulated as a boundary value problem for an equivalent FPE.\(^{20}\) The passing problem corresponds to an initial value problem (IVP) for diffusion of probability in a high-dimensional channel with axis $\delta z$ and where the lateral size of the channel equals the volume of phase space, $|\Omega(\delta z)|$. Probability is initially located at $\delta z = +L_c$ and either diffuses through constriction at the TS (often at $\delta z = 0$) to reach a trap at $\delta z = -L_c$ (corresponding to passing) or diffuses without constriction to reach a trap as $\delta z = +2L_c$ (corresponding to separation). This is illustrated in a 2D schematic in Fig. 5 (a) for a channel with axis $\delta z$ and width $|\Omega|$.

Rather than solve this IVP, it is more convenient to solve an equivalent steady-state problem\(^{20}\) where probability flux is injected at a constant rate $J$ at $\delta z = +L_c$, diffuses in the constricted channel, and absorbs at traps located at $\delta z = -L_c$ with flux $J_{\text{pass}}$, and $\delta z = +2L_c$ with flux $J_{\text{sep}}$ (where $J = J_{\text{pass}} + J_{\text{sep}}$). See Fig. 5 (b) for a schematic of the corresponding steady-state probability distribution, $f^\text{ss}(\delta z)$. It follows that $J_{\text{pass}} : J_{\text{sep}} = P : 1 - P$ allowing determination of $P$. 

---

**Fig. 4.** Schematic of the Langevin simulation formalism general shapes molecules with application to passing of PNB and an aldol product.
The potential advantage of formulating passing as a steady-state diffusion problem is that one might exploit adaptive mesh numerical methods to accurately treat behavior around the narrow constriction (for small $g$ and $P$).

Unfortunately, such methods are only well developed for systems with 2 or 3 spatial variables, but in the simplest case of passing of 2 spheres has 5 variables ($\delta z$ and 2 lateral positions for each sphere). Thus, we instead use 2 variable representation of the constricted channel illustrated in Fig. 5(a) where the channel width is just taken as $|\Omega|$. FPE results are shown in Fig. 3(b). This approach is validated for passing of 2 circles in a rectangle where the full 3 variable FPE analysis can be compared with our reduced 2 variable problem.

3. Coarse-Grained Spatially Discrete Stochastic Model

3.1. Model formulation

Here, we provide more details of the key ingredients of the CG model illustrated in Fig. 2. As noted previously, pores are divided into a linear array of cells which we label $n = 1, 2, \ldots, n_{\text{max}}$, from left to right, and which can be populated by at most one reactant, $A$, or product, $B$, species. Cells populated by neither $A$ or $B$ are described as empty, $E$ (although they are still populated by solvent). It is convenient to extend the 1D array of cells into a 3D array in the external fluid outside the pore. The external fluid is regarded as well-stirred.
and populated with randomly distributed reactant of concentration \( \langle A_0 \rangle \) per cell, i.e., any external cell is populated with (at most one) reactant with probability \( \langle A_0 \rangle \). Here, we just consider the early stages of the reaction where this concentration in the large external fluid volume does not change significantly due to conversion \( A \rightarrow B \), and any product reaching the external fluid is rapidly dispersed and diluted to negligible concentration (and thus does not reenter the pore). We let \( \langle A_n \rangle \)\((\langle B_n \rangle)\) denote the concentration, i.e., occupation probability, of \( A(B) \) at cell \( n \). Reactant just outside the pore adsorbs at empty end cells at rate \( h_A \). \( A(B) \) within the pore hops to adjacent empty cells with rate \( h_A(h_B) \), where this can include desorption where \( A \) or \( B \) at end cell hops outside the pore. \( A \) and \( B \) at adjacent cells within the pore exchange at rate \( h_{ex} = \frac{1}{2}(h_A + h_B)P_{ex} \), so \( P_{ex} = 0 \) corresponds to SFD, and \( P_{ex} = 1 \) corresponds to uninhibited passing. Exchange at this rate can also occur between \( B \) just inside the pore and \( A \) just outside. We assume all cells are catalytically active and that conversion \( A \rightarrow B \) occurs irreversibly at rate \( k \).

One anticipates that this model supports a non-equilibrium steady-state where the concentration \( \langle A_n \rangle \) decays from the pore opening to its center, and the concentration \( \langle B_n \rangle \) increases. For SFD, the decay of \( \langle A_n \rangle \) is strongest as after \( A \) converts to \( B \) inside the pore, it is difficult for \( B \) to be removed from the pore and the pore center tends to be exclusively populated by this quasi-trapped product, \( B \). In this chapter, we focus on the simplest scenario where \( h_A = h_B = h \).

Then, in a “color blind” analysis of the model where one cannot distinguish between \( A \) or \( B \), one just sees particles \( X = A \) or \( B \) diffusing into the pore at rate \( h \), until an equilibrium state is achieved with uniform concentration, \( \langle X_n \rangle = \langle A_n \rangle + \langle B_n \rangle = \langle A_0 \rangle \equiv \langle X_0 \rangle \).

### 3.2. Kinetic Monte Carlo (KMC) simulation analysis

Precise assessment of model behavior is provided by KMC simulation which simply implements various processes in the model with probabilities proportional to their assigned rates. KMC can track
time evolution, but here we just focus on (non-equilibrium) steady-state behavior. First, we consider behavior for the case of SFD ($P_{ex} = 0$), where the steady-state profile is determined by the ratio of hop rate to reaction rate, $h/k$ (and by the external reactant or total concentration, $\langle A_0 \rangle = \langle X_0 \rangle$). See Fig. 6(a). For $k = h$, there is very limited penetration of reactant into the pore. However, as $k$ decreases relative to $h$ (so $h/k$ increases), the depth of reactant penetration, $L_p \sim (h/k)^\zeta$, increases as expected since there is more time for $A$ to diffuse into the pore before converting to $B$. A mean-field (MF) reaction-diffusion equation analysis not surprisingly indicates that $\zeta_{MF} = 1/2$. However, simulation results reveal quite different behavior with $\zeta \approx 1/4 - 1/3$ reflecting the interplay of SFD with reaction.

Second, for fixed $k/h = 0.001$, we explore the dependence of the steady-state concentration profiles on $P_{ex}$. See Fig. 6(b). There is a strong increase in reactant penetration depth, $L_p$, as $P_{ex}$ increases from $P_{ex} = 0$ (SFD) to $P_{ex} = 1$. Increasing $P_{ex}$ enhances diffusion in the pore, and particularly diffusion of product out of the pore (facilitating diffusion of reactant in the pore). MF behavior is achieved for $P_{ex} = 1$.

![Fig. 6](image.jpg)  
KMC simulation results for steady-state concentration profiles with pore length $n_{max} = 100$, external concentration $\langle X_0 \rangle = 0.8$, and $h = 1$: (a) dependence on $k = 1, 0.1, 0.01, 0.001, 0.0001$ for $P_{ex} = 0$ (SFD), (b) dependence on $P_{ex}$ for $k = 0.001$. Copyright (2015) by American Chemical Society.
4. Analysis of the CG Spatially Discrete Stochastic Model

4.1. Exact hierarchical master equations — Heterogeneous states

The evolution of concentrations is described by the master equations for the Markovian model which can be written in an instructive hierarchical form as\(^7,18\)

\[
\frac{d}{dt} \langle A_n \rangle = -k \langle A_n \rangle - \nabla J_A(n \rightarrow n + 1),
\]

\[
\frac{d}{dt} \langle B_n \rangle = +k \langle A_n \rangle - \nabla J_B(n \rightarrow n + 1),
\]

where \(\nabla K_n = K_n - K_{n-1}\) is the discrete derivative, and

\[
J_A(n \rightarrow n + 1) = h[\langle A_n E_{n+1} \rangle - \langle E_n A_{n+1} \rangle]
\]

\[
+ h_{ex}[\langle A_n B_{n+1} \rangle - \langle B_n A_{n+1} \rangle]
\]

is the net flux of \(A\) from cell \(n\) to \(n + 1\). The expression for \(J_B(n \rightarrow n + 1)\) is analogous. In these expressions, \(\langle A_n E_{n+1} \rangle (\langle A_n B_{n+1} \rangle)\) denotes the probability that cell \(n\) is occupied by \(A\), and cell \(n + 1\) is empty (occupied by \(B\)), etc. Separate equations are required for concentrations at the end cells.\(^7,18\) This set of equations for single-cell concentrations is not closed as the fluxes involve pair probabilities for configurations of adjacent pairs of cells. Equations can be developed for the latter which couple to probabilities of triplets of cells, etc., so one generates a hierarchy of equations. For practical analysis, this hierarchy must be truncated.

The simplest MF truncation neglects all spatial correlations, so that \(\langle A_n E_{n+1} \rangle = \langle A_n \rangle \langle B_{n+1} \rangle, \langle A_n \rangle \langle B_{n+1} \rangle = \langle A_n \rangle \langle B_{n+1} \rangle, \) etc. Then, in the steady state where \(\langle A_n \rangle + \langle B_n \rangle = \langle X_0 \rangle\) so that \(\nabla \langle A_n \rangle + \nabla \langle B_n \rangle = 0\), the above expression for \(J_A\) reduces to\(^7,25\)

\[
J_A(n \rightarrow n + 1) = -D_{tr}(MF)\nabla \langle A_n \rangle,
\]

where \(D_{tr}(MF) = h[(1 - \langle X_0 \rangle) + P_{ex} \langle X_0 \rangle]\).

\(D_{tr}(MF)\) corresponds to the MF version of the tracer (not collective) diffusion coefficient, for reasons clarified below. Analysis of the closed
single-cell concentrations resulting from this MF approximation for $P_{ex} = 0$ results in concentration profiles for which reactant penetration into the pore is far greater than the actual penetration.\textsuperscript{7,18} This is because the above $|J_{A}^{(MF)}| \gg |J_{A}^{(exact)}|$, i.e., the MF approximation does not account for the impact of SFD in restricting diffusion, at least for small $k/h$. One naturally considers higher-order pair, triplet, etc., truncation approximations. These yield improvement with predictions somewhat closer to exact behavior, but still fail fundamentally for $P_{ex} = 0$.\textsuperscript{7,18}

The origin of this failure is the presence of strong correlations between occupancy of adjacent populated and empty cells. The exact $\langle A_{n}E_{n+1} \rangle$ and $\langle E_{n}A_{n+1} \rangle$ are much closer to each other than the MF estimates (corresponding to $|J_{A}^{(exact)}| \ll |J_{A}^{(MF)}|$). See Fig. 7(a). Similarly, $\langle A_{n}E_{n+1}E_{n+2} \rangle$, $\langle E_{n}A_{n+1}E_{n+2} \rangle$, and $\langle E_{n}E_{n+1}A_{n+2} \rangle$ are also much closer than the MF and pair estimates explaining the failure of the pair approximation. This behavior can be directly tied to the SFD dynamics: an $A_{n}E_{n+1}$ configuration can readily transform to $E_{n}A_{n+1}$ by $A$ hopping right, and the reverse transformation is also facile. $A$ could be corralled on sites $n$ and $n + 1$ due to population of sites $n - 1$ and $n + 2$ resulting in an equalization of $\langle A_{n}E_{n+1} \rangle$ and $\langle E_{n}A_{n+1} \rangle$. The same argument explains the equalization of the triplet probabilities listed above and shown in Fig. 7(b).

![Figure 7](image-url)
4.2. Generalized hydrodynamic formulation & generalized $D_{tr}$

For lattice-gas systems in the class of our CG model with a mixture of two distinguishable species which otherwise have identical diffusive dynamics, an exact analysis is possible for collective or chemical diffusion in the hydrodynamic regime of slowly varying concentrations.\textsuperscript{26,27} For the case of constant total concentration, $\langle X_n \rangle = \langle X_0 \rangle$, of relevance for our study, the key result translated to our notation is

$$ J_A(n \rightarrow n + 1) = -D_{tr}(\langle X_0 \rangle) \nabla \langle A_n \rangle, $$

with an analogous expression for $J_B(n \rightarrow n + 1)$. Here, $D_{tr}(\langle X_0 \rangle)$ denotes the exact hydrodynamic tracer diffusion coefficient for the lattice gas in an infinite system with concentration $\langle X_0 \rangle$. For SFD, $D_{tr}(\langle X_0 \rangle) \equiv 0$ in an infinite system for any $\langle X_0 \rangle > 0$,\textsuperscript{28} and it has been shown that $D_{tr}(\langle X_0 \rangle) \sim 1/n_{\text{max}}$ for a finite open system.\textsuperscript{7,25,29} $D_{tr}$ values will also increase monotonically with increasing $P_{ex}$.

Using the above hydrodynamic formulation for $J_A$ and $J_B$ with very small hydrodynamic $D_{tr} \sim 1/n_{\text{max}}$ also fails to recover model behavior for $P_{ex} = 0$ since diffusion fluxes are underestimated.\textsuperscript{7} Thus, our strategy is to replace hydrodynamic $D_{tr}$ with “generalized hydrodynamic” (GH) $D_{tr}(n, n + 1)$ which are enhanced relative to hydrodynamic values near the pore openings. This enhancement reflects fluctuation effects associated with adsorption-desorption near pore openings which are not present in an infinite SFD system. We have used various strategies to systematically determine the GH $D_{tr}(n, n + 1)$. Here, we just describe a “tracer counter permeation” (TCP) approach.\textsuperscript{7,25,29}

In TCP, non-reactive species $A(B)$ adsorbs at the right (left) end of a finite pore which are connected to separated reservoirs of $A$ and $B$, respectively. See Fig. 8(a). The diffusive dynamics inside the pore is identical to our reaction model. The TCP system reaches a steady state with quasi-linear gradients of the species $A$ and $B$ across the pore when averaged over time. There is a flux, $J_B(\text{TCP})$, of $B$ through the pore from left to right, which for SFD is associated with
occasional rare configurations where the pore is completely populated with $B$ (Fig. 8(a) bottom). Similarly, there is an equal but opposite flux, $J_A$(TCP), of $A$ from right to left. After measuring these fluxes in the simulation as well as the concentration gradients, and since $J_A$(TCP) = $-D_{tr}(n,n+1)\nabla\langle A_n \rangle$, we can extract $D_{tr}(n,n+1) = |J_A$(TCP)|/|$\nabla\langle A_n \rangle$|. Results are shown in Fig. 8(b) for SFD for $\langle X_0 \rangle = 0.8$ and for various pore lengths. The behavior $D_{tr} \sim 1/n_{\text{max}}$ in the pore center is also clear from the inset.

Using these $D_{tr}(n,n+1)$ to determine $J_A(n \rightarrow n + 1) = -D_{tr}(n,n+1)\nabla\langle A_n \rangle$ in the master equations for cell concentrations in the reaction-diffusion model, we find that this analytic GH theory essentially exactly recovers KMC results for profiles shown in Fig. 6.\textsuperscript{7,18} Furthermore, the observed decay of $D_{tr}(n,n+1) \sim 1/n^p$ for long pores can be shown to produce a scaling of the reactant penetration depth $L_p \sim (h/k)^{\zeta}$, with $\zeta = 1/(p+2)$. Values of $p \approx 1-2$ from the TCP analysis are consistent with value of $\zeta \approx 1/4 - 1/3$ reported in Section 3.2 for steady-state behavior of the model.

5. Discussion and Conclusions

For catalytic conversion reactions in linear nanopores, inhibited passing of reactants and products is a key factor controlling
reaction kinetics, thus motivating our analysis of the associated passing propensity, $P$. Our CG stochastic modeling reveals a severe failure of mean-field treatments of kinetics for small $P$ (most dramatically for SFD with $P = 0$) due to the development of strong spatial correlations. This failure cannot be fully resolved by implementation of higher-level mean-field-type truncation approximations which attempt but still fail to accurately estimate spatial correlations. However, a generalized hydrodynamic formulation proves capable of capturing the subtle interplay between restricted passing and fluctuations and adsorption and desorption at pore openings. Many extensions are possible of the modeling presented here, e.g., to treat kinetics of the overall reaction during which reactant in the external fluid is slowly converted to product, to allow different hopping rates for reactants and products, to treat non-uniform distributions of catalytic sites, to allow reversible conversion reactions,\textsuperscript{7} to include interactions between species,\textsuperscript{30} and to incorporate finer-grained spatially discrete modeling.\textsuperscript{31}
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This chapter aims at emphasizing the crucial role of partial reactivity of a catalytic surface or a target molecule in diffusion-controlled reactions. We discuss various microscopic mechanisms that lead to imperfect reactions, the Robin boundary condition accounting for eventual failed reaction events, and the construction of the underlying stochastic process, the so-called partially reflected Brownian motion. We show that the random path to the reaction event can naturally be separated into the transport step toward the target and the exploration step near the target surface until reaction. While most studies are focused exclusively on the transport step (describing perfect reactions), the exploration step, consisting of an intricate combination of diffusion-mediated jumps between boundary points, and its consequences for chemical reactions, remain poorly understood. We discuss the related mathematical difficulties and recent achievements. In particular, we derive a general representation of the propagator, show its relation to the Dirichlet-to-Neumann operator, and illustrate its properties in the case of a flat surface.
1. Introduction

Classical reaction kinetics describes the time evolution of spatially homogeneous concentrations of reacting species via a set of coupled nonlinear ordinary differential equations. This description relies on the assumption that the produced species move fast enough to maintain homogeneous concentrations, and the limiting factor is the chemical kinetics itself. Marian von Smoluchowski was the first who emphasized on the importance of the transport step by computing the macroscopic reaction rate of small molecules $A$ diffusing toward a spherical target $B$ of radius $R$.\footnote{If the reaction occurs immediately upon the first encounter between the two molecules, the rate is equal to the diffusive flux which is obtained by solving the underlying diffusion equation on the concentration $c(x,t)$ of molecules $A$}

$$\frac{\partial c(x,t)}{\partial t} = D\Delta c(x,t) \quad \text{diffusion in the bulk } \Omega,$$

$$c(x,t = 0) = c_0 \quad \text{uniform initial condition,}$$

$$c(x,t)|_{\partial \Omega} = 0 \quad \text{vanishing on the target surface } \partial \Omega, \quad (1c)$$

$$c(x,t)|_{|x| \to \infty} = c_0 \quad \text{regularity condition at infinity,} \quad (1d)$$

where $D$ is the diffusion coefficient of molecules $A$ (in units $m^2/s$), $c_0$ is their initial concentration (in units mol/m$^3$), the confining domain $\Omega = \{x \in \mathbb{R}^3 : |x| > R\}$ is the bulk space outside the target, $\partial \Omega = \{x \in \mathbb{R}^3 : |x| = R\}$ is the reactive surface of the target, and $\Delta = \partial^2/\partial x^2 + \partial^2/\partial y^2 + \partial^2/\partial z^2$ is the Laplace operator governing diffusion. Here and throughout the text, we assume that the target $B$ is immobile while the molecules $A$ can be treated as independent and point-like. Although Smoluchowski considered both molecules to be mobile and of finite size (in which case $D$ and $R$ are, respectively, the sum of diffusivities and of radii of two molecules), the equivalence between two settings is not valid in general.

\footnote{Disclaimer: Apart from the general introduction and motivation, the chapter summarizes former results obtained by the author and his co-workers. For this reason, the chapter presents the author’s personal view on the topic, whereas the bibliography is biased.}
The diffusion equation (1a) states that the time evolution of the concentration (the left-hand side) is caused exclusively by diffusive motion (the right-hand side), whereas the Dirichlet boundary condition (1c) ensures that any molecule $A$ arriving at the boundary of the target $B$ immediately reacts, i.e., it is transformed into another molecule $A'$,

$$A + B \rightarrow A' + B,$$

which diffuses away. This is the basic catalytic reaction, in which the target molecule $B$ is a catalyst needed to initiate the chemical transformation of $A$ into $A'$. Since the molecule $A$, being transformed into $A'$ upon the contact, disappears at the target surface, the concentration $c(x,t)$ vanishes on $\partial \Omega$. Finally, the regularity condition (1d) claims that the concentration (infinitely) far away from the target remains unaffected and equal to $c_0$.

Smoluchowski provided the exact solution of the partial differential equation (1) and deduced the diffusive flux of molecules $A$ onto the target

$$J_S(t) = \int_{|x|=R} ds \left( -D \frac{\partial c(x,t)}{\partial n} \right) \bigg|_{\partial \Omega} = 4\pi c_0 DR \left( 1 + \frac{R}{\sqrt{\pi D t}} \right),$$

where $\partial / \partial n$ is the normal derivative at the boundary, oriented outward the domain (i.e., toward to center of the target in this case). In the long-time limit, the second term vanishes, and one gets the steady-state reaction rate, $J_S(\infty) = 4\pi c_0 DR$, which is proportional to the diffusion coefficient $D$ and to the radius $R$ of the target. The seminal work by Smoluchowski focused exclusively onto the transport step as a limiting factor, considering perfect immediate reactions upon the first encounter. This setting was later called “diffusion-limited reactions”, in contrast to conventional “kinetics-limited reactions”\(^2\). In numerous following studies, the basic diffusion problem (1) was extended in various directions, in particular, by replacing the exterior of a spherical target by an arbitrary Euclidean domain $\Omega \subset \mathbb{R}^d$\(^3\),\(^4\) by considering one or multiple targets on the otherwise inert impenetrable boundary,\(^5\)-\(^8\) by replacing the Laplace operator.
(ordinary diffusion) by a general second-order elliptic differential operator\(^9\) or a general Fokker–Planck operator,\(^10\) by introducing bulk reactivity,\(^11–13\) trapping events,\(^14,15\) or intermittence.\(^16–19\) However, the focus on the transport step till the first encounter with the target, expressed via Eq. (1c), still remains the dominant paradigm nowadays.

In practice, chemical reactions always combine the transport step until an encounter and the reaction step. While in some situations one of these steps can be much longer than the other, it is important to consider them together, as the impact of a seemingly “irrelevant” step may still be crucial, as we discuss below. Collins and Kimball proposed to describe imperfect reactions on the target surface \(\partial \Omega\) by replacing the Dirichlet boundary condition (1c) by the Robin boundary condition (also known as Fourier, radiation or third boundary condition)

\[
\left(-D \frac{\partial c(x,t)}{\partial n}\right) \mid_{\partial \Omega} = \kappa c(x,t) \mid_{\partial \Omega},
\]

where \(\kappa\) (in units m/s) is called the reactivity.\(^20\) Although \(\kappa\) can in general be any non-negative function of a boundary point, we focus on the practically relevant case of a constant \(\kappa\) (we also discuss below the mixed Robin–Neumann boundary condition when \(\kappa\) is a piecewise constant function).

The relation (4) states that the diffusive flux density of molecules at the target surface (the left-hand side) is proportional to the concentration of the molecules at the target (the right-hand side), \(\kappa\) being the proportionality coefficient. It is important to stress that the diffusive flux density is a macroscopic quantity that describes the average difference between the diffusive flux toward the target and the diffusive flux from the target back to the bulk. In the limit \(\kappa = 0\), the diffusive flux density vanishes at the boundary \(\partial \Omega\), meaning that, on average, the number of molecules \(A\) arriving from the bulk onto the target surface is equal to the number of molecules diffusing from the target back to the bulk. As a consequence, none of these molecules actually react on the target. So, the limit \(\kappa = 0\) and
the corresponding Neumann boundary condition describe a chemically inactive (inert) boundary that just confines the molecules in a prescribed spatial region, with no reaction. When $\kappa > 0$, there is a net difference between the diffusive flux toward the target and that from the target, and this difference is precisely the flux of reacted molecules. In the limit $\kappa \to \infty$, one retrieves the Dirichlet boundary condition (1c) by dividing Eq. (4) by $\kappa$ and taking the limit. Varying $\kappa$ from zero to infinity allows one to change the chemical reactivity of the target from inert to perfectly reactive.

Collins and Kimball solved the diffusion problem (1) with the Robin boundary condition (4) and found the macroscopic reaction rate

$$J_{\text{CK}}(t) = \frac{4\pi c_0 D R}{1 + \frac{D}{\kappa R}} \left( 1 + \frac{\kappa R}{D} \text{erfcx}\left(\frac{1}{R} + \frac{\kappa}{D}\sqrt{D t}\right)\right),$$

(5)

where $\text{erfcx}(z)$ is the scaled complementary error function (see Ref. 21 for an extension to distinct reactivities on two complementary caps of a sphere and Ref. 22 for a perturbative approach for a dilute suspension of multiple partially reactive spheres). In the diffusion-limited case $\kappa \to \infty$, one recovers the Smoluchowski rate $J_S(t)$, whereas the reaction-limited case $\kappa \to 0$ gives the classical limit $J_{\text{reac}} = \frac{4\pi R^2 c_0 \kappa}{\kappa}$, i.e., the rate is proportional to the surface area of the target and to the reactivity $\kappa$ but is independent of the diffusion coefficient $D$. One can combine these limiting expressions to rewrite the steady-state limit of Eq. (5) as

$$\frac{1}{J_{\text{CK}}(\infty)} = \frac{1}{J_S(\infty)} + \frac{1}{J_{\text{reac}}}.$$  

(6)

Understanding the inverse of the flux as a “resistance”, one gets a simple electric interpretation of the Collins–Kimball rate $J_{\text{CK}}(\infty)$ as the serial connection of two “resistances” characterizing the “difficulty” to access the target (the transport step) and the “difficulty” to react on the target (the reaction step).\textsuperscript{23} Alternatively, one can think of this relation as the sum of two characteristic times of the underlying steps. Note that a similar additivity law was established for the mean reaction time.\textsuperscript{24,25} Chemical reactions for which both
the transport and reaction steps are relevant are sometimes called *diffusion-influenced*, *diffusion-mediated*, or *diffusion-controlled*.

The macroscopic boundary condition (4) can describe various *microscopic* mechanisms of imperfect reactions.

(i) A molecule needs to overcome an energetic activation barrier for reaction to occur; in this setting, the reaction (2) can be written more accurately as

\[ A + B \xrightleftharpoons[\kappa_{\text{off}}]{\kappa_{\text{on}}} AB \xrightarrow[k_{\text{reac}}]{k_{\text{reac}}} A' + B, \]  

where \( AB \) is a metastable complex which can either result in the production of \( A' \) (if the activation barrier is overpassed, with the rate \( k_{\text{reac}} \)), or be dissociated back to \( A \) and \( B \) (with the dissociation rate \( k_{\text{off}} \)). The reactivity is thus related to the height of the activation barrier. For instance, the reactivity \( \kappa \) of a spherical target can be directly related to the association rate \( k_{\text{on}} \) (in units \( \text{m}^3/\text{s}/\text{mol} \)) as \( k_{\text{on}} = 4\pi R^2 \kappa N_{\text{av}} \), where \( N_{\text{av}} \simeq 6 \cdot 10^{23} \text{1/mol} \) is the Avogadro number, and \( 4\pi R^2 \) is the surface area of the target.\(^{27,28} \) This description was shown to be important for partial diffusion-controlled recombination.\(^{29,30} \) The reversible binding in (7) is also the key element for coupling bulk diffusion to other diffusion-reaction processes on the target. For instance, such a coupling was employed to describe the flux of receptors across the boundary between the dendrite and its spines.\(^{31} \)

(ii) A molecule needs to overcome an entropic barrier if the reaction is understood as an escape from a confining domain through a small opening region on the boundary (e.g., ion channels or aquaporins on the membrane of a living cell). In this case, the reactivity can be related to the geometric shape of the opening region (see Ref. 24 for further discussion).

(iii) There is a stochastic gating when the target can randomly switch between “open” and “closed” states, implying that the diffusing molecule can either go through the open gate, or be stopped at the closed gate and thus reflected back to resume its diffusion;\(^{34–36} \) the same stochastic mechanism is relevant for enzymatic reactions.
when an enzyme can randomly change its conformational state to be active or passive. In both cases, the reactivity is related to the switching rates or to the probability of finding the gate open or the enzyme active.

(iv) When the target is an inert surface covered by small reactive patches, the diffusing molecule can either hit a patch and react immediately, or be reflected on an inert part and resume its diffusion until the next arrival on the target. Homogenizing such microscopic reactivity heterogeneities by setting an effective finite reactivity $\kappa$ uniformly on the target is often used to facilitate the analysis (given that the diffusion equation with multiple targets is a much more complicated problem, for both analytical and numerical computations). For instance, for a spherical target covered uniformly by $N$ disks of radius $a$, Berg and Purcell obtained\textsuperscript{37} $\kappa = DNa/(\pi R^2)$ (see further extensions in Refs. 38 and 39).

(v) For larger scale problems (e.g., animal foraging), the finite reactivity can model a “recognition” step when a particle or a species may need to recognize the target.$^{40}$

The above (incomplete) list of microscopic mechanisms urges for considering imperfect reactions. We also mention that the Robin boundary condition (4) can describe permeation across a membrane (in which case $\kappa$ is called permeability),$^{41–43}$ impedance of an electrode,$^{23,44,45}$ surface relaxation in nuclear magnetic resonance,$^{46–48}$ etc.

According to Eq. (6), the macroscopic reaction rate results from a balance between the transport and the reaction steps, whereas the diffusion coefficient $D$ and the reactivity $\kappa$ play the roles of respective weights in the Robin boundary condition (4). The ratio of these quantities naturally defines the reaction length$^{23}$

$$\Lambda = D/\kappa,$$  \hspace{1cm} (8)

which has to be compared to geometric length scales of the problem (e.g., the radius of the target $R$ in our spherical example). In particular, the diffusion-limited and reaction-limited cases correspond to conditions $\Lambda \ll R$ and $\Lambda \gg R$, respectively.
When molecular diffusion occurs in a structurally complex environment (e.g., an overcrowded cytoplasm or a multiscale porous medium), both the transport and reaction steps strongly depend on the geometrical structure of the environment. While the transport step is relatively well understood (see Refs. 49–51 and references therein), the more sophisticated reaction step was most often just ignored. In the next section, we summarize the main steps of a mathematical construction of the stochastic process allowing one to investigate the reaction step.

2. Partially Reflected Brownian Motion

The macroscopic formulation of diffusion-reaction processes in terms of partial differential equations such as Eq. (1) admits an equivalent microscopic probabilistic interpretation in terms of random trajectories of appropriate stochastic processes. From the mathematical point of view, the Dirichlet boundary condition (1c) is the easiest to deal with. In fact, for a given continuous stochastic process \( X_t \), it is sufficient to define the first passage time \( \tau_0 \) to the target surface \( \partial \Omega \)

\[
\tau_0 = \inf\{t > 0 : X_t \in \partial \Omega\},
\]

and then to stop the process at this time. For instance, the solution of the steady-state diffusion equation, \( \Delta u(x) = 0 \), subject to the Dirichlet boundary condition, \( u(x)|_{\partial \Omega} = \psi(x) \), is \( u(x) = \mathbb{E}\{\psi(X_{\tau_0})|X_0 = x\} \), where \( \mathbb{E} \) denotes the (conditional) expectation and \( \psi(x) \) is a prescribed function on the boundary. In other words, one can think of the solution \( u(x) \) as the average of the function \( \psi(x) \) evaluated at random boundary points \( X_{\tau_0} \) at which the stochastic process \( X_t \) (started from \( x \)) has arrived onto the boundary \( \partial \Omega \) for the first time. In this way, the presence of a perfectly absorbing boundary can be accounted for via the first passage time \( \tau_0 \), with no modification to the stochastic process itself.

In contrast, accounting for an inert or partially reactive boundary requires to modify the stochastic process. In fact, when a molecule
arrives onto an inert boundary, its motion across this boundary should be prohibited. Physically, one can think of applying a very strong potential, localized in an infinitesimal vicinity of the boundary, to force the molecule moving back into the bulk. In mathematical terms, the so-called reflected Brownian motion can be defined as the solution of the stochastic Skorokhod equation. This is a standard probabilistic way of implementing the Neumann boundary condition for an inert boundary. Once the reflected Brownian motion is constructed, one can implement eventual reactions to treat the Robin boundary condition. While the related mathematical theory is well developed, its details are beyond the scope of this chapter.

The easier and physically more appealing approach consists in modeling the diffusion process as a discrete-time random walk on a lattice $\mathbb{Z}^d$ with the inter-site distance $a$. In a bulk site, the molecule jumps with the probability $1/(2d)$ to one of the neighboring sites. When the molecule sits at a boundary site, it can either react with the probabilty $q_a = (1 + \Lambda/a)^{-1}$, or move back to a neighboring bulk site with the probability $1 - q_a$ and continue the random walk until the next arrival onto the boundary. The trajectory of a molecule near a partially reactive boundary can thus be seen as a sequence of independent diffusion-mediated jumps between boundary points, each jump being a random walk in the bulk that starts from the closest bulk neighbor of a boundary site and terminates at another boundary site upon the first arrival onto the boundary (Fig. 1). This process is called partially reflected random walk, whereas the statistical properties of the jumps are described by the so-called Brownian self-transport operator. One naturally recovers the two limiting cases: certain reaction ($q_a = 1$) for a perfectly reactive surface ($\Lambda = 0$ or $\kappa = \infty$) and certain reflection ($q_a = 0$) for an inert surface ($\Lambda = \infty$ or $\kappa = 0$).

Since the reaction event and jumps are independent, the random number $\eta$ of jumps until reaction follows a geometric distribution: $P\{\eta = n\} = q_a(1 - q_a)^n \ (n = 0, 1, 2, \ldots)$. In particular, the mean
number of jumps, $\mathbb{E}\{\eta\} = (1 - q_a)/q_a = \Lambda/a$, is proportional to the reaction length $\Lambda$ and inversely proportional to the lattice mesh size $a$. When $a$ is small, it is thus convenient to consider a rescaled variable $\chi = \eta a$ which follows an exponential distribution

$$P\{\chi \geq x\} = P\{\eta \geq x/a\} = (1 - q_a)^{x/a} = (1 + a/\Lambda)^{-x/a} \approx e^{-x/\Lambda}.$$ (11)

From the probabilistic point of view, consecutive individual trials after each jump with probability $q_a$ are fully equivalent to saying that the trajectory is stopped when the number of realized jumps, multiplied by $a$, exceeds an independent exponentially distributed random variable $\chi$.

Each jump started at the distance $a$ from the boundary has high chances to return to the boundary within the distance $a$ to the starting point. In other words, each jump explores the boundary at a typical distance of the order of $a$ (we emphasize that the mean exploration distance can be infinite, see Section 4). As a consequence, the whole trajectory from the first arrival onto the boundary until
reaction, being a sequence of \( \Lambda/a \) jumps on average, explores the surface up to a typical distance \( \Lambda \). These qualitative arguments provide the geometric meaning of the reaction length \( \Lambda \) as a typical size of the surface region around the first arrival point explored until reaction (see Section 4 for precise statements).

The above lattice-based construction of partially reflected random walks employs the mesh distance \( a \). In the limit \( a \to 0 \), each jump starts closer to the boundary and thus explores shorter distances, but the number of jumps increases (given that \( q_a \to 0 \)) so that these effects compensate each other. One can thus expect that such partially reflected trajectories on a lattice converge to a well-defined continuous limit as \( a \to 0 \) (in the same way as ordinary random walks converge to Brownian motion). This limit that we call partially reflected Brownian motion (PRBM), is defined as reflected Brownian motion stopped at the random time

\[
\tau_\Lambda = \inf\{t > 0 : \ell_t > \chi\},
\]

where \( \ell_t \) is the local time process of the reflected Brownian motion on the boundary, which is a continuous analog of the rescaled number of jumps on the boundary \( \eta a \) up to time \( t \), and an independent random variable \( \chi \) was defined by Eq. (11). The reaction length \( \Lambda \) appears in the exponential law (11) and thus parameterizes the family of PRBMs. In the limit \( \Lambda = 0 \), the exponential distribution for \( \chi \) degenerates to the Dirac distribution at 0, so that Eq. (12) is reduced to

\[
\tau_0 = \inf\{t > 0 : \ell_t > 0\},
\]

i.e., \( \tau_0 \) is the first moment when the local time process becomes strictly positive that occurs on the first arrival onto the boundary, and one retrieves Eq. (9).

In spite of apparent similarities between discrete-space and continuous-space partially reflected diffusions, there is a peculiar difference in their construction. In the discrete-space approach, one considers a sequence of diffusion-mediated jumps, in which each jump terminates upon the first arrival on the boundary. In other words, the boundary is treated as perfectly absorbing for each jump, whereas the partial reactivity is implemented and controlled by the number of jumps. In contrast, in the continuous-space approach, the
underlying process is the reflected Brownian motion so that the boundary is treated as fully reflecting, whereas the partial reactivity is again controlled by the (rescaled) number of jumps (i.e., the local time process).

The introduction of a small distance \( a \) to restart each jump was crucial to avoid an immediate return to the boundary. In contrast, discrete-space and discrete-time random walks on a lattice can be easily replaced by continuous trajectories of Brownian motion.\(^{61,62}\) While we focused on PRBM governed by the Laplace operator, one can construct much more general partially reflected diffusions governed by elliptic second-order differential operators.\(^{59}\) In particular, one can consider Markovian jump processes generated by the Euler discretization scheme of a more general stochastic process in the bulk.\(^{63}\) Once the generated trajectory crosses the boundary, it can be either terminated with probability \( q_a \), or reflected back. In our notations, the probability \( q_a \) obtained by Singer et al. reads

\[
q_a = \sqrt{\pi} \kappa \sqrt{\Delta t / 2D} = (\sqrt{\pi} / 2) \kappa a / D = (\sqrt{\pi} / 2) a / \Lambda, \tag{13}
\]

with \( a = \sqrt{2D \Delta t} \), where \( \Delta t \) is the time step. This expression is close to the formula (10), which for small \( a / \Lambda \) yield \( q_a \approx a / \Lambda \). The extra factor \( \sqrt{\pi} / 2 \approx 0.89 \) is related to the use of Gaussian jumps in the Euler scheme instead of discrete-space random walks. In contrast to Eq. (13), the formula (10) is applicable for any reactivity, i.e., \( a / \Lambda \) does not need to be a small parameter.

In the next section, we discuss the propagator of PRBM and show the impact of the reactivity onto various statistics relevant to diffusion-controlled reactions.

3. General Representation of the Propagator

In this section, we derive a general representation of the propagator \( G_\Lambda(x_0, x; t) \) of PRBM, i.e., the probability density of finding a molecule started at a point \( x_0 \) at time 0 in a vicinity of a point \( x \) at time \( t \) in the presence of a partially reactive boundary \( \partial \Omega \) characterized by the reaction length \( \Lambda \). The propagator satisfies the following
equations
\[
\frac{\partial G_A(x_0, x; t)}{\partial t} - D \Delta G_A(x_0, x; t) = 0 \quad (x \in \Omega),
\]
\[
G_A(x_0, x; t = 0) = \delta(x - x_0),
\]
\[
(\Lambda \frac{\partial}{\partial n} + 1) G_A(x_0, x; t) = 0 \quad (x \in \partial \Omega),
\]
where \(\delta(x - x_0)\) is the Dirac distribution (if the domain \(\Omega\) is unbounded, these equations should be completed by the regularity condition at infinity: \(G_A(x_0, x; t) \to 0\) as \(|x| \to \infty\)). To avoid technical details, we assume that the boundary \(\partial \Omega\) is smooth.

The propagator can be decomposed into two parts: the contribution of direct trajectories from \(x_0\) to \(x\) without touching the reactive surface, \(G_0(x_0, x; t)\), and the contribution of trajectories that hit this surface at a point \(s_1 \in \partial \Omega\) at an intermediate time \(0 < t_1 < t\)

\[
G_A(x_0, x; t) = G_0(x_0, x; t) + \int_{\partial \Omega} ds_1 \int_0^t dt_1 j_0(x_0, s_1; t_1) \times G_A(s_1, x; t - t_1),
\]
where

\[
j_0(x_0, s_1; t_1) = \left( -D \frac{\partial}{\partial n} G_0(x_0, x; t_1) \right)_{x = s_1}
\]
is the diffusive flux density at time \(t_1\) at a point \(s_1\) of the perfectly reactive surface (i.e., the probability density of the first arrival in a vicinity of \(s_1\) at time \(t_1\)). This density describes the transport step and is independent of \(\Lambda\). Next, employing the reversal symmetry of the propagator, \(G_A(x_0, x; t) = G_A(x, x_0; t)\), which is also valid when \(x_0\) is a boundary point for \(\Lambda > 0\), one can represent \(G_A(s_1, x; t)\) in Eq. (15) using again Eq. (15) to obtain

\[
G_A(x_0, x; t) = G_0(x_0, x; t) + \int_{\partial \Omega} ds_1 \int_{\partial \Omega} ds_2 \int_0^t dt_1 \int_{t_1}^t dt_2 j_0(x_0, s_1; t_1) G_A(s_1, s_2; t_2 - t_1) j_0(x, s_2; t - t_2).
\]
This relation expresses the propagator $G_\Lambda(x_0, x; t)$ in the whole domain in terms of the propagator $G_\Lambda(s_1, s_2; t)$ from one boundary point to another via bulk diffusion. The second term in Eq. (17) has a simple probabilistic interpretation: a molecule reaches the boundary for the first time at $t_1$, performs PRBM (with eventual reaction) over time $t_2 - t_1$ and, if not reacted during this time, diffuses to the bulk point $x$ during time $t - t_2$ without hitting the reactive surface. We emphasize that the last step would not be possible in the perfectly reactive case because the propagator $G_0(x_0, x; t)$ is zero when $x$ is a boundary point. We also stress that Eq. (17) is valid if $x = s \in \partial \Omega$ is a boundary point. In this case, $G_0(x_0, s; t) = 0$, while $j_0(s, s_2; t - t_2) = \delta(s - s_2)\delta(t - t_2)$, so that the integrals over $s_2$ and $t_2$ are removed, reducing Eq. (17) to

$$G_\Lambda(x_0, s; t) = \int_{\partial \Omega} ds_1 \int_0^t dt_1 j_0(x_0, s_1; t_1) G_\Lambda(s_1, s; t - t_1). \quad (18)$$

This relation justifies the qualitative separation of the diffusion-reaction process into two steps: the transport step (described by $j_0(x_0, s_1; t_1)$) and the reaction step (described by $G_\Lambda(s_1, s; t - t_1)$ or related quantities, see below). We stress, however, that the reaction step involves intricate diffusion process near the partially reactive surface. In addition to the new conceptual view onto PRBM, the representations (17, 18) can be helpful for a numerical computation of the propagator because only the boundary-to-boundary transport $G_\Lambda(s_1, s_2; t)$ needs to be evaluated. Note also that the time convolution can be removed by passing to the Laplace domain, in which Eq. (17) becomes

$$\hat{G}_\Lambda(x_0, x; p) = \hat{G}_0(x_0, x; p)$$
$$+ \int_{\partial \Omega} ds_1 \int_{\partial \Omega} ds_2 \hat{j}_0(x_0, s_1; p) \hat{G}_\Lambda(s_1, s_2; p) \hat{j}_0(x, s_2; p),$$

(19)

where tilde denotes the Laplace transform: $\hat{f}(p) = \int_0^\infty dt e^{-pt} f(t)$. 

3.1. Relation to the Dirichlet-to-Neumann operator

The Laplace-transformed propagator $\tilde{G}_\Lambda(s_1, s_2; p)$ turns out to be the resolvent of the Dirichlet-to-Neumann operator $M_p$ for the modified Helmholtz equation: To a given function $f$ on the boundary $\partial \Omega$ of a confining domain $\Omega \subset \mathbb{R}^d$, the operator $M_p$ associates another function on the boundary,

$$M_p f = \left( \frac{\partial u(x; p)}{\partial n} \right)_{x \in \partial \Omega},$$

(20)

where $u(x; p)$ is the solution of the Dirichlet boundary value problem

$$(p - D\Delta) u(x; p) = 0 \quad (x \in \Omega),$$

(21a)

$$u(x; p)|_{\partial \Omega} = f(x; p) \quad (x \in \partial \Omega).$$

(21b)

For instance, if $f(x; p)$ is understood as a source of molecules on the boundary $\partial \Omega$ emitted into the reactive bulk, then the operator $M_p$ gives their flux density on that boundary. Note that there is a family of operators parameterized by $p$ (or $p/D$). While the Dirichlet-to-Neumann operator was conventionally studied for the Laplace equation (i.e., $p = 0$), the above extension to the modified Helmholtz equation is straightforward.

One can use the Dirichlet-to-Neumann operator to represent the Laplace-transformed propagator $\tilde{G}_\Lambda(x_0, x; p)$ which satisfies for each fixed $x_0 \in \Omega$ the modified Helmholtz equation

$$(p - D\Delta) \tilde{G}_\Lambda(x_0, x; p) = \delta(x - x_0) \quad (x \in \Omega),$$

(22a)

$$\left( \Lambda \frac{\partial}{\partial n} + 1 \right) \tilde{G}_\Lambda(x_0, x; p) = 0 \quad (x \in \partial \Omega).$$

(22b)

To get rid off $\delta(x - x_0)$, one can search the solution in the form

$$\tilde{G}_\Lambda(x_0, x; p) = \tilde{G}_0(x_0, x; p) + \tilde{g}_\Lambda(x_0, x; p),$$

(23)

where the unknown regular part $\tilde{g}_\Lambda(x_0, x; p)$ satisfies

$$(p - D\Delta) \tilde{g}_\Lambda(x_0, x; p) = 0 \quad (x \in \Omega),$$

(24a)
\[
\left( \Lambda \frac{\partial}{\partial n} + 1 \right) \tilde{g}_\Lambda(x_0, x; p) = -\Lambda \left( \frac{\partial}{\partial n} \tilde{G}_0(x_0, x; p) \right) \quad (x \in \partial \Omega). \quad (24b)
\]

Suppose that we have solved this problem and found that the solution \( \tilde{g}_\Lambda(x_0, x; p) \) on the boundary \( \partial \Omega \) is equal to some function \( f(x; p) \). Once we know \( f(x; p) \), we can simply reconstruct \( \tilde{g}_\Lambda(x_0, x; p) \) as the solution of the corresponding Dirichlet problem. Applying then the Dirichlet-to-Neumann operator to \( f(x; p) \), we can express the normal derivative of \( \tilde{g}_\Lambda(x_0, x; p) \). Summarizing these steps, one can express the restriction of the solution \( \tilde{g}_\Lambda(x_0, x; p) \) on the boundary as

\[
\tilde{g}_\Lambda(x_0, s; p) = \left( \Lambda \mathcal{M}_p + I \right)^{-1} \frac{\Lambda}{D} \tilde{j}_0(x_0, s; p) \quad (s \in \partial \Omega), \quad (25)
\]

where \( I \) is the identity operator. Finally, if the starting point \( x_0 = s_0 \) lies on the boundary, one has \( \tilde{j}_0(s_0, s; p) = \delta(s - s_0) \), the Dirichlet propagator \( \tilde{G}_0(s_0, x; p) \) vanishes in Eq. (23), and we get

\[
D \tilde{G}_\Lambda(s_0, s; p) = \left( \mathcal{M}_p + I/\Lambda \right)^{-1} \delta(s - s_0) \quad (s_0, s \in \partial \Omega). \quad (26)
\]

We conclude that \( D \tilde{G}_\Lambda(s_0, s; p) \) is the resolvent of the Dirichlet-to-Neumann operator \( \mathcal{M}_p \). In particular, one can rewrite Eq. (19) in the form of a scalar product between two functions on the boundary

\[
\tilde{G}_\Lambda(x_0, x; p) = \tilde{G}_0(x_0, x; p) + \frac{\Lambda}{D} \times \left( \tilde{j}_0(x_0, ; ; p) \cdot (I + \Lambda \mathcal{M}_p)^{-1} \tilde{j}_0(x, ; ; p) \right)_{L^2(\partial \Omega)}. \quad (27)
\]

Remarkably, all the “ingredients” of this formula correspond to the Dirichlet condition on a perfectly reactive boundary, and only the reaction length \( \Lambda \) keeps track of partial reactivity. Note that this is a significant extension of the formula for the total steady-state flux derived in Ref. 45. This profound connection (that was earlier established for the conventional setting of the Laplace equation\textsuperscript{45,61}) allows one to express many probabilistic quantities through the spectral properties of the Dirichlet-to-Neumann operator.
3.2. Reaction time distribution and spread harmonic measure

The propagator determines many quantities often considered in the context of diffusion-controlled reactions: the survival probability up to time $t$, the reaction time distribution, the distribution of the reaction point (at which reaction occurs), etc. For instance, the diffusive flux density at a partially reactive point $s \in \partial \Omega$ is

$$j_\Lambda(x_0, s; t) = \left(-D \frac{\partial}{\partial n} G_\Lambda(x_0, x; t)\right)_{x=s} = \frac{D}{\Lambda} G_\Lambda(x_0, s; t), \quad (28)$$

where we used the Robin boundary condition (14c). This is the joint probability density for the reaction time and reaction point on the boundary (from the starting point $x_0$). The integral over $s$ yields the marginal probability density of reaction times,

$$\rho_\Lambda(t; x_0) = \int_{\partial \Omega} ds \, j_\Lambda(x_0, s; t) = \frac{D}{\Lambda} \int_{\partial \Omega} ds \, G_\Lambda(x_0, s; t), \quad (29)$$

whereas the integral over time $t$ yields the marginal probability density of reaction points

$$\omega_\Lambda(s; x_0) = \int_0^{\infty} dt \, j_\Lambda(x_0, s; t) = \frac{D}{\Lambda} \tilde{G}_\Lambda(x_0, s; p = 0). \quad (30)$$

The latter was called the spread harmonic measure. This is a natural extension of the harmonic measure that characterizes the first arrival onto the perfectly reactive boundary.

In general, the reactive surface does not need to be the whole boundary of the confining domain $\Omega$. The above analysis remains applicable when only a part of the boundary is partially reactive, whereas the remaining part is inert. In this case, the Neumann boundary condition is imposed on the inert part so that one faces the mixed Robin–Neumann boundary condition. In this setting, the propagator $G_0(x_0, x; t)$ corresponds to the respective Dirichlet–Neumann problem, with a perfectly reactive part. In other words, the presence of the inert part does not change the above arguments, once the involved quantities are treated accordingly.
4. An Example: The Half-Space\textsuperscript{b}

As a basic example, we consider the PRBM in an upper half-space, \( \Omega = \{ \mathbf{x} = (\mathbf{y}, z) \in \mathbb{R}^d : z > 0 \} \), with partially reactive hyperplane \( \partial \Omega = \mathbb{R}^{d-1} \). For convenience, we represent each point \( \mathbf{x} \) as \( (\mathbf{y}, z) \), where \( \mathbf{y} \in \mathbb{R}^{d-1} \) are lateral coordinates, and \( z \geq 0 \) is the transverse coordinate. In this example, the transverse and lateral motions are independent, and the propagator \( G_\Lambda(\mathbf{x}_0, \mathbf{x}; t) \) is the product of the Gaussian propagator in lateral directions and the propagator on the transverse positive semi-axis with the Robin boundary condition at the zero endpoint. The latter propagator is well known (see e.g., the book\textsuperscript{69}), and we get

\[
G_\Lambda(\mathbf{x}_0, \mathbf{x}; t) = \frac{\exp\left(\frac{-|\mathbf{y}-\mathbf{y}_0|^2}{4Dt}\right)}{(4\pi Dt)^{(d-1)/2}} \left\{ \frac{\exp\left(\frac{-(z-z_0)^2}{4Dt}\right) + \exp\left(\frac{-(z+z_0)^2}{4Dt}\right)}{\sqrt{4\pi Dt}} \right. \\
- \frac{1}{\Lambda} \exp\left(\frac{z + z_0}{\Lambda} + \frac{Dt}{\Lambda^2}\right) \text{erfc}\left(\frac{z + z_0 + \sqrt{Dt}}{\Lambda}\right) \right\}, \quad (31)
\]

where \( \text{erfc}(z) \) is the complementary error function. This is a rare example when the propagator can be obtained in a fully explicit form. In the limit \( \Lambda = 0 \), Eq. (31) is reduced to the Dirichlet propagator in the upper half-space

\[
G_0(\mathbf{x}_0, \mathbf{x}; t) = \frac{\exp\left(\frac{-|\mathbf{y}-\mathbf{y}_0|^2}{4Dt}\right)}{(4\pi Dt)^{(d-1)/2}} \left\{ \frac{\exp\left(\frac{-(z-z_0)^2}{4Dt}\right)}{\sqrt{4\pi Dt}} - \frac{\exp\left(\frac{-(z+z_0)^2}{4Dt}\right)}{\sqrt{4\pi Dt}} \right\}, \quad (32)
\]

from which

\[
\tilde{j}_0(\mathbf{x}_0, \mathbf{s}; t) = \frac{\exp\left(\frac{-|\mathbf{x}-\mathbf{y}_0|^2}{4Dt}\right) z_0 \exp\left(\frac{-z_0^2}{4Dt}\right)}{(4\pi Dt)^{(d-1)/2}} \left. \frac{\exp\left(\frac{z^2}{4Dt}\right)}{\sqrt{4\pi Dt^3}} \right. \quad (33)
\]

The above formulas help to compute other quantities of interest. For instance, the probability density of the reaction time follows

\textsuperscript{b}This section is rather technical and can be skipped at first reading.
from Eq. (29)

\[
\rho_\Lambda(t; z_0) = \frac{D \exp\left(-\frac{z_0^2}{4Dt}\right)}{\Lambda} \left\{ \frac{1}{\sqrt{\pi Dt}} - \frac{1}{\Lambda} \text{erfcx}\left(\frac{z_0}{\sqrt{4Dt}} + \frac{\sqrt{Dt}}{\Lambda}\right) \right\},
\]

(34)

(note that the density depends only on the height \(z_0\) of the starting point \(x_0 = (y_0, z_0)\) above the boundary). In the limit \(\Lambda = 0\), one retrieves the classical expression \(\rho_0(t; z_0) = \frac{z_0}{\sqrt{4\pi Dt}} e^{-z_0^2/(4Dt)}\). In the long-time limit, one gets \(\rho_\Lambda(t; z_0) \simeq \frac{z_0 + \Lambda}{\sqrt{4\pi Dt}}\), as though the height of the starting point is increased by the reaction length \(\Lambda\). In the short-time limit, one gets either a very fast vanishing as \(t \to 0\) for \(z_0 > 0\), or a power law divergence \(\rho_\Lambda(t; z_0) \simeq \frac{D}{\sqrt{\pi Dt}}\) for \(z_0 = 0\). This behavior is illustrated in Fig. 2.

The spread harmonic measure density is obtained from Eq. (30)

\[
\omega_\Lambda(s; x_0) = \int_{\mathbb{R}^{d-1}} \frac{d\mathbf{q}}{(2\pi)^{d-1}} \frac{e^{-i(q(s-y_0))}}{1 + \Lambda |\mathbf{q}|} = \int_0^\infty dz \frac{e^{-z/\Lambda}}{\Lambda} \omega_0(s; (y, z_0 + z)),
\]

(35)

Fig. 2. The probability density \(\rho_\Lambda(t; z_0)\) of the reaction time for a molecule started at height \(z_0\) above a flat surface, with \(z_0 = 1\) (a) and \(z_0 = 0\) (b), and four values of the reaction length \(\Lambda\) (arbitrary units are used, with \(D = 1\)). In the second plot, the density \(\rho_0(t; z_0 = 0) = \delta(t)\) for \(\Lambda = 0\) is not shown. Gray straight lines indicate power law asymptotics \(t^{-1/2}\) and \(t^{-3/2}\).
where

$$\omega_0(s; (y_0, z_0)) = \frac{\Gamma(d/2)}{\pi^{d/2}} \frac{z_0}{\left[ z_0^2 + |s - y_0|^2 \right]^{d/2}}$$

(36)

is the harmonic measure density (see Ref. 65 for the derivation of the last equality in Eq. (35)). In other words, the effect of partial reflections on the boundary can be seen as an effective increase the height $z_0$ of the starting point above the boundary. This increase is randomly distributed with an exponential law determined by the reaction length $\Lambda$. As expected, the density $\omega_\Lambda$ is radially symmetric with respect to the line which is perpendicular to the reactive surface and passes through the starting point $x_0$. In other words, it depends only on the height $z_0$ and the radial distance $r = |s - y_0|$. The behavior of the spread harmonic measure is illustrated in Fig. 3.

One can easily check that the mean exploration distance, defined as the standard deviation of explored distance from the first arrival point to the reaction point, is infinite (see also Ref. 70). This is related to the fact that each jump can go unlimitedly far away from the reactive boundary, and such rare but anomalously long trajectories dominate in the second moment, due to the power-law asymptotic decay of the harmonic measure density in Eq. (36). In this way, the successive arrival points of PRBM onto the reactive surface can be seen as Lévy flights on that surface.71–75

Fig. 3. The spread harmonic measure density $\omega_\Lambda(s; (y_0, z_0))$ of the reaction point $s$ as a function of the radial distance $r = |s - y_0|$ for a molecule started at height $z_0$ above the plane in the 3D space ($d = 3$), with $z_0 = 1$ (a) and $z_0 = 0$ (b), and four values of the reaction length $\Lambda$ (arbitrary units are used, with $D = 1$). In the second plot, the harmonic measure density $\omega_0(s; (y_0, 0)) = \delta(s - y_0)$ for $\Lambda = 0$ is not shown.
Integrating the spread harmonic measure over $s$ with $|s - y_0| > R$, one gets the probability of the reaction event at boundary points whose distance to the first arrival point is greater than $R$

$$P_\Lambda(R) = \int_{|s-y_0|>R} ds \omega_\Lambda(s; (y_0, 0))$$

$$= \frac{2\Gamma(d/2)}{\sqrt{\pi} \Gamma((d-1)/2)} \int_0^\infty dx \frac{e^{-xR/\Lambda}}{(1 + x^2)^{d/2}}, \quad (37)$$

(the last equality was derived in Ref. 65). This probability characterizes the exploration of a flat partially reactive surface after the first arrival and till the reaction. This is a function of $R/\Lambda$, which monotonously decreases from 1 to 0. The condition $P_\Lambda(R_m) = 0.5$ defines the median radius $R_m$ of the spherical domain around the first arrival point, at which half of molecules react. In three dimensions, one gets $R_m \approx 1.17 \Lambda$, providing a geometric interpretation of the reaction length $\Lambda$. The behavior of the probability $P_\Lambda(R)$ is illustrated in Fig. 4.

![Fig. 4. The probability $P_\Lambda(R)$ of the reaction event at a boundary point $s$ at distance greater than $R$ to the first arrival point (here, the origin) on the plane in the three-dimensional space ($d = 3$), for two values of the reaction length: $\Lambda = 1$ (blue narrower surface) and $\Lambda = 5$ (red broader surface). Two circles show the median reaction radius $R_m \approx 1.17 \Lambda$ at which this probability is equal to 0.5. Arbitrary length units are used.](image-url)
5. Conclusion: Is the Finite Reactivity Important?

As discussed in Section 1, there are various microscopic mechanisms that naturally lead to a finite reactivity of the target surface. However, the mathematical description of imperfect reactions involves more sophisticated partially reflected Brownian motion and while most of the results known for perfect reactions can be generalized to imperfect ones, mathematical derivations are usually much more involved. It is probably for this reason that the majority of theoretical studies remains focused on perfect reactions. It is therefore natural to ask whether the finite reactivity is indeed important?

The reactivity of the target introduces the reaction length \( \Lambda = \frac{D}{\kappa} \) which controls the balance between the transport step toward the target and the reaction step on the target. The latter step involves the intricate exploration of the partially reactive surface until the reaction occurs. This process mixes bulk diffusion from surface to surface points and eventual reaction trials. Since the process is strongly coupled to the geometry of the environment, the dependence of diffusion characteristics (such as the total flux) on \( \Lambda \) can reveal geometric structure of the target surface.\(^{76}\)

When the reaction length is the smallest length scale of the problem, the effects of finite reactivity can be neglected. In practice, however, there is a conceptual difference between setting \( \Lambda = 0 \) (the idealized case of perfect reactions with Dirichlet boundary condition, \( \kappa = \infty \)), and \( \Lambda > 0 \), even if \( \Lambda \) remains small. For instance, in the analysis of the short-time asymptotic behavior of a diffusion problem, the diffusion length \( \sqrt{D t} \) can become smaller than the reaction length \( \Lambda > 0 \) as \( t \to 0 \). As a consequence, the short-time asymptotic behavior for perfect and imperfect reactions is different.\(^{40,77}\) For example, the probability density of the reaction time on a spherical target of radius \( R \) reads\(^{40}\)

\[
\rho_\Lambda(t; x_0) \simeq \frac{R}{|x_0|} \exp\left(-\frac{(|x_0| - R)^2}{4Dt}\right) \times \begin{cases} 
\frac{|x_0| - R}{\sqrt{4Dt}} \quad (\Lambda = 0) \\
\sqrt{\frac{Dt}{\Lambda}} \quad (\Lambda > 0)
\end{cases} \quad (38)
\]
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(with the starting point \(x_0\) outside the target: \(|x_0| > R\)). One can see that the power law prefactor is different in two cases. Moreover, when \(\Lambda\) is small, one can also expect the transition from the short-time regime at \(\sqrt{Dt} \ll \Lambda \ll |x_0| - R\) (given by the second expression) to an intermediate regime at \(\Lambda \ll \sqrt{Dt} \ll |x_0| - R\) (given by the first expression).

Another important example is the so-called narrow escape problem from an Euclidean domain \(\Omega\) through a small hole \(\Gamma\) on the boundary \(\partial \Omega\) (see the review\(^6\) and references therein). In this setting, the escape through a hole \(\Gamma\) can be understood as reaction on the target \(\Gamma\) upon the first arrival. When the (non-dimensional) size \(\varepsilon\) of the escape region goes to zero, the mean exit time diverges as \(\log(1/\varepsilon)\) in two dimensions and as \(\varepsilon^{-1}\) in three dimensions.\(^6,7,8\) However, an escape through a small opening requires overpassing either an entropic or an energetic barrier, or both. Once the escape region is considered as partially reactive (\(\Lambda > 0\)), the asymptotic behavior of the mean exit time changes drastically.\(^24\) In the narrow escape limit \(\varepsilon \to 0\), the dominant contribution to the mean exit time comes from the finite reactivity and scales as \(\varepsilon^{-1}/\kappa\) in two dimensions and \(\varepsilon^{-2}/\kappa\) in three dimensions. This contribution does not exist for idealized perfect escape (\(\kappa = \infty\)) but becomes dominant for a finite reactivity \(\kappa\). Once again, in the narrow escape limit, the size of the hole becomes the smallest length scale, and thus the finite reactivity cannot be ignored. The impact of \(\kappa\) on the whole distribution of the reaction time was recently investigated.\(^7,9\)

These two examples illustrate how an idealized assumption of perfect reactions can be misleading. Even though the analysis of imperfect reactions is mathematically more involved, the related technical difficulties are generally not insurmountable. As a matter of fact, the finite reactivity often "regularizes" solutions and helps to resolve some apparent "paradoxical" properties of Brownian motion. For instance, the Smoluchowski flux (3) toward a perfectly reactive spherical target diverges as \(t \to 0\), meaning that too many molecules in a close vicinity of the target react at first time instances. This unrealistic divergence does not appear in the Collins–Kimball flux (5) toward
a partially reactive target. Moreover, PRBM can be started right at the partially reactive boundary whereas ordinary Brownian motion started on an absorbing boundary would immediately react. As a consequence, the Robin boundary condition is necessary for a natural implementation of reversible association of a diffusing molecule with the target. In fact, when the formed metastable complex $AB$ in (7) dissociates (with some rate $k_{\text{off}}$), the just dissociated molecule is released on the target surface. If the latter was perfectly reactive, the molecule would immediately react again, making such a dissociation process impossible.\textsuperscript{80,81} A standard trick to overcome this problem consists in ejecting the just dissociated molecule to a finite distance $a$ from the target, from which its diffusion is released.\textsuperscript{16–19,44,60} While the introduction of such an ejection distance can be rationalized from the physical point of view (e.g., a finite size of molecules, the presence of a specific surface layer, a finite range binding interaction, etc.), this is precisely an intermediate step of the construction of PRBM as described in Section 2. In other words, even when one tries to avoid using partial reactivity and the associated PRBM, one often uses it implicitly via a “regularization” by a finite ejection distance $a$.

The mathematical theory of partially reflected diffusions is rather well developed.\textsuperscript{55–59} In particular, the fundamental interconnection between the stochastic process, the diffusion equation with Robin boundary condition, and the spectral properties of the underlying diffusion operator and the Dirichlet-to-Neumann operator provides the solid mathematical foundation for investigating imperfect diffusion-controlled reactions. In turn, the intricate exploration of the partially reactive surface via diffusion-mediated jumps in complicated structures such as multiscale porous media or domains with irregular or fractal boundaries, remains poorly understood. In this light, efficient numerical techniques such as fast Monte Carlo methods\textsuperscript{67,68,82,83} or semi-analytical solutions\textsuperscript{84,85} become particularly important.
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At finite concentrations of reacting molecules, kinetics of diffusion-controlled reactions is affected by intrareactant interactions. As a result, multiparticle reaction statistics cannot be deduced from single-particle results. Here, we briefly review a recent progress in overcoming this fundamental difficulty. We show that the fluctuating hydrodynamics and macroscopic fluctuation theory provide a simple, general, and versatile framework for studying a whole class of problems of survival, absorption, and escape of interacting diffusing particles.

1. Introduction

Kinetics of many diffusion-controlled reactions is affected by intrareactant interactions. This happens when the density of the reacting molecules is not too small. Although the importance of interactions may have been recognized for a long time, there has been very little progress in their account in theory. Here we will briefly review, and slightly generalize, one promising approach toward solving this long-standing problem.1–6 We will consider several prototypical gas
settings. The first group of settings — interior settings — deals with interacting diffusing molecules inside a domain (think about a living cell). The second group — exterior settings — deals with molecules surrounding a domain. In both cases, the domain boundary, or part of it, absorbs the molecules upon impact, signaling that a reaction occurred.

The interior settings give simplified descriptions of inter-cellular transport in the living cell, where molecules search for a correct location within a cell membrane. The efficacy of the inter-cellular transport is determined by the absorption rate of the molecules.\(^7\) The interior settings include the narrow escape problem, see the right panel of Fig. 1, which is well studied in the case of non-interacting diffusing molecules trying to escape from a closed domain via a small hole in its boundary.\(^7\)–\(^12\)

The exterior problems are different but closely related. The case when the boundary of the domain is fully absorbing is known as the target search, or target survival problem.\(^13\)–\(^15\) This describes the situation where the molecules of one reactant — a minority — can be viewed as big and immobile, whereas the molecules of another reactant — a majority — are small and mobile. A different scenario happens when molecules get absorbed only through some absorbing patches — receptors — distributed on the otherwise reflecting domain boundary,\(^16\),\(^17\) see the left panel of Fig. 1.

If the diffusing molecules are treated as non-interacting random walkers (RWs), the calculation of the effective reaction rates and its

---

Fig. 1. (a) An exterior problem with multiple absorbing patches shown in white. The rest of the boundary is reflecting. (b) Narrow escape of multiple particles through a small hole in the boundary, the rest of the boundary being reflecting.
fluctuation statistics boils down to calculating a single-particle probability. Interactions invalidate the single-particle picture and make the problem very difficult. Fortunately, a new simplification emerges if there are sufficiently many interacting diffusing particles in the relevant region of space. In this case one can use the fluctuating hydrodynamics, which goes back to Landau and Lifshitz, and a large deviation theory for it. As a convenient and well-controlled first-principle model, Refs. 1–5 adopted diffusive lattice gases, where the fluctuating hydrodynamics is well established. The corresponding large-deviation theory has recently become available under the name of macroscopic fluctuation theory (MFT).

2. Fluctuating Hydrodynamics and the MFT

Fluctuating hydrodynamics is a coarse-grained description of a gas of particles in terms of the particle number density $\rho(x,t)$. The average particle density of a lattice gas obeys a diffusion equation

$$\partial_t \rho = \nabla \cdot [D(\rho) \nabla \rho],$$

whereas macroscopic fluctuations are described by the conservative Langevin equation

$$\partial_t \rho = -\nabla \cdot J, \quad J = -D(\rho) \nabla \rho - \sqrt{\sigma(\rho)} \eta(x,t),$$

(1)

where $\eta(x,t)$ is a zero-mean Gaussian noise, delta-correlated in space and in time. The diffusivity $D(\rho) \geq 0$ and the mobility $\sigma(\rho) \geq 0$ are to be obtained, for each lattice gas, from the microscopic model. The simplest case, whose coarse-grained behavior coincides with that of non-interacting Brownian particles is the gas of RWs, where one has $D(\rho) = D_0$ and $\sigma(\rho) = 2D_0 \rho$. A model with interactions, which we will focus on, is the symmetric simple exclusion process (SSEP) which accounts, in a simple way, for excluded volume interactions. The SSEP’s average behavior coincides with that of the RW’s, as they share the same density-independent diffusivity $D_0$. Their fluctuations, however, are different as the SSEP’s mobility $\sigma(\rho) = 2D_0 \rho(1 - \rho a^3)$ is a nonlinear function of $\rho$. Here $a$ is the lattice constant which we set to unity, so that $0 \leq \rho \leq 1$. 
Like many other lattice gases, the SSEP behaves in its dilute limit as non-interacting RWs.

To develop a large-deviation theory for Eq. (1), one starts from a path integral for the probability of observing a joint density and flux histories \( \rho(x, t), J(x, t) \), constrained by the continuity equation (1)

\[
P = \int D\rho D\mathbf{J} \prod_x \delta (\partial_t \rho + \nabla \cdot \mathbf{J}) \exp\left( -S \right),
\]

\[
S [\rho(x, t), J(x, t)] = \int_0^T dt \int d^3x \left[ \mathbf{J} + D(\rho)\nabla \rho \right]^2 / 2\sigma(\rho).
\]

In the interior and exterior settings, presented above, we condition the process on a specified (zero or non-zero) particle absorption current by a given time \( T \). Therefore, we need to evaluate the path integral over only those density and flux histories which led to the specified current. Assuming that all characteristic length scales involve large numbers of particles, the dominant contribution for \( P \) comes from the optimal fluctuation: The most probable history \( \rho(x, t), J(x, t) \). The ensuing minimization procedure yields the Euler–Lagrange equation which can be cast into a Hamiltonian form, known as the MFT equations. The minimization procedure also generates problem-specific boundary conditions. Evaluating the minimum action \( S \) over the solutions to the minimization problem yields the desired probability \( P \) up to a preexponential factor,

\[
-\ln P \simeq S \equiv \min_{\rho, \mathbf{J}} S [\rho(x, t), J(x, t)] .
\]

In general, the minimization problem is not solvable analytically. Considerable simplifications arise in the limits of very long and very short times compared to a characteristic diffusion time of the problem, see below. We will first address the long-time limit, where the optimal gas density and flux become stationary, and devote Section 5 to the non-stationary regime relevant for short times. Following Refs. 1–5, we will consider two types of initial conditions. The first is a random (or annealed) initial condition, where particles are randomly distributed in space with an average density \( \rho_0 \). It describes the situation where the gas has enough time to equilibrate
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before the process starts (for example, before the receptor becomes available). The other is deterministic (or quenched) initial condition with a uniform density $\rho_0$. When considering long times, the details of the initial condition become irrelevant. In contrast, the short-time statistics strongly depends on the initial condition.

3. The Exterior Problem

Suppose a gas of diffusing particles fills the whole space outside of a simply connected 3d domain of a linear size $L$. The domain boundary $\Omega$ is composed of a reflecting part $\Omega_r$ and a complementary absorbing part $\Omega_a$. Whenever a particle hits $\Omega_a$, it is immediately absorbed, which sets

$$\rho(x \in \Omega_a, t) = 0.$$  \hspace{1cm} (4)

Whenever a particle hits $\Omega_r$, it is reflected, which sets a zero-flux boundary condition

$$J(x \in \Omega_r, t) \cdot \hat{n} = 0,$$  \hspace{1cm} (5)

where $\hat{n}$ denotes a local unit vector normal to the domain boundary and directed into the domain. For a fully absorbing domain, there is no reflecting part. The simpler latter setting is known as “the target search problem”\textsuperscript{13–15}; it captures the essence of many diffusion-controlled chemical reactions. A more involved setting is a domain whose boundary has several disjoint absorbing patches (receptors).\textsuperscript{16,17} For both random and deterministic initial conditions, the boundary condition at infinity is

$$\rho(|x| \rightarrow \infty, t) = \rho_0.$$  \hspace{1cm} (6)

The quantity of interest is the probability $P(n, T, \rho_0)$ that $N$ gas particles were absorbed during the time interval $0 < t < T$, where $n \equiv N/T$ is the absorption current. For multiple absorbing patches, one is interested in the corresponding multivariate probability.

At times $T$ much longer than the diffusion time $L^2/D(\rho_0)$, the system reaches a non-equilibrium steady state, where the average gas
density $\bar{\rho}(x)$ is independent of time. In its turn, the average number of absorbed particles, $\bar{N}$, is proportional to time, so that the average absorption current $\bar{n} = \bar{N}/T$ is independent of time. Similarly, for a whole class of lattice gases the optimal density and flux, conditioned on a specified current $n \neq \bar{n}$, also become stationary.\footnote{The full time-dependent solution of the problem develops two narrow boundary layers in time, at $t = 0$ and $t = T$. They only give a subleading contribution to the action (3), see e.g., Refs. 1,2.} As a result, $P(n, T, \rho_0)$ exponentially decays with time $T$. A similar situation occurs in the context of stationary fluctuations of current in diffusive lattice gases, driven by density reservoirs at the boundaries. There the stationarity of the optimal gas density and flux is known under the name of the “additivity principle”,\footnote{The full time-dependent solution of the problem develops two narrow boundary layers in time, at $t = 0$ and $t = T$. They only give a subleading contribution to the action (3), see e.g., Refs. 1,2.} and we use this term here as well.

3.1. Target survival

The authors of Ref. 1 considered a fully absorbing domain ($\Omega_a = \Omega$) and studied the probability $P(n = 0, T, \rho_0)$ that not a single particle gets absorbed by time $T$. This probability is often called the survival probability; it is a key quantity in determining the distribution of absorption times of the first particle. The latter is given by $P_{\text{first}}(T, \rho_0) = -\partial_T P(n = 0, T, \rho_0)$. As a result, the mean absorption time of the first particle, which determines the average reaction rate, is $\langle T \rangle = \int_0^T dt P(n = 0, T, \rho_0)$.

Previously, the target survival has been extensively studied, by exploiting single particle results, in the case when the particles are non-interacting RWs. The probability that the target survives until a long time $T$ decays exponentially in time,

$$-\ln P(n = 0, T, \rho_0) \simeq Ts(\rho_0)$$ \hfill (7)

with the decay rate\footnote{The full time-dependent solution of the problem develops two narrow boundary layers in time, at $t = 0$ and $t = T$. They only give a subleading contribution to the action (3), see e.g., Refs. 1,2.}

$$s(\rho_0) = 4\pi CD_0 \rho_0,$$ \hfill (8)
where $C$ is the electrical capacitance of a conductor whose shape is $\Omega$. For a sphere of radius $R$ one has $C = R$. As shown in Ref. 1, the long-time expression (7) holds for interacting lattice gases as well, and the steady-state MFT calculations yield model-specific $s(\rho_0)$. Here is a scheme of the calculations. As one can show, the stationary particle flux, optimal for survival, vanishes everywhere.\(^1\text{,}\(2\) In other words, the fluctuating contribution to the optimal flux exactly counterbalances the deterministic contribution, thus preventing the particles from being absorbed. One is left with finding the optimal density profile. Upon the ansatz $J = 0$ and $\rho = \rho(x)$ in Eq. (2), the action $S$ becomes proportional to $T$, and the problem reduces to minimizing the action rate functional

$$s[\rho(x)] = \int d^3x \frac{[D(\rho) \nabla \rho]^2}{2\sigma(\rho)}, \quad (9)$$

subject to the boundary conditions (4) and (6). It is convenient to make the transformation $u(x) = f[\rho(x)]$, where\(^1\text{,}\(b\)

$$f(\rho) = \int_0^\rho dz \frac{D(z)}{\sqrt{\sigma(z)}}. \quad (10)$$

We denote the inverse function, $f^{-1}$, by $F$. The transformation (10) reduces the minimization problem to solving the Laplace’s equation

$$\nabla^2 u = 0. \quad (11)$$

Returning to the original variables, the solution is given in terms of the effective electrostatic potential around a conductor with boundary $\Omega$ kept at unit voltage $\phi(x)$. In simple cases (e.g., when $\Omega$ is a disk, a sphere or a spheroid), $\phi(x)$ can be found explicitly.\(^3\text{,}\(5\) The stationary density profile, optimal for the particle survival, is a function

\(^{\text{Convergence of the integral (10) puts some limitations on the behavior of } D(\rho) \text{ and } \sigma(\rho) \text{ at small densities. As an example, let } D(\rho \to 0) \sim \rho^\alpha \text{ and } \sigma(\rho \to 0) \sim \rho^\beta. \text{ Then the integral converges at } \rho \to 0 \text{ if and only if } 2\alpha - \beta + 2 > 0. \text{ This condition holds in the examples we consider here.}}\)
of this potential alone
\[ \rho(x) = F\{f(\rho_0)[1 - \phi(x)]\}. \] (12)

The action rate (9), evaluated over the solution (12), yields the decay rate \( s(\rho_0) \) entering Eq. (7). It is given by the electrostatic energy created by a conductor \( \Omega \) held at voltage \( f(\rho_0) \)
\[ s(\rho_0) = 2\pi C f^2(\rho_0). \] (13)

Remarkably, the entire effect of interactions is encoded in the density dependence \( f(\rho_0) \), coming from the nonlinear transformation (10). The geometry dependence is universal for all gases of this class and is given by the capacitance \( C \). When specialized to the RWs, Eq. (13) reduces to Eq. (8), as to be expected.

For the SSEP Eqs. (10) and (13) yield
\[ s(\rho_0) = 4\pi CD_0 \arcsin^2(\sqrt{\rho_0}). \] (14)

This decay rate is larger than that of the Rws (8), as to be expected because of the effective mutual repulsion of the particles, see the Fig. 2(a). Earlier works\textsuperscript{36–40} on the target survival for the SSEP only established some bounds on \( P(n = 0, T, \rho_0) \).

3.2. Full statistics of absorption

When conditioning on arbitrary \( n > 0 \), we impose the constraint \( \oint_{X \in \Omega} J \cdot \hat{n} = n \). The stationary version of Eq. (1) is \( \nabla \cdot J = 0 \). This fact, alongside with the boundary conditions and the additional assumption that the field \( J \) is irrotational, uniquely defines \( J \).\textsuperscript{c,d} It is given in terms of the average steady-state flux field
\[ J(x) = -D(\bar{\rho}) \nabla \bar{\rho}, \] (15)

\textsuperscript{c} One also needs to use the fact that the component of the flux, transverse to the domains boundary, vanishes. This property holds for the optimal irrotational flux field.

\textsuperscript{d} Within linearized MFT equations, the vorticity of the flux field vanishes.\textsuperscript{4} It would be very interesting to find out whether a nonzero vorticity can emerge, in nontrivial geometries, beyond small fluctuations.
which is also solenoidal and irrotational but obeys \( \oint_\Omega \mathbf{J} \cdot \hat{n} = \bar{n} \).

Then it follows that the optimal absorption flux is simply

\[
\mathbf{J} = \frac{n}{\bar{n}} \mathbf{j},
\]

(16)

see also Refs. 3, 41. The average flux (15) is given by the effective electrostatic potential \( \phi(x) \), defined in the previous section:4,16

\[
\mathbf{j} = V(\rho_0) \nabla \phi(x), \quad V(\rho_0) = \int_0^{\rho_0} D(z)dz.
\]

(17)

This potential plays the role of the natural “spatial coordinate” of the problem. The optimal density field \( \rho \) is a function of the potential alone, and the problem is effectively 1D with respect to this coordinate3,4,41

\[
\rho(x) = \rho_1[\phi(x)].
\]

(18)
The function \( \rho_1(u) \) is defined on the segment \( u \in [0, 1] \) and obeys the boundary conditions \( \rho_1(0) = \rho_0 \) and \( \rho_1(1) = 0 \). It is to be determined by a 1D variational problem which involves the minimization of the action (3). Upon the ansatz \( J = (n/\bar{n}) \bar{J} \) and \( \rho(x) = \rho_1[\phi(x)] \) in Eq. (2), the action becomes proportional to \( T \), so one needs to minimize an action rate functional. After some algebra the problem is reduced to minimizing a 1D functional in terms of \( \rho_1(u) \):

\[
\mathcal{S}[\rho_1(u)] = 4\pi C \times \int_0^1 \frac{\left(\frac{n}{4\pi C} + D[\rho_1(u)]\rho_1'(u)\right)^2}{2\sigma[\rho_1(u)]} \, du, \quad (19)
\]

where, as in the previous section, \( C \) is the capacitance of the absorbing domain. The same functional appears in the context of the long-time statistics of the current in a lattice gas on a segment, driven by two reservoirs with different gas densities at the segment’s ends. In the latter setting, the probability of having the current \( n \) decays exponentially in time, \(-\ln P_{1d}(n, T, \rho_0) \simeq T s_{1d}(n, \rho_0)\). The action rate \( s_{1d}(n, \rho_0) \) is simply related to the action rate, obtained by minimization of Eq. (19) \( s(n, \rho_0) \)

\[
s(n, \rho_0) = 4\pi C s_{1d}\left(\frac{n}{4\pi C}, \rho_0\right), \quad (20)
\]

This sets a universal relation between the different problems. The geometry enters only through the capacitance of the domain.

The 1D problem is exactly solvable in quadratures. For the SSEP, the result can be written as

\[
-\ln P(N, T, \rho_0) \simeq \tilde{N} \tilde{s}\left(\frac{N}{\tilde{N}}, \rho_0\right), \quad (21)
\]

where \( \tilde{N} = 4\pi CD_0\rho_0 T \). The function \( \tilde{s}(N/\tilde{N}, \rho_0) \) is shown in the right panel of Fig. 2. In the limit of \( \rho_0 \to 0 \) the function \( \tilde{s}(N/\tilde{N}, \rho_0) \) describes the RWs and corresponds to the \( N \gg 1 \) limit of the Poisson distribution with mean \( \tilde{N} \):

\[
\tilde{s}\left(\frac{N}{\tilde{N}}, \rho_0 \to 0\right) = \frac{N}{\tilde{N}} \ln \frac{N}{\tilde{N}} - \frac{N}{\tilde{N}} + 1. \quad (22)
\]
3.3. Multiple absorbing patches

Reference 4 considered particle absorption by multiple patches $\Omega_i, i = 1, 2, \ldots, s$, distributed on an otherwise reflecting boundary, see the left panel of Fig. 1. The results brought some surprises. To start with, the optimal particle flux field, conditioned on a specified joint absorption statistics \( \{n_i\}_{i=1}^s \), exhibits a large-scale vorticity $\boldsymbol{\omega} = \nabla \times \mathbf{J} \neq 0$.\(^4\) The vorticity emerges even when the particles are non-interacting RWs, and for any geometry, as long as there are more than one absorbing patch. This makes the problem more involved as one should consider a joint variational problem for the flux and the density given by Eq. (3). A simplification comes when considering the statistics of typical, small fluctuations, $\delta n_i = n_i - \bar{n}_i \ll \bar{n}_i$, of the absorption currents around their mean values. Here one can linearize the MFT equations around the mean values $\bar{\rho}$ and $\bar{\mathbf{J}}$. The resulting solution\(^4\) describes a multivariate Gaussian distribution

\[
P \simeq \frac{T^{s/2}}{(2\pi)^{s/2} |\det C|^{1/2}} \exp \left( -\frac{T}{2} \sum_{i,j=1}^{s} \delta n_i C^{-1}_{ij} \delta n_j \right). \tag{23}\]

Here $C$ is an $s \times s$ positive-definite symmetric matrix which depends on $\rho_0$ and on the geometry of the problem, but is independent of time. Equation (23) suffices for the evaluation of the variance of the joint probability distribution.\(^4,42\) Each diagonal element of $C$ describes the variance of the current into the corresponding patch

\[
\overline{\delta n_i^2} = C_{ii}, \tag{24}\]

where the overline denotes averaging with respect to the Gaussian distribution (23). The off-diagonal elements of $C$ describe cross-correlations between the currents into different patches

\[
\overline{\delta n_i \delta n_j} = C_{ij}. \tag{25}\]

The optimal density field can again be presented via an electrostatic analogue which involves $s$ characteristic potentials $\phi_i(\mathbf{x})$. Each of the potentials appears when the corresponding conducting patch $\Omega_i$ is held at unit voltage, the rest of the conducting patches are grounded,
and the Neumann boundary condition is specified at the reflecting part of the boundary. The potentials $\phi_i$-s can be found explicitly in simple cases.\textsuperscript{4, 35} The covariance matrix $C$ is given in terms of the volume integrals involving the characteristic potentials

$$C_{ij} = \int d\bar{\rho} \sigma(\bar{\rho}) \nabla \phi_i \cdot \nabla \phi_j, \quad (26)$$

Remarkably, general properties of the cross-correlations turn out to be independent of the system’s geometry, and are determined solely by the functions $D(\bar{\rho})$ and $\sigma(\bar{\rho})$.\textsuperscript{4} Of course, there are no cross-correlations if the particles do not interact. What is the sign of cross-correlations for an interacting gas? As Ref. 4 showed, if

$$D(\bar{\rho})\sigma''(\bar{\rho}) < D'(\bar{\rho})\sigma'(\bar{\rho}), \quad (27)$$

for any value of $\bar{\rho} \in [0, \rho_0]$, then the currents into different patches $i \neq j$ are all anti-correlated, $\delta n_i \delta n_j < 0$, regardless of the system’s geometry. In particular, this is always true for the SSEP.

Interestingly, the same condition (27) guarantees the validity of the additivity principle (that is, stationarity of the optimal density profile in the long-time limit) for an arbitrary value of current,\textsuperscript{43, 44} and also determines the sign of the two-point density correlation function,\textsuperscript{45, 46} in single-current systems.

4. The Interior Problem

For many non-interacting particles the theory is based on the well-established single-particle results\textsuperscript{7-11, 47, 48} As in the exterior problem, the long-time survival probability in this case decays exponentially in time, $-\ln P(T, \rho_0) \simeq T s(\rho_0)$. The geometry dependence of $s(\rho_0)$ is, however, different\textsuperscript{7-11, 47, 48}

$$s(\rho_0) = D_0 \mu_0^2 \rho_0 V, \quad (28)$$

where $V$ is the domain’s volume, and $\mu_0^2$ is the principal eigenvalue of the eigenvalue problem $\nabla^2 \Psi + \mu^2 \Psi = 0$ inside the domain with the mixed boundary conditions $\Psi(x \in \Omega_a, t) = \nabla \Psi(x \in \Omega_r, t) \cdot \hat{n} = 0$.\textsuperscript{49}
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What happens for interacting particles? As in Subsection 3.1, the optimal flux field, conditioned on the survival of all particles, vanishes identically. As a result, we can determine the optimal density profile for survival by minimizing the same action rate functional (9), but now the integration is carried over the space inside the domain. One distinct feature of the interior survival problem is conservation of the total number of particles, which enters the variational problem as a constraint,

$$\int d^3x \rho(x) = \rho_0 V$$

and calls for a Lagrange multiplier $\Lambda$. The transformation of variables (10) proves useful in the interior case as well. The resulting Euler–Lagrange equation for $u$ has the form of a nonlinear Poisson equation,$^2$

$$\nabla^2 u + \Lambda \frac{dF(u)}{du} = 0$$

with the mixed boundary conditions,$^e$

$$u(x \in \Omega_a) = 0, \quad \nabla u(x \in \Omega_r) \cdot \hat{n} = 0.$$  \hspace{1cm} (31)

For the RWs Eq. (10) yields $F(u) = u^2/2D_0$, and Eq. (30) becomes the Helmholtz equation

$$\nabla^2 u + \mu^2 u = 0,$$  \hspace{1cm} (32)

with $\mu^2 \equiv \Lambda/D_0$ playing the role of the eigenvalue. The minimum action is achieved for the fundamental mode, and the resulting expression for $s[u(x)] = s(\rho_0)$ reproduces the result quoted in Eq. (28).$^{2,5}$ For the SSEP, upon rescaling $U = \sqrt{2/D_0} u$ and $C = \Lambda/D_0$, Eq. (30) becomes the stationary sine-Gordon equation

$$\nabla^2 U + C \sin U = 0.$$  \hspace{1cm} (33)

$^e$The condition $u(x \in \Omega_a) = 0$ is inherited from $\rho(x \in \Omega_a) = 0$ due to the definition (10). The condition $\nabla u(x \in \Omega_r) \cdot \hat{n} = 0$ results from a boundary term that appears when minimizing the action (9).
4.1. **Particle survival inside a fully absorbing domain**

Equation (33) can be solved exactly in some simple geometries. Among them are a 1D segment (where the problem is exactly solvable for any gas model) and a rectangle.\(^2\) For a sphere of radius \(R\) one can solve Eq. (33) numerically, and also explore analytically the low- and high-density limits. In the dilute limit \(\rho_0 \ll 1\) one reproduces the RWs result (28) which becomes

\[
s_{\text{RWs}}(\rho_0) = \frac{4\pi^3}{3} R D_0 \rho_0, \tag{34}
\]

At the other extreme, \(\rho_0 \to 1\), the stationary optimal density profile \(\rho\) stays very close to 1 across most of the domain, and drops to 0 in a narrow boundary layer of characteristic width \(\delta = 1 - \rho_0\) along the domain boundary. As a result, the problem becomes effectively 1D in the direction normal to the domain boundary. The solution for this 1D problem can be found exactly, and the action rate, Eq. (9), mostly comes from the boundary layer. The final result, for a general domain shape, is

\[
s(\rho_0) \simeq \frac{D_0 A^2}{V(1 - \rho_0)}, \tag{35}
\]

where \(A\) is the surface area of the boundary. For a sphere of radius \(R\) one obtains

\[
s(\rho_0) \simeq \frac{12\pi D_0 R}{1 - \rho_0}. \tag{36}
\]

Figure 3 shows the numerically found \(s(\rho_0)/D_0 R\), alongside with the asymptotics (34) and (36).\(^2\)

4.2. **Narrow escape of interacting particles**

In the narrow escape problem, particles can escape only through a small escape hole \(\Omega_a\), of size \(\epsilon \ll L\), see the right panel of Fig. 1. The mean escape time (MET) of the first particle in this setting determines the rates of important processes in molecular and cellular biology.\(^7,49–51\)
Fig. 3. Solid line: The rescaled action rate $s(\rho_0)/D_0 R$ for a sphere, versus $\rho_0$, obtained by numerically solving Eq. (33) and using Eq. (9). Also shown are the low-density asymptotic (34) (dashed line) and the high-density asymptotics (36) (dotted line).

For the non-interacting RWs, one can evaluate $\mu_0^2$ in Eq. (28) perturbatively with respect to the small parameter $\epsilon/L$. In the leading order $\mu_0^2$ can be expressed through the electrical capacitance $C_\epsilon$ of the conducting patch $\Omega_a$ in an otherwise empty space: $\mu_0^2 \approx 2\pi C_\epsilon/V$. The capacitance $C_\epsilon$ scales as $\epsilon$. When $\Omega_a$ is a disk of radius $\epsilon$, one has $C_\epsilon = 2\epsilon/\pi$. The resulting survival probability decay rate (28) is

$$s(n_0, \epsilon) \approx 2\pi C_\epsilon D_0 \rho_0.$$  \hspace{1cm} (37)

For interacting particles one can exploit the small parameter $\epsilon/L$ in a similar way. The leading-order contribution to the action rate (9) comes from only a vicinity of the escape hole. That is, to leading order in $\epsilon/L$, the solution for a finite domain coincides with the one for a gas of particles occupying the infinite half-space on one side of an infinite reflecting plane with the hole $\Omega_a$ on it. This reduces the problem to the unconstrained minimization procedure of the exterior survival problem of Subsection 3.1. The solution is therefore given by Eq. (12) where $\phi(x)$ is the electrostatic potential of a conducting patch $\Omega_a$ kept at unit voltage on an otherwise insulating infinite plane. If the escape hole is a circle, $\phi(x)$ can be found explicitly.
Then Eq. (9) yields the decay rate of the non-escape probability to order $\epsilon/L$

$$s(\rho_0, \epsilon) \simeq \pi C_\epsilon f^2(\rho_0).$$

(38)

As in the exterior survival problem, the gas-specific interactions are encoded in the density dependence $f(\rho_0)$, whereas the geometry dependence $C_\epsilon$ is universal. To leading order it only depends on the shape of the escape hole and is independent of the domain shape. For the SSEP inside a domain with a small circular escape hole of radius $\epsilon$ one obtains

$$s(\rho_0, \epsilon) \simeq 4D_0\epsilon \arcsin^2(\sqrt{\rho_0}).$$

(39)

The density dependence of Eq. (39) is the same as in Eq. (14), see Fig. 2. As argued in Ref. 5, for the SSEP with random initial condition, the exponential decay of $P$ with time $T$ holds as soon as $T$ is much longer than the diffusion time across the escape hole. For sufficiently low gas densities, $\rho_0 \epsilon^3 \ll 1$, the MET of the first particle, $\langle T \rangle$ is also much longer than this diffusion time, and is thus given by $\langle T \rangle \simeq 1/s(\rho_0, \epsilon)$.5,47

5. Short-Time Statistics: Non-Stationary Fluctuations

At short times, $T \ll L^2/D(\rho_0)$, the particle absorption statistics, in both exterior and interior settings, strongly depend on the initial condition, whereas the optimal density profile explicitly depends on time.1 Here we must return to the full time-dependent MFT formulation given by Eqs. (2) and (3). A universal simplification comes from the fact that, for very short times, the domain size is irrelevant. As a result, the process is effectively 1D in the direction normal to the absorbing part of the boundary,1,5,47 and the absorption statistics can be expressed through that of a gas on the infinite half-line $x > 0$, with absorbing boundary conditions at $x = 0$.29,31,33,34 The particle survival probability on the half-line is well studied.53–57 For the
RWs with random initial conditions one obtains $-\ln P_{1d}^{(\text{rand})} \simeq (2/\sqrt{\pi}) \rho_0 \sqrt{D_0 T}$. The corresponding result for the deterministic (or quenched) setting differs by a numerical factor.\textsuperscript{1,54} Remarkably, for the SSEP one obtains the same stretched-exponential decay with time as for the RWs: $-\ln P_{1d} \simeq s_{1d}(\rho_0) \sqrt{D_0 T}$, but the density dependence $s_{1d}(\rho_0)$ is now different for the different initial conditions. The low-density expansion of $s_{1d}(\rho_0)$ was recently calculated: $s_{1d}^{(\text{rand})}(\rho_0) = (2/\sqrt{\pi})[\rho_0 + (\sqrt{2} - 1)\rho_0^2 + \cdots]$.\textsuperscript{1,58} For larger $\rho_0$, $s_{1d}(\rho_0)$ can be computed numerically.\textsuperscript{1} To evaluate the survival probability $P(T, \rho_0)$, one should multiply the action $s_{1d}(\rho_0)$ by the surface area $A$ of the absorbing part $\Omega_a$:\textsuperscript{1,5,47}

$$-\ln P(T, \rho_0) \simeq A s_{1d}(\rho_0) \sqrt{D(\rho_0) T}. \quad (40)$$

At sufficiently high densities, $\rho_0 L^3 \gg 1$, the short-time expression (40) suffices for the evaluation of the MET. Indeed, in this regime the MET is much shorter than the diffusion time across the domain, $L^2/D_0$, and we obtain $\langle T \rangle \simeq 2[A^2 D(\rho_0) s_{1d}^2(\rho_0)]^{-1}$.\textsuperscript{5,47} For the narrow escape problem the relevant diffusion time scale is $\epsilon^2/D_0$.\textsuperscript{5,47} As an example, consider a circular absorbing patch of radius $\epsilon$. In this case we have for the RWs $\langle T_{\text{RWs}}^{(\text{rand})} \rangle \simeq (2\pi D_0 \rho_0^2 \epsilon^4)^{-1}$.\textsuperscript{5,47} For the SSEP the MET is shorter because of the effective particle repulsion: $\langle T \rangle^{(\text{rand})} \simeq \langle T_{\text{RWs}}^{(\text{rand})} \rangle [1 - 2(\sqrt{2} - 1)\rho_0 + \cdots]$.

6. Summary

The fluctuating hydrodynamics and MFT provide a simple, general, and versatile framework for the study of kinetics of diffusion-controlled reactions in multiparticle systems where intrareactant interactions are important. We demonstrated the versatility of these approaches in several exterior and interior settings of particle survival, absorption and escape. More complicated settings and geometries can be also considered. The approach can be extended in different directions. For example, it can accommodate simple reactions among, and a finite lifetime of, the particles.
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We review recent theoretical works that enable the accurate computation of the mean first passage time (MFPT) to a target site for non-Markovian random walkers in confinement on the example of a tagged monomer of a polymer chain looking for a reactive target. We show that the MFPT of this non-Markovian process can be calculated accurately by computing the distribution of the positions of all the monomers in the chain at the instant of reaction. Such a theory goes beyond Markovian approximations and can be used to derive asymptotic relations that generalize the scaling dependence with the volume and the initial distance to the target derived for Markovian walks. We finally briefly discuss in conclusion results obtained recently on more general non-Markovian processes, highlighting the importance of non-Markovian effects.
1. Introduction

How long does it take for a diffusing particle to reach a reactive target site? This time is known in the random walk literature as a first passage time (FPT), and it has generated a considerable amount of work for many years in the context of diffusion limited reactions and beyond.\textsuperscript{1–3} The importance of FPT relies on the fact that many physical properties, such as fluorescence quenching,\textsuperscript{4} neuron dynamics,\textsuperscript{5} or resonant activation\textsuperscript{6} to name a few, are controlled by first passage events. More recently, FPTs have regained interest in the context of random search strategies.\textsuperscript{7–11}

The basic formulation of the problem is as follows. Consider a random walker of position $r(t)$ at time $t$ in a confined domain, and ask for the FPT statistics of $r(t)$ to one (or several) targets. A target can represent a critical level to reach before another event is triggered, or a reactive site. First passage properties depend on (i) the properties of the stochastic process, and (ii) the geometrical parameters of the problem, such as the initial distance to the target, its size, or the size and the shape of the confining domain.

The determination of FPT statistics for random walks in confined geometries is not only a theoretical challenge. It is a general question that arises as soon as molecules diffuse in confined media such as, for example, biomolecule-diffusing cells and undergoing a series of reactions at specific sites. An estimate of the time needed to go from one point to another is then an essential step in the understanding of the kinetics of the whole process. Particular attention has been paid to the mean FPT, denoted MFPT $\langle T \rangle$. The MFPT is a complex quantity, which results from averaging trajectories characterized by a broad range of time scales: some trajectories reach the target almost directly and contribute to very short time scales, whereas other trajectories first hit the domain boundary before reaching the target, and can be shown to contribute to much longer time scales.\textsuperscript{12,13} We will focus in this chapter on the MFPT.

So far, explicit determinations of MFPTs in confined geometries have been most of the time limited to Markov processes.\textsuperscript{14–24} An important aspect of the problem is however the potential existence
of memory effects for some random walks, for which the future trajectories are not determined uniquely by the position of the walker at initial time, but depends also on the past trajectory. Such non-Markovian dynamics are found in many examples of particles moving stochastically in complex fluids,\textsuperscript{25–27} or molecules bound to fluctuating extended structures, as in the model of a tagged monomer of a polymer chain,\textsuperscript{28} which seems to be observed for example in the motion of chromatin fibers.\textsuperscript{29–31} The key question then arises of how the memory properties of the random walk influence the MFPT, and of how to take them into account quantitatively.

In this chapter, we present recent results in the analysis of FPT statistics of non-Markovian processes, on the example of a reactive monomer of a Rouse polymer chain that looks for a target in a confined domain. We synthesize recent works presented more extensively in Ref. \textsuperscript{32}. Section 2 presents the Rouse model and its basic properties, and introduces a first Markovian approximation of the problem. In Section 3, we introduce the full non-Markovian analysis and show that the calculation of the MFPT requires the determination of the distribution of the conformation of the full chain at the instant of encounter with the target. This analysis is first presented in 1 space dimension, and extended to 3D spaces in Section 4. We finally briefly review in the conclusion results obtained recently on more general non-Markovian processes, highlighting the importance of non-Markovian effects.

Let us finally stress that we will consider in this chapter only MFPTs of random walks in confinement. For a recent review of first-passage processes in the absence of confinement, and in particular persistence properties of non-equilibrium processes, the reader is referred to Ref. \textsuperscript{33}.

\section{MFPT for Non-Markovian Processes and the Markovian Approximation}

Most of available theoretical approaches to determine mean first passage times (MFPTs) of random walks make use of Markovian hypotheses, which are only approximations for processes with
memory. For example, it was shown in Ref. 16 that the MFPT of Markovian random walks can be expressed as time integrals of the propagator of the process, which is ill defined for generic processes with memory. Determining the MFPT of non-Markovian processes requires specific methods that we present here. We consider a stochastic process $X(t)$ in continuous time $t$, characterized by stationary increments. The non-Markovian character of a process often arises from the interaction of the variable of interest, $X(t)$, with other degrees of freedom whose dynamics are characterized by time scales comparable to that of motion.

A typical example of non-Markovian walker is given by a tagged monomer of a polymer chain, or of a colloidal particle in a complex fluid. Here we consider the overdamped dynamics of $N$ particles of positions $x_1, \ldots, x_N$ in dimension $d$, which interact through harmonic interactions. The corresponding probability density function (pdf) then satisfies the following Fokker–Planck equation:

$$\frac{\partial P}{\partial t} = \sum_{i,j=1}^{N} \nabla_i A_{ij} x_j P + D \sum_{i=1}^{N} \nabla_i^2 P, \quad (1)$$

where the connectivity matrix $A$ is symmetric, and $D$ is the individual diffusion coefficient of each particle. The case of a flexible (Rouse) chain, where a polymer is simply described by a chain of beads with friction coefficient $\zeta$ linked by springs of stiffness $k$, is obtained when $A$ takes the tridiagonal form:

$$A = \frac{k}{\zeta} \begin{pmatrix} 1 & -1 & 0 & \ldots & \ldots \\ -1 & 2 & -1 & 0 & \ldots \\ 0 & -1 & 2 & -1 & \ldots \\ \vdots & \vdots & \vdots & \vdots & \ddots \\ \vdots & \vdots & 0 & -1 & 2 \\ \vdots & \vdots & \vdots & 0 & -1 \end{pmatrix}. \quad (2)$$

We denote by $X(t)$ the position of one monomer, called below reactive monomer, located at position $q$ in the chain, $X(t) = x_q(t)$. We study the MFPT of $X(t)$ to a fixed target in a confining domain of
volume $V$ (see Fig. 1). We assume that $V$ is much larger than the gyration radius of the polymer, and that both the initial position $X(t = 0)$ and the target position are far from the confining boundaries. We focus on the simple case of the Rouse model. However, depending on the choice of matrix $A$, models of the type Eq. (1) can be used to describe more complicated structures, such as Gaussian semiflexible chains\(^\text{37}\) (in which successive bonds tend to be aligned), chains with dihedral interactions\(^\text{38}\) the dynamics of interfaces\(^\text{39}\) etc, and the theory described here does not depend on the precise shape of the matrix $A$. In the following, we describe the essential steps to obtain a precise estimate of the MFPT in this non-Markovian problem.

The Eq. (1) is generally simplified by using normal mode analysis. We define the orthogonal matrix $Q$ such that $A = Q \text{diag}(\lambda_1, \ldots, \lambda_N) Q^{-1}$, with $\text{diag}(\lambda_1, \ldots, \lambda_N)$ a diagonal matrix of eigenvalues $\lambda_i$, with $\lambda_1 = 0 < \lambda_2 < \cdots < \lambda_N$. The modes $a_i$ are defined by

$$a_i(t) = \sum_{j=1}^{N} Q_{ij} x_j(t), \quad x_i(t) = \sum_{j=1}^{N} Q_{ji} a_j(t). \quad (3)$$
The evolution of the probability density $P(\{a\}, t)$ to observe the system with a configuration $\{a\} = \{a_1, \ldots, a_N\}$ at time $t$ in the absence of absorption now satisfies the simplified Fokker–Planck equation

$$\frac{\partial P}{\partial t} = \sum_{i=1}^{N} \frac{\partial}{\partial a_i} \left( \lambda_i a_i P + D \frac{\partial}{\partial a_i} P \right), \quad (4)$$

where each mode evolves independently of the others. In terms of the modes, the variable $X$ is expressed as the linear combination

$$X(t) = \sum_{i=1}^{N} b_i a_i(t), \quad b_i \equiv Q_{qi}. \quad (5)$$

We study the problem of finding the MFPT of $X(t)$ to a spherical target of radius $a$ located around the position $X = 0$. For simplicity, we restrict our analysis to initial configurations such that $X = X_0$ and such that the rest of the polymer is at equilibrium $P_{ini}(\{a\}) = |b_1| d \begin{pmatrix} \lambda_2 \ldots \lambda_N \end{pmatrix}^{d/2} / (2\pi D)^{N-1} \exp \left( -\frac{1}{2D} \sum_{i=2}^{N} \lambda_i a_i^2 \right) \delta \left( \sum_{i=1}^{N} b_i a_i - X_0 \right). \quad (6)$

The above distribution is Gaussian, with mean vector $\langle a_i \rangle_{ini} = \delta_{i1} X_0 / b_1$, and covariance matrix $\text{Cov}(a_{i\alpha}, a_{j\beta}) = \sigma_{i\alpha j\beta}^{eq, *} \delta_{\alpha\beta}$ with $\alpha, \beta$ the spatial coordinates $\{x, y, z\}$, and $\sigma_{i\alpha j\beta}^{eq, *}$ is defined by

$$\sigma_{i\alpha j\beta}^{eq, *} = D \begin{cases} \frac{\lambda_j}{\lambda_i} & \text{if } i, j \geq 2, \\ -\frac{b_j / (b_1 \lambda_j)}{\sum_{q=2}^{N} b_q^2 / (\lambda_q b_q^2)} & \text{if } j \geq 2, \ i = 1, \\ \sum_{q=2}^{N} b_q^2 / (\lambda_q b_q^2) & \text{if } i = j = 1. \end{cases} \quad (7)$$

Note that $\sum_j \sigma_{ij}^{eq, *} b_j = 0$, which imposes $X = X_0$ at $t = 0$, as seen by the presence of the delta function in Eq. (6). Interestingly, $\sigma_{i\alpha j\beta}^{eq, *}$ does
not depend on the value of $X_0$. Now, let $\delta_{\alpha\beta} \gamma_{ij}(t)$ be the covariance of $a_i\alpha$ and $a_j\beta$ at a time $t$ after the initial time, in unbounded space and in the absence of target. It is known\(^{40}\) that the Fokker–Planck equation (4) admits Gaussian solutions and that the evolution of the covariance matrix $\gamma_{ij}$ satisfies the following equation

$$\partial_t \gamma_{ij} = -(\lambda_i + \lambda_j) \gamma_{ij} + 2D \delta_{ij}. \quad (8)$$

The value of $\gamma_{ij}(t)$ is found by solving Eq. (8) with the initial condition $\gamma_{ij}(0) = \sigma_{ij}^{eq,*}$ given by Eq. (7)

$$\gamma_{ij}(t) = \delta_{ij} D \left(1 - e^{-2\lambda_i t}\right) / \lambda_i + e^{-\lambda_i t} e^{-\lambda_j t} \sigma_{ij}^{eq,*}. \quad (9)$$

We define the mean square displacement function $\psi(t)$ as the variance of $X_\alpha$ at $t$, given that the initial distribution of the monomers was $P_{ini}(\{a\})$ given by (6). Because $X = \sum b_i a_i$, we have $\psi(t) = \sum_{i,j=1}^N b_i b_j \gamma_{ij}(t)$, and therefore

$$\psi(t) = \frac{1}{d} \langle [X(t) - X_0]^2 \rangle = 2D b_i^2 t + 2D \sum_{j \geq 2} \frac{b_j^2}{\lambda_j} (1 - e^{-\lambda_j t}), \quad (10)$$

where $d$ is the space dimension. Then, we can define an “effective propagator” (or “reduced Green function”) in free space

$$P(X, t|\{X_0, eq\}, 0) = \frac{1}{[2\pi \psi(t)]^{d/2}} \exp\left\{ -\frac{(X - X_0)^2}{2\psi(t)} \right\}. \quad (11)$$

Note that this represents the probability of finding the reactive monomer at position $X$ at time $t$, given that it was observed at position $X_0$ at the initial time $t = 0$, and that the rest of the chain was at equilibrium at this initial time. We stress that the effective propagator (11) does not satisfy the Chapman–Kolmogorov equation

$$P(X, t|\{X_0, eq\}, 0) \neq \int dX' P(X, t'|\{X', eq\}, t') P(X', t'|\{X_0, eq\}, 0), \quad (12)$$

reflecting the fact that the process $X(t)$ is not Markovian. It is however tempting to use (11) as an effective propagator in the expression of the MFPT derived for Markovian processes \cite{16,24}

$$\lim_{V \to \infty} \frac{\langle T \rangle_{\text{Markovian}}}{V} = \int_0^\infty \frac{dt}{[2\pi \psi(t)]^{d/2}} \times \left\{ \exp \left(-\frac{a^2}{2\psi(t)}\right) - \exp \left(-\frac{|X_0|^2}{2\psi(t)}\right) \right\}. \quad (13)$$

We call this assumption the Markovian assumption, which can be shown to amount to the classical Wilemski–Fixman approximation. \cite{41,42} This formula suggests that as in the Markovian case, the MFPT is proportional to the volume, and that its dependence with the initial distance is contained in the infinite space effective propagator, which depends on $\psi(t)$. More precisely, in the case of the Rouse chain, it can be shown by calculating explicitly the eigenvalues $\lambda_i$ and coefficients $b_i$ that

$$\psi(t) \simeq \begin{cases} 
2Dt & \text{if } t \ll \tau_0, \\
k\tau_0^{1/2} & \text{if } \tau_0 \ll t \ll N^2 \tau_0, \\
2D_{cm}t & \text{if } t \gg \tau_0 N^2,
\end{cases} \quad (14)$$

where $D_{cm} = Db_1^2 = D/N$ is the diffusion coefficient of the center-of-mass, $\tau_0 = \zeta/k$ is the relaxation time of a single bond, and $\kappa = 4l_0^2/\sqrt{\pi \tau_0}$ for an end-monomer, with $l_0 = \sqrt{k_B T/k}$ the equilibrium bond length. Equation (14) states that, at very short timescales, a monomer behaves as if it were disconnected from the rest of the chain and freely diffused. At intermediate timescales, all the internal time scales contribute to the motion and it is known that the monomer motion becomes subdiffusive. Non-Markovian subdiffusion is the hallmark of polymer dynamics, with exponents that depend on the model considered. \cite{34} At larger timescales, the tagged monomer recovers a diffusive motion, due to the motion of the polymer center-of-mass.

Using the properties (14) of the function $\psi(t)$, we can infer those the the MFPT in the Markovian approximation by using the formula
(13) if $d = 1$ (with a target size $a = 0$):

$$\langle T \rangle_{\text{Markovian}} \simeq V \times \begin{cases} 
2X_0/D & \text{if } X_0 \ll l_0, \\
0.316X_0^2N^{3/2}/(Dl_0) & \text{if } l_0 \ll X_0 \ll l_0N^{1/2}, \\
2X_0/D_{\text{cm}} & \text{if } X_0 \gg l_0N^{1/2}.
\end{cases}$$

(15)

Interestingly, in the intermediate scale regime, the MFPT is thus found to scale as $X_0^2$, in contradiction with the results $T \simeq X_0^3$ obtained from a naive application of the Markovian theory with a walk dimension $d_w = 4$ and a space dimension $d = 1$. In fact, we will see that in this regime non-Markovian corrections lead to the scaling $T \simeq X_0^3$ (see Eq. (27)).

In 3D, the Markovian approximation of the MFPT reads, in the limit of large initial distance between the target and the polymer ($|X_0| \to \infty$)

$$\langle T \rangle_{\text{Markovian}} \simeq \begin{cases} 
V/(4\pi Da) & \text{if } a \ll l_0/N^{1/2}, \\
V/(4\pi D_{\text{cm}}a_{\text{eff}}) & \text{if } l_0/N^{1/2} \ll a \ll l_0N^{1/2}, \\
a_{\text{eff}} \simeq 0.87l_0N^{1/2} & \\
V/(4\pi D_{\text{cm}}a) & \text{if } a \gg l_0N^{1/2},
\end{cases}$$

(16)

where $a_{\text{eff}}$ is an effective reactive radius. Comparing with the expression for a Markovian diffusive walker, we observe that, at very small target sizes, the MFPT is the same as that of an isolated reactive monomer and is essentially controlled by the microscopic diffusion coefficient of the individual monomer. The most interesting regime is the intermediate regime, where the MFPT is that of an effective particle of diffusion coefficient $D_{\text{cm}}$, that reacts with a target whose size $a_{\text{eff}}$ is larger than the “true” target size $a$. This size $a$ does not enter in the expression of the MFPT, reflecting the compact feature of the walk at length scales between $l_0$ and $l_0N^{1/2}$. Finally, for target sizes much larger than the gyration radius, the polymer behaves as a single particle of diffusion coefficient $D_{\text{cm}} = D/N$. 
3. The Renewal Equation: Non-Markovian Case

We now adapt the Renewal equation method that was used in the case of Markovian processes to this non-Markovian problem, following the works of the authors of Refs. 43 and 44. We focus here on the 1D problem for simplicity; generalization to 3D will be described in Section 4. The target is assumed to be located at position $X = 0$. While the dynamics of the position of the reactive monomer $X(t)$ is non-Markovian, we can use the fact that the problem with $N$ degrees of freedom is Markovian to write the following Renewal equation, valid for any configuration $\{a\}$ such that $X = \sum_i b_i a_i = 0$

\[
P(\{a\}, t|\{ini\}, 0) = \int_0^t dt' \int d\{a'\} f(\{a'\}, t') P(\{a\}, t - t' | \{a'\}, 0).
\]

(17)

Here, $f(\{a'\}, t')$ is the probability density to reach the target for the first time at time $t'$, with a configuration $\{a'\} = (a'_1, \ldots, a'_N)$. In turn, $P(\{a'\}, t|\{a\}, 0)$ is the propagator of the chain in the presence of confinement, but in the absence of absorption at $X = 0$, and $P(\{a'\}, t|\{ini\}, 0)$ is the probability to observe the configuration $\{a'\}$ at $t$, starting from the initial distribution $P_{ini}(\{a\})$ (Eq. (6)). We introduce the splitting probability distribution $\pi(\{a\})$ that represents the probability density of observing a configuration $|a\rangle$ when the reaction takes place

\[
\pi(\{a\}) \equiv \int_0^\infty dt f(\{a\}, t).
\]

(18)

Taking the Laplace transform of the renewal Eq. (17) and developing for small values of the Laplace variable, we obtain that the distribution $\pi$ is normalized, and that

\[
\langle T \rangle P_{eq}(\{a\}) = \int_0^\infty dt [P(\{a\}, t|\pi, 0) - P(\{a\}, t|\{ini\}, 0)],
\]

(19)

which is valid for all the conformations $\{a\}$ such that $\sum_i b_i a_i = 0$. Here, we have introduced $P_{eq}(\{a\})$, that represents the probability of observing a given configuration in the equilibrium state in confinement. If the confining volume is sufficiently large, the stationary
distribution is equal to

\[ P_{eq}(\{a\}) \simeq \frac{|b_1|}{V} \left( \frac{\lambda_2 \ldots \lambda_{N}}{(2\pi D)^{N-1}} \right)^{1/2} \exp \left[ -\sum_{i=2}^{N} \frac{\lambda_i a_i^2}{2D} \right], \tag{20} \]

which means that the center-of-mass is uniformly distributed in the volume \( V \), while all the other internal degrees of freedom of the chain are at equilibrium and do not feel the confining volume.

In (19), the quantity \( P(\{a\}, t|\pi, 0) \) is the probability of a configuration \( \{a\} \) at \( t \) given that the configuration at \( t = 0 \) is taken from the splitting probability \( \pi \). It is given by the convolution equation

\[ P(\{a\}, t|\pi, 0) = \int d\{a'\} \pi(\{a'\}) P(\{a\}, t | \{a'\}, 0). \tag{21} \]

The Eqs. (19,21) together with the normalization of \( \pi \) form an integral equation that completely defines the splitting probability \( \pi \) and the mean first reaction time \( T \). Its use is however limited, since it requires to solve for an unknown function of \( N \) variables, with \( N \) potentially large.

To go further, two additional steps can be followed:

(i) **Large volume limit**: In this limit, all the terms appearing in the right-hand side of Eq. (19) can be replaced by their expression in unbounded space, as previously done in the case of Markovian walkers, see Refs. 16 and 24.

(ii) **Gaussian approximation of the splitting distribution**: We assume that the splitting probability distribution \( \pi(\{a\}) \) can be accurately described by a multivariate Gaussian distribution, with mean vector \( m_{\pi}^a \) and covariance matrix \( \sigma_{\pi}^{ij} \) that are determined by solving a set of self-consistent equations. This Gaussian approximation is well supported by numerical simulations (Fig. 2).

With these assumptions, the evolution of the average value \( \mu_i^t(t) \) of the mode \( a_i \) at a time \( t \) after the first passage to the target satisfies
Fig. 2. Histograms of mode positions $a_i$, after they have been centered and rescaled to have a zero mean and variance 1, obtained from numerical (Langevin) simulations of the evolution of a Rouse chain of $N = 20$ monomers, whose first monomer is seeking for a target located at $X = 0$. The figure is a superposition of 200 histograms $\pi(a_i; X_0)$, for all initial distances $X_0$ appearing in Fig. 3, and all values of $i$ ($1 \leq i \leq N$). Red curve: normalized Gaussian distribution. Inset: same plot, in semi-log scale.

$$\partial_t \mu_i^\pi = -\lambda_i \mu_i^\pi,$$

leading to

$$\mu_i^\pi(t) = m_i^\pi e^{-\lambda_i t}.$$  \hspace{1cm} (22)

We next define $X_\pi(t)$ as the average of $X$ at a time $t$ after the first passage to the target. Because $X = \sum_j b_j a_j$, it is simply given by

$$X_\pi(t) = \sum_{i=1}^N b_i \mu_i^\pi(t) = - \sum_{i=2}^N b_i m_i^\pi(1 - e^{-\lambda_i t}),$$  \hspace{1cm} (23)

where we have used the fact that $X_\pi(0) = 0$. For the sake of simplicity, we assume that the covariance matrix $\sigma_{ij}^\pi$ can be approximated by the covariance of equilibrium configurations constrained by $X = 0$: $\sigma_{ij}^\pi \simeq \sigma_{ij}^{eq*}$ given by Eq. (7). We call this additional approximation the “stationary covariance approximation”. With these hypotheses, the distribution $P(\{a\}, t|\pi, 0)$ of configurations at a time $t$ after
the first passage is also a Gaussian, with covariance matrix $\gamma_{ij}(t)$ (Eq. (9)), and mean vector $\mu^\pi_i(t)$.

The value of the modes at the instant of first passage, $m^\pi_i$, will be deduced from a set of self-consistent equations. The derivation of these equations requires the calculation of the following general Gaussian integrals

$$
\int d\{a\} a_i \delta \left( \sum_{j=1}^{N} b_j a_j \right) \exp \left\{ -\frac{1}{2} \sum_{j,k=1}^{N} (a_j - \mu_j)(\gamma^{-1})_{jk}(a_k - \mu_k) \right\} = \left[ \mu_i - \frac{\langle e_i|\gamma|b \rangle}{\langle b|\gamma|b \rangle} \langle b|\mu \rangle \right] \left[ \det(2\pi\gamma) \right]^{1/2} \exp \left[ -\frac{\langle b|\mu \rangle^2}{2\langle b|\gamma|b \rangle} \right], \quad (24)
$$

where we adopted the notation $\langle v|M|u \rangle = \sum_{i,j} v_i M_{ij} u_j$ for any symmetric matrix $M$ and vectors $\{u\}, \{v\}$, and $|e_i\rangle$ is the vector whose elements are all zero, except for the $i$th which takes the value 1. Using the formula (24), the result of the multiplication of the integral equation (19) by $a_i \delta(\sum_j b_j a_j)$ gives the following set of equations, for any $i$ between 2 and $N$

$$
0 = \int_0^\infty \frac{dt}{\psi(t)^{1/2}} \left\{ \exp \left( -\frac{[X^\pi(t)]^2}{2\psi(t)} \right) \left[ m^\pi_i e^{-\lambda_it} - \frac{b_i(1 - e^{-\lambda_it})X^\pi(t)}{\lambda_i \psi(t)} \right] + \exp \left( -\frac{X^2_0}{2\psi(t)} \right) \frac{b_i(1 - e^{-\lambda_it})X_0}{\lambda_i \psi(t)} \right\}. \quad (25)
$$

The Eqs. (25), together with the expression of $X^\pi(t)$ given by (23), form a set of $N$ self-consistent nonlinear equations that completely define the moments $m^\pi_i$. An expression of the MFPT is obtained from (19), after multiplication by $\delta(\sum_i b_i a_i)$ and integration over all configurations

$$
\frac{\langle T \rangle}{V} = \int_0^\infty \frac{dt}{[2\pi\psi(t)]^{3/2}} \left\{ \exp \left( -\frac{[X^\pi(t)]^2}{2\psi(t)} \right) - \exp \left( -\frac{X^2_0}{2\psi(t)} \right) \right\}. \quad (26)
$$

This expression finally gives the MFPT, and fully takes into account non-Markovian effects.
Some remarks can be done at this stage:

(i) *Structure of the equations and scaling with the volume.* Comparing Eq. (26) with the expression of the MFPT obtained in the Markovian approximation (13), as well as with those obtained for Markovian walkers,\(^{16,24}\) we see that the MFPT is still proportional to the volume. An key ingredient of this approach is the quantity \(X_\pi(t)\), which represents the fictive averaged trajectory followed by the walker in the future of the first passage event. This directly depends on the averaged configuration of the chain at the first passage event, described by the \(m_i^\pi\). Note that the Markovian approximation is recovered by setting \(m_i^\pi = 0\).

(ii) *Validity of the non-Markovian theory.* In Fig. 3, we compare the predictions of the MFPT for different theories to the results of simulations for the Rouse chain. If the Markovian approximation

![Graph](image-url)

**Fig. 3.** MFPT of the first monomer of a Rouse chain to reach a target located at \(X = 0\), as a function of initial distance \(X_0\) for \(N = 20\) monomers. Symbols: mid-circles: stochastic simulations; dashed upper line: Markovian approximation (13); lower dashed line: non-Markovian prediction obtained through stationary covariance approximation by numerically solving (25); middle solid line: non-Markovian theory without doing the stationary covariance approximation, described in Ref. 43. The polymer evolves inside a confining volume of radius \(R = 40.25l_0\). Lengths and times are in units of \(l_0\) and \(\tau_0\), respectively.
clearly overestimates the MFPT, the non-Markovian theory is in quantitative agreement with the simulations. Note that the “stationary covariance approximation” is accurate, as shown in Fig. 3.

(iii) **Meaning of the non-Markovian theory.** It is clear in Fig. 3 that the non-Markovian theory predicts MFPTs that are much lower than in the Markovian approximation. This can be understood by considering the average position of the monomers at the instant of the reaction, \( \langle x_i \rangle_\pi = \sum_{j=1}^{N} Q_{ji} m_j^\pi \) (see (3)), represented in Fig. 4. It is seen on this plot that the positions of the non-reactive monomers of the chain are shifted on average at the instant of first passage. Therefore, the non-Markovian theory takes into account the events, due to fluctuations, which bring the first monomer to the target, while the rest of the monomers, and the polymer center of mass, are still far from the target. This leads to a smaller estimate of the MFPT than in the Markovian approximation, which does not account for these events correctly, since it assumes that the reactive conformations of the chain are equilibrium conformations.

(iv) **Strongly non-Markovian regime.** A careful analysis of the asymptotic properties of Eqs. (25) and (26) reveals that

\[
\langle T \rangle \simeq V \times \begin{cases} 
2X_0/D & \text{if } X_0 \ll l_0, \\
\tilde{\kappa} X_0^3 & \text{if } l_0 \ll X_0 \ll l_0 N^{1/2}, \\
2NX_0/D & \text{if } l_0 N^{1/2} \ll X_0,
\end{cases}
\]

(27)

with \( \tilde{\kappa} \) a constant independent of \( N \) and \( X_0 \). Comparing with (15), we see that the regime at intermediate length scales is different from that predicted by the Markovian approximation. Here one finds \( T \sim V X_0^{d_w-d_f} \) with \( d_w = 4 \) and \( d_f = 1 \), as could be expected from a naive application of Refs. 16 and 24, originally derived for scale invariant Markovian processes. In addition, the scalings for small \( X_0 \) and large \( X_0 \) are the same as predicted for Markovian processes (see Eq. (15)). At very short length scales, the process reduces to the free diffusion of an
isolated reactive monomer, while at very large length scales it is controlled by the diffusion of the center of mass.

4. Non-Markovian Theory in 3D

We now consider the extension of the theory to 3D. The problem consists in determining the MFPT of a reactive monomer to a target of radius $a > 0$. The main difference with the 1D case is that the extension $a$ of the target must now be taken into account. We denote by $\hat{u}$ the “arrival direction”, defined as the unit vector normal to the target sphere at the position of the reactive monomer at its first passage to the target. Anticipating that, when the confinement volume is large, the MFPT will depend only on the initial distance between the polymer and the target, we assume isotropic initial conditions. Then, the arrival direction vector $\hat{u}$ is isotropically distributed. The main hypothesis of the non-Markovian theory is that the distribution of conformations of the chain at the instant of first passage, given that the arrival direction is $\hat{u}$, is a multivariate Gaussian, with an average vector $m_\pi \hat{u}$. In the stationary covariance approximation, we also assume that the covariance matrix is isotropic and given by Eq. (7). We denote by $X_\pi(t)$ the average position of the reactive
monomer at a time $t$ after the first passage in the direction $\hat{u}$ by

$$X_\pi(t) = X_\pi(t)\hat{u} = \left[ a - \sum_{i=2}^{N} b_i m_i^\pi (1 - e^{-\lambda_i t}) \right] \hat{u}. \quad (28)$$

By construction, $X_\pi(0) = a$. Then, following the same steps as in 1D (see Ref. 43), we obtain the set of nonlinear self-consistent equations that define $m_i^\pi$

$$\int_{0}^{\infty} dt \left\{ \left[ \frac{X_\pi(t) m_i^\pi e^{-\lambda_i t}}{3} + \left( 1 - \frac{|X_\pi(t)|^2}{3\psi(t)} \right) \frac{b_i (1 - e^{-\lambda_i t})}{\lambda_i} \right] e^{-|X_\pi(t)|^2/[2\psi(t)]} \\
- \left( 1 - \frac{|X_\pi(t)|^2}{3\psi(t)} \right) \frac{b_i (1 - e^{-\lambda_i t})}{\lambda_i} e^{-|X_\pi(t)|^2/[2\psi(t)]} \right\} \frac{1}{\psi(t)^{5/2}} = 0. \quad (29)$$

Once the moments $m_i^\pi$ are determined, the MFPT is calculated from

$$\frac{\langle T \rangle}{V} = \int_{0}^{\infty} \frac{dt}{[2\pi \psi(t)]^{1/2}} \left[ \exp \left( -\frac{|X_\pi(t)|^2}{2\psi(t)} \right) - \exp \left( -\frac{|X_0|^2}{2\psi(t)} \right) \right]. \quad (30)$$

Comparison with the expression (13) in the Markovian approximation shows that the key ingredient of the non-Markovian theory is to take into account the mean reactive trajectory $X_\pi(t)$ followed by the polymer after the reaction. The MFPT is represented as a function of the initial distance between the reactants in Fig. 5, where one observes that the use of the non-Markovian theory improves significantly the accuracy of the MFPT predictions.

A careful asymptotic analysis for large $V$ of the Eqs. (28–30) shows that

$$\langle T \rangle \simeq \begin{cases} 
V/(4\pi Da) & \text{if } a \ll l_0/\sqrt{N}, \\
V/(4\pi D_{cm} a_{\text{eff}}) & \text{if } l_0/\sqrt{N} \ll a \ll l_0 \sqrt{N}, \\
V/(4\pi D_{cm} a) & \text{if } a \gg l_0 \sqrt{N}.
\end{cases} \quad (31)$$

Comparing with the asymptotic expression (16) of the MFPT in the Markovian approximation, it appears that non-Markovian effects vanish in the regimes where the dynamics of the reactive monomer is purely diffusive (very large and very small target sizes in (31)). In the
Fig. 5. MFPT in 3D for a Rouse chain with \(N = 20\) monomers. The reactive monomer is the first monomer of the chain, the target is centered around \(0\) and its radius is \(a = 2l_0\). Symbols: mid-circles: Simulations; continuous red line: Non-Markovian theory \((29, 30)\); upper dashed line: MFPT in the Markovian approximation \((13)\).

Fig. 6. Predicted polymer conformations at reaction. Left: Average vertical position (the reaction is assumed to take place along the vertical axis, \(\hat{u} = e_z\)) of the monomers when the reaction takes place for the reaction between the first monomer and a target (Continuous line: Prediction of non-Markovian theory, dashed line: Markovian approximation). We also plot the sketch of the polymer shape when the reaction takes place, and an example of conformation drawn from the splitting probability distribution (left), which is in marked contrast with the stationary distribution (right). The position of a monomer in the chain is represented by a color code. Parameters: \(N = 800\) and \(a = 0.32l_0N^{1/2}\).
intermediate regime however, which involves a subdiffusive scaling, the non-Markovian effects are quantitatively important, since the effective reaction radius $a_{\text{eff}}$ in (31) is significantly larger than in the Markovian theory. The configuration of the polymer at the instant of reaction is represented in Fig. 6. Similarly to the 1D case, the non-Markovian theory predicts that the chain is elongated in the direction of reaction, thereby taking into account the events where the first monomer hits the target due to fluctuations, while the center-of-mass is still far from it.

5. Concluding Remarks and Perspectives

To conclude let us summarize the main content of this Chapter. We have presented a theoretical framework which enables the accurate determination of the mean FPT (MFPT) for non-Markovian random walks in bounded domains, on the example of the Rouse chain (note that the simpler example of persistent random walks was analyzed in Ref. 45). Taking the Rouse model as a paradigm of polymer dynamics, we developed a theory of polymer reaction kinetics that takes into account the non-Markovian features that characterize the dynamics of polymers. This approach shows that non-Markovian effects can be quantitatively important, and that the reaction kinetics crucially depend on the non-equilibrium statistics of polymer conformations at the instant of the reaction. We show quantitatively that the typical reactive conformation of the polymer is more extended than the equilibrium conformation, which leads to reaction times that are significantly shorter than those predicted by existing Markovian theories. These result apply to both reactions with fixed targets, and cyclization reactions. Together, our results provide a better understanding of the complex kinetics of polymer reactions involved, for example, in the formation of loops of RNA or polypeptides chains.

The results presented in this chapter have opened several promising perspectives. First, the analysis of the MFPT in confinement for
non-Markovian processes was performed on the example of the Rouse chain. Similar methods can be developed to deal with more general Gaussian non-Markovian processes, or even non-Gaussian processes. This includes the very important case of Fractional Brownian Motion, which is a Gaussian model for anomalous diffusion presenting strongly non-Markovian features. There is a growing number of experimental observations and theoretical works indicating that this kind of stochastic motion is involved in a number of different fields, such as in the motion of telomeres in the nucleus, polymer translocation, single file diffusion or the motion of particles in complex fluids. Determining the first-passage properties for this kind of random processes could therefore find applications in very different fields. In the context of polymer physics, the case of more realistic polymer dynamics models, such as semi-flexible chains, models involving dihedral interactions, the Zimm model that incorporates hydrodynamics interactions, or models of branched polymers also deserve a particular interest.

Second, it should be noted that in this chapter, we focused only on the first moment of the FPT distribution. In general, the distribution of the FPT can be expected to be quite broad, since trajectories hitting the target range from very short ones when the target is found immediately, to very long ones when the walker explores the whole volume before reaching the target position. Hence, fluctuations can be important in FPT problems, and the analysis of the FPT statistics at all time scales requires the determination of the full FPT distribution. This in addition can give access to further first-passage observables, such as participation ratios discussed in Refs. 58 and 59. In the case of Markovian walkers, it was demonstrated that the FPT distribution falls into well defined universality classes after a rescaling by the MPFT, which is therefore a very important determinant of the distribution. Recently the full distribution of the FPT in confinement for non-Markovian processes was analysed, showing that similar properties still hold.
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The classical theory of chemical reactions can be understood in terms of
diffusive barrier crossing, where the rate of a reaction is determined by
the inverse of the mean first passage time (FPT) to cross a free energy
barrier. Whenever a few reaction events serve to trigger a response or
the energy barriers are not high, the mean first passage time alone does
not suffice to characterize the kinetics, i.e., the kinetics do not occur on
a single timescale. Instead, the full statistics of the FPT are required.
We present a spectral representation of the FPT statistics that allows us
to understand and accurately determine FPT distributions over several
orders of magnitudes in time. A canonical narrowing of the first-passage
density is shown to emerge whenever several molecules are searching
for the same target, which is termed the few-encounter limit. The few-
encounter limit is essential in all situations in which already the first
encounter triggers a response, such as misfolding-triggered aggregation
of proteins or protein transcription regulation.
1. Introduction

Since Smoluchowski’s\textsuperscript{1} and Kramers\textsuperscript{2} seminal contributions, first passage time (FPT) theory has been a paradigm for studying chemical kinetics;\textsuperscript{3–7} see also Refs. 8–12 for extensive reviews. Extensions of these original ideas led to theories of diffusion-controlled reaction kinetics in fractal\textsuperscript{13,14} and heterogeneous media,\textsuperscript{15–18} surface-mediated reactions,\textsuperscript{19,20} and search processes involving swarms of agents,\textsuperscript{21} to name but a few. Notably, in contrast to extensively studied nearest-neighbor random walks (see e.g., Ref. 12), the FPT statistics in multiply connected Markov-state dynamics, aside from a few studies on simple enzyme models\textsuperscript{22–24} and recent numerical approximation schemes based on Bayesian inference,\textsuperscript{25,26} are barely explored.\textsuperscript{27}

The importance of understanding the full FPT statistics is meanwhile well established.\textsuperscript{12,21,28–30} For example, it was proposed to be essential for explaining the so-called proximity effect in gene regulation, according to which direct reactive trajectories boost the speed and precision of gene regulation.\textsuperscript{31,32} The full FPT statistics were also shown to be required for a quantitative description of misfolding-triggered protein aggregation\textsuperscript{33} and various nucleation-limited phenomena.\textsuperscript{34,35} Underlying the kinetics in these systems is the FPT problem of $n$-independent simultaneous trajectories,\textsuperscript{30,33} which we refer to as kinetics in the \textit{few-encounter limit} and which will be the focus of this chapter.

We will limit the discussion to FPT phenomena of reversible Markovian dynamics in bounded domains or confining potentials, which renders all FPT moments finite and probability densities asymptotically exponential.\textsuperscript{12,21,28–30,33} We discuss effectively 1D diffusion processes in arbitrary potentials $U(x)$ and jump processes with arbitrary transition matrices. Hyperspherically symmetric diffusion processes in $d$ dimensions will be treated via a mapping onto radial diffusion with a repulsive potential $U(x) = -(d-1) \ln(x)$ in units of thermal energy,\textsuperscript{9,12,28–30} i.e., $k_B T \equiv 1$. 
The chapter is organized as follows. Generic single-molecule FPT concepts are introduced in Subsection 2.1. Subsection 2.2 outlines a spectral expansion of the FPT density. Subsection 2.3 relates the single-molecule FPT problem to the corresponding many-particle problem, while two examples of FPT statistics in discrete- and continuous state-space dynamics are presented in Subsection 2.4. In working out these examples, we utilize a recently proven duality between first passage and relaxation processes — an algorithmic tool that allows determining the full FPT distribution analytically from a simpler relaxation process (Appendix). We conclude with an outlook in Section 3.

2. First Passage Time Statistics

2.1. The single-particle setting

Let $x_t$ denote the dynamics of a reaction coordinate, e.g., the position of a particle in a potential $U(x)$ (see Fig. 1(a)) or in a circular domain with a central target (see Fig. 1(b) and 1(c)). Suppose that $x_t$ obeys a Markovian equation of motion. The reaction kinetics are then characterized by the FPT — the first instance $x_t$ reaches a given threshold.

![Fig. 1. Crossing of a free energy barrier. (a) Energy landscape $U(x)$ from a local potential minimum $a$ over a barrier $a$ with barrier height $\Delta U$. (b) Geometry-induced potential $U(x) = -(d - 1) \ln x$ for a diffusive search in a $d$-dimensional domain with radius $R$ as illustrated in (c).](image-url)
a, defined formally as
\[
t_a(x_0) = \min\{t \mid x_t = a\}.
\] (1)

The stochasticity of \(x_t\) renders the FPT, \(t_a(x_0)\), a stochastic variable. The statistics of \(t_a(x_0)\) is fully characterized by the survival probability
\[
\mathcal{P}_a(t|x_0) \equiv \text{Prob}[t_a(x_0) \geq t],
\] (2)

which quantifies the probability that the reaction did not occur before \(t\). \(\mathcal{P}_a(t|x_0)\) decays monotonically from \(\mathcal{P}_a(t|x_0) = 1\) to \(\mathcal{P}_a(t = \infty|x_0) = 0\) with a slope that is nothing but the FPT density
\[
\varphi_a(t|x_0) = -\frac{\partial}{\partial t}\mathcal{P}_a(t|x_0).
\] (3)

The \(k\)th moment of \(t_a(x_0)\) can be determined via
\[
\langle t_a(x_0)^k \rangle = \int_0^\infty t^k \varphi_a(t|x_0)dt = k \int_0^\infty t^{k-1}\mathcal{P}_a(t|x_0)dt,
\] (4)

where the last equality follows from Eq. (3) by partial integration. Notably, \(\langle t_a(x_0)^k \rangle\) are typically dominated by the long-time behavior of \(\varphi_a(t|x_0)\).

While the full FPT density is generally hard to determine, simple integral formulas exist for the moments of the FPT under diffusive dynamics.

However, as we show later, the moments of the FPT in the single-particle setting in fact provide very little information about the kinetics in many-particle systems. Namely, few-encounter and nucleation kinetics for example, are typically governed by short or intermediate timescales.

### 2.2. Spectral expansion of first-passage distributions

For reversible Markovian dynamics, the FPT density allows the expansion
\[
\varphi_a(t|x_0) = \sum_{k>0} w_k(x_0) \mu_k e^{-\mu_k t},
\] (5)
where $\mu_k^{-1}$ denotes the $k$th FPT-scale such that $\mu_k$ is a rate, and $w_k(x_0)$ is the corresponding weight of the $k$th mode. In contrast to $\mu_k$, $w_k(x_0)$ depends on the starting position $x_0$. For convenience, we drop the functional dependence of both $w_k$ and $\mu_k$ on $a$. The weights satisfy the normalization condition $\sum_k w_k(x_0) = 1$, and the positivity of $\mathcal{P}(t|x_0)$ implies $w_1 > 0$. Specifically, if energetic or kinetic barriers are high enough, a separation of timescales emerges ($\mu_2 \gg \mu_1$), such that the FPT distribution becomes approximately $\mathcal{P}(t|x_0) \simeq w_1(x_0) \mu_1 e^{-\mu_1 t}$ with $w_1(x_0) \simeq 1$ if $x_0$ is located before the highest energy barrier.$^{30}$ Note that for finite discrete-state systems, the sum in Eq. (5) is finite. The survival probability analogously becomes

$$\mathcal{P}(t|x_0) = \int_t^\infty \mathcal{P}(t'|x_0) dt' = \sum_{k>0} w_k(x_0) e^{-\mu_k t}.$$  \hfill (6)

Using the spectral expansion, the Laplace transform of $\mathcal{P}(t|x_0)$ reads

$$\tilde{\mathcal{P}}(s|x_0) = \int_0^\infty e^{-st} \mathcal{P}(t|x_0) dt = \sum_{i>0} \frac{w_i(x_0) \mu_i}{s + \mu_i}.$$  \hfill (7)

and the $k$th moment of the single-particle FPT is given by

$$\langle t_a(x_0)^k \rangle = k! \sum_{i>0} w_i(x_0) \mu_i^{-k}.$$  \hfill (8)

When $\mu_2 \gg \mu_1$, $\langle t_a(x_0)^k \rangle$ is typically dominated by the slowest timescale, i.e., $\langle t_a(x_0)^k \rangle \simeq k! w_1(x_0)/\mu_1^k$, which is usually quite accurate in problems such as the one used in Fig. 1 (see also Ref. 33).

In general, it can be difficult to determine both first passage eigenvalues $\{\mu_k(x)\}$ and their corresponding weights $\{w_k(x)\}$. However, we have recently derived an analytical theory that allows us to determine the spectral representation of $\mathcal{P}(t|x_0)$ from the corresponding dual relaxation spectrum,$^{33,37}$ which is summarized in the Appendix.

### 2.3. The many-particle setting and kinetics in the few-encounter limit

Suppose that now $n$ particles starting from the same position $x_0$ at time $t = 0$ are searching independently for the same target. Once
the first molecule hits the target, a “catastrophic” response is triggered (e.g., aggregation of misfolded proteins, induction/inhibition of gene transcription, etc.), or the target disappears such as in foraging problems. In order to understand such “nucleation-type phenomena”, details about the FPT distribution become relevant.\textsuperscript{12,28,30,38} The $n$-particle survival probability is simply the product of the single-particle survival probabilities\textsuperscript{21}

$$P_a^{(n)}(t|\mathbf{x}_0) \equiv P_a(t|\mathbf{x}_0)^n. \quad (9)$$

The probability density that the first of the $n$ particles hits $a$ for the first time at time $t$ then becomes, using Eqs. (3) and (9),\textsuperscript{21,33,37}

$$\phi_a^{(n)}(t|\mathbf{x}_0) \equiv n\phi_a(t|\mathbf{x}_0)P_a(t|\mathbf{x}_0)^{n-1} \equiv n\phi_a(t|\mathbf{x}_0)\left[\int_t^\infty \phi_a(\tau|\mathbf{x}_0)\mathrm{d}\tau\right]^{n-1}. \quad (10)$$

We will henceforth omit the superscript (1) in denoting the single-particle scenario, i.e., $\phi_a \equiv \phi_a^{(1)}$ and $\langle \cdots \rangle \equiv \langle \cdots \rangle^{(1)}$. Analogously to Eq. (4), the moments of the FPT in the $n$-particle case read

$$\langle t_a(x_0)^k \rangle^{(n)} \equiv \int_0^\infty t^k \phi_a^{(n)}(t|\mathbf{x}_0)\mathrm{d}t, \quad (11)$$

which according to Eq. (10) can be determined solely from $\phi_a(t|\mathbf{x}_0)$

$$\langle t_a(x_0)^k \rangle^{(n)} = n\langle t_a(x_0)^k P_a(t_a(x_0)|\mathbf{x}_0)^{n-1} \rangle$$

$$= n\int_0^\infty t^k P_a(t|\mathbf{x}_0)^{n-1}\phi_a(t|\mathbf{x}_0)\mathrm{d}t. \quad (12)$$

Due to the term $P_a(t|\mathbf{x}_0)^{n-1}$ in Eq. (12) one needs, for any finite value of $k \geq 1$, formally an infinite number of single-particle moments, to determine $\langle t_a(x_0)^k \rangle^{(n)}$. Hence, many-particle nucleation-type kinetics cannot be understood in terms of single-particle mean FPT.\textsuperscript{33–35} Even if $\langle t_a(x_0)^k \rangle$ is accurately characterized by long-time asymptotics, the latter do not provide accurate results for $\langle t_a(x_0)^k \rangle^{(n)}$, which can be orders of magnitude off.\textsuperscript{33} The severe insufficiency of single-particle moments arises from the sharp sigmoidal shape of $P_a(t|\mathbf{x}_0)^{n-1}$ within the many-particle average (12) (e.g., see lower panel of Fig. 2 for an illustration). We note that utilizing long-time
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asymptotics can lead in general to both an overestimation or an underestimation of $\langle t_a(x_0) \rangle^{(n)}$, depending on the initial conditions.\(^{33}\) For $n \to \infty$, short-time asymptotics sets in, for which it has been found that $\langle t_a(x_0) \rangle^{(n)} \propto 1/\ln(n)$ for overdamped diffusive first passage problems\(^{34,35}\) (see also Ref. 21).

Two generic phenomena emerge as the particle number $n$ increases: (i) $\langle t_a(x_0) \rangle^{(n)}$ reduces and (ii) the width of $\varphi_a^{(n)}(t|x_0)$ concurrently decreases (see Fig. 2). Both are independent of the details of dynamics and directly follow from a progressively sigmoidal shape of $\mathcal{P}_a(t|x_0)^{n-1}$. These features are particularly important for explaining the so-called proximity effect — the spatial proximity of co-regulated genes — in transcription regulation.\(^{30}\) The generic origin of these effects provides an explanation of the robustness of the proximity effect (see Ref. 30 for more details on the biological aspect).

2.4. Determining first passage time statistics from relaxation spectra

Having established that the full FPT statistics are required for a correct physical description of reaction kinetics in the few-encounter
limit, we now present, with two illustrative examples, a canonical method to determine $\wp_a(t|x_0)$ from the corresponding relaxation spectrum.

We consider two classes of processes, diffusion in effectively 1D potentials and reversible Markovian jump-processes, in more detail (see e.g., Fig. 3). We call $x_t$ a relaxation process if, in contrast to the first passage problem, the dynamics does not terminate upon reaching a threshold. More precisely, for a diffusion process (see Fig. 3(a)) the probability density $P(x,t|x_0)$ to find a particle starting from $x_0$ at position $x$ at time $t$ satisfies the Fokker–Planck equation

$$\frac{\partial}{\partial t}P(x,t|x_0) = \hat{L}_{FP} P(x,t|x_0) \equiv \frac{\partial}{\partial x} D(x) \left[ U'(x) + \frac{\partial}{\partial x} \right] P(x,t|x_0),$$

(13)

where $U(x)$ is the potential ($U' \equiv \partial_x U$) and $D(x)$ the diffusion landscape. Relaxation dynamics conserves probability, i.e., $\int P(x,t|x_0)dx = 1$ for all $t$, which is obtained either with natural boundary condition or a “reflecting barrier”, which would in turn imply $[U(x) - \partial_x]P(x,t|x_0)|_{x=a} = 0$. For jump-processes (see Fig. 3(b)) the probability to find the system at state $x_t = x$ if it started at $x_0$ obeys a master equation

$$\frac{\partial}{\partial t}P(x,t|x_0) = \hat{L}_{ME} P(x,t|x_0) \equiv \sum_{x'} L_{xx'} P(x',t|x_0),$$

(14)

where $L_{xx'}$ is the transition rate from state $x'$ to $x$ if $x \neq x'$ and $L_{xx} = -\sum_{x' \neq x} L_{xx'}$ is the negative rate of leaving state $x'$, guaranteeing conservation of probability $\sum_x L_{xx'} = 0$, i.e., $\sum_x P(x,t|x') = 1$

Fig. 3. Schematic of (a) diffusive dynamics, (b) Markovian jump-process.
for all $t$ and $x'$. Moreover, reversibility requires the rates to obey detailed balance $\ln(L_{xx'}/L_{x'x}) = U(x') - U(x)$.\(^{39}\) Both classes of reversible stochastic dynamics allow an expansion of the operator $\hat{L} = \hat{L}_{\text{FP}}, \hat{L}_{\text{ME}}$ in a real bi-orthogonal eigenbasis, such that

$$P(x, t|x_0) = \sum_{k \geq 0} \psi^R_k(x)\psi^L_k(x_0)e^{-\lambda_k t}, \quad (15)$$

where $\lambda_k$ is the $k$th eigenvalue of operator $\hat{L}$ (with $0 = \lambda_0 < \lambda_1 \leq \lambda_2 \leq \cdots$), and $\psi^R_k (\psi^L_k)$ are the corresponding right (left) eigenvectors satisfying $\hat{L}\psi^R_k = -\lambda_k \psi^R_k$ and $\psi^L_k(x) = N^{-1}_k e^{U(x)}\psi^R_k(x)$. The normalization for $\hat{L} = \hat{L}_{\text{FP}}$ reads $N_k = \int e^{U(x)}[\psi^R_k(x)]^2dx$, whereas for $\hat{L} = \hat{L}_{\text{ME}}$ the integral in $x$ becomes a sum. Note that the zeroth eigenvector ($k = 0$) is given by $\psi^R_0(x) = e^{-U(x)}$, such that $\psi^R_0(x)\psi^L_0(x_0) = P_{\text{eq}}(x)$ is the Boltzmann distribution.

The terms $k > 0$ in the sum of Eq. (15) relax to zero exponentially fast with rates $\lambda_k$, and the corresponding eigenfunctions $\psi^R_k(x)\psi^L_k(x_0)$ quantify the redistribution of the probability mass. For potential landscapes with $n$ energy basins (e.g., $n = 2$ in left panel of Fig. 3) we generally expect at least one (or the last) gap at $\lambda_{n-1} \ll \lambda_n$ in the relaxation spectrum.

For any stationary Markov process, the renewal theorem\(^{40}\)

$$P(a, t|x_0) = \int_0^t P(a, t - \tau|a) \varphi_a(\tau|x_0)d\tau \quad (16)$$

connects the propagator of relaxation dynamics to the FPT density. It has the following intuitive interpretation: if a particle starting from $x_0$ is found at position $x_t = a$ at time $t$, then it must have reached it for the first time before that time $\tau \leq t$ and then returned to (or stayed at) $a$ in the remaining time interval $t - \tau$. Laplace transforming Eq. (16), where a convolution in the time domain becomes a product, translates Eq. (16) to $\tilde{P}(a, s|x_0) = \tilde{P}(a, s|a)\tilde{\varphi}_a(s|x_0)$, i.e.,

$$\tilde{\varphi}_a(s|x_0) = \frac{\tilde{P}(a, s|x_0)}{\tilde{P}(a, s|a)}. \quad (17)$$

Comparing Eq. (17) with the first passage density (7), one can easily verify that poles of the FPT distribution $\tilde{\varphi}_a(s|x_0)$, which are located
at the first passage rates $\mu_k = -s$, are zeros of the diagonal of the propagator $\tilde{P}(a, s|a)$.

In the Appendix, we present an explicit and exact duality relation that allows for an explicit inversion of Eq. (17) to the time domain. Briefly, $\varphi_a(t|x_0)$ is obtained in three steps: (i) the first step is to realize that the first passage and relaxation timescales intertwine, $\lambda_{k-1} \leq \mu_k \leq \lambda_k$, which is then utilized in (ii) the second step is to express all first passage rates $\{\mu_k\}$ in terms of series of determinants of almost triangular matrices (A.2). (iii) The third an final step involves the Cauchy residue theorem to determine the first passage weights $\{w_k\}$ from Eq. (A.7), leading to

$$w_k(x_0) = \frac{\sum_{l>0}(1 - \lambda_l/\mu_k)^{-1}\psi_l^R(a)\psi_l^I(x_0)}{\sum_{l\geq 0}(1 - \lambda_l/\mu_k)^{-2}\psi_l^R(a)\psi_l^I(a)}.$$  

(18)

For the full details, we refer the reader to the Appendix or Refs. 33 and 37. In the following, we apply the duality to determine FPT densities of a simple four-state Markov process and a diffusion in a rugged potential.

2.5. Four-state Markov jump process

For illustratory purposes, we consider a simple four-state biased random walk as shown in the inset of Fig. 2 with a transition matrix

$$L = \begin{pmatrix} -2 & 1 & 0 & 0 \\ 2 & -3 & 1 & 0 \\ 0 & 2 & -3 & 1 \\ 0 & 0 & 2 & -1 \end{pmatrix},$$  

(19)

whose eigenvalues are $\{\lambda_0, \lambda_1, \lambda_2, \lambda_3\} = \{0, 1, 3, 5\}$ and the corresponding eigenvectors can be obtained in a straightforward manner. We fix the initial and target state to $x_0 = 1$ and $a = 4$, respectively. The diagonal and off-diagonal relaxation propagators then have the
simple forms

\[
P(a, t|a) = \frac{8}{15} + \frac{e^{-t}}{4} + \frac{e^{-3t}}{6} + \frac{e^{-5t}}{20},
\]

\[
P(a, t|x_0) = \frac{8}{15} + \frac{e^{-t}}{3} + \frac{2e^{-3t}}{3} + \frac{e^{-5t}}{5},
\]

whereas a similarly compact analytical formula for \( \varphi_a(t|x_0) \) cannot be found. In the Appendix (Section A.2), we use the duality between relaxation and first passage processes to determine \( \{\mu_1, \mu_2, \mu_3\} \simeq \{0.657, 2.529, 4.814\} \) and \( \{w_1(x_0), w_2(x_0), w_3(x_0)\} \simeq \{1.565, -0.740, 0.175\} \). The resulting single-particle FPT probability density is depicted with the solid line in the upper panel of Fig. 2. The dash-dotted line (here \( n = 2 \)) in the lower panel depicts the corresponding single-particle survival probability \( P_a(t|x_0) \). We note that the short-time limit yields \( \varphi_a(t|x_0) = 4t^2 + O(t)^3 \), which arises from the two intermediate states between \( x_0 \) and \( a \) (see model scheme from Fig. 2). The vanishing first passage density \( \varphi_a \to 0 \) (short-time limit) causes a strong narrowing of the many-particle first passage density \( \varphi_a^{(n)}(t|x_0) = n\varphi_a(t|x_0)P_a(t|x_0)^{n-1} \), since the survival probability “pushes” the probability mass to short times for increasing values of \( n \) (see Fig. 2).

2.6. **Diffusive exploration of a rugged energy landscape**

As a second example, we analyze \( \varphi_a(t|x_0) \) for a diffusive barrier crossing in a rugged multivell potential, which is particularly relevant for protein folding and misfolding kinetics\(^{42-45} \) and biochemical association reactions\(^{46} \).

We generate a single rugged potential landscape as a sum of a harmonic potential and a truncated Karhunen–Loève expansion of a Wiener process

\[
U(x) = \frac{x^2}{4} + \sum_{k=1}^{N} z_k \frac{\sin(2k-1)x}{(2k-1)},
\]
Fig. 4. (a) Rugged potential landscape $U(x)$ from Eq. (21) and the corresponding Boltzmann measure with $(z_1, \ldots, z_7) = (-0.14, -1.04, 0.77, -1.32, -0.61, -1.66, -2.67)$. (b) The first four excited right eigenfunctions corresponding to $U(x)$ with $D(x) = 1$.

We truncate the expansion at $N = 7$ and sample $z_k$ from a normal distribution. Once $\{z_k\}$ are determined, they are kept fixed. In Fig. 4(a), we depict $U(x)$ and its corresponding equilibrium probability density $\psi^R_0(x) \propto e^{-U(x)}$. We numerically determine the first 45 eigenvalues $\{\lambda_k\}$ and eigenfunctions $\{\psi^R_k\}$ of the Fokker–Planck operator (13), from which the first four excited relaxation eigenmodes are illustrated in Fig. 4(b). The relaxation eigenfunctions determine the redistribution of probability during the approach to equilibrium. Using Newton’s series of almost triangular matrices from Eq. (A.2), we determine the FPT-scales $\mu^{-1}_k$, which interlace with the relaxation timescales$^{33,37}$ as illustrated in the upper panel of Fig. 5. Specifically, between any two consecutive FPT-scales (blue circles) we find exactly one relaxation timescale (red triangles) and vice versa. In particular, the slowest FPT-scale occurs on a longer timescale than the slowest relaxation timescale. This can be explained by the fact that the slowest first passage mode requires all trajectories to reach the target, whereas the slowest relaxation mode
Fig. 5. The FPT density for particle starting from $x_0 = 0.6$ and to $a = 2.5$ within potential from Fig. 4. The inset shows the FPT density on a linear scale. The upper panel superimposes the FPT scales $\mu_k^{-1}$ (open circles) and the relaxation timescales $\lambda_k^{-1}$ (open triangles). The symbols are obtained using the theory outlined in the Appendix, and the symbols denote results of Brownian dynamics simulations of $10^6$ trajectories.

only reflects that most trajectories have reached the equilibrium distribution.

In the lower panel of Fig. 5, we present results for the full FPT density using the analytical theory from the Appendix (blue solid line), together with results of extensive Brownian dynamics simulations of $10^6$ trajectories, which perfectly agree with the theory. The inset depicts $\varphi_a(t|x_0)$ on a linear scale. The short-time limit for a freely diffusing particle in form of a Lévi-Smirnov density, also know as Sparre Anderson result, is shown as dashed green line (see also Refs. 21, 34 and 35 for further discussions on the short-time limit). Intuitively, diffusion is faster than advection on short-timescales ($\propto \sqrt{t}$ versus $\propto t$ behavior), rendering the actual potential shape less relevant for $t \to 0$.

3. Concluding Perspectives

The mean and higher moments of the FPT in a single-particle setting were shown to be inherently insufficient for characterizing many-particle FPT kinetics within the few-encounter limit. To correctly
describe few-encounter kinetics, one has to go beyond a description limited to FPT moments and determine the full FPT distribution. It was shown how to achieve this utilizing a duality relation between relaxation and first passage process\textsuperscript{33,37} outlined in the Appendix. The method is applicable to a broad class of reversible Markov dynamics that includes discrete Markovian jump-processes in any dimension and Markovian diffusion in effectively 1D potential landscapes.

The duality relation can in fact be considered as an analytical algorithmic tool for determining FPT distributions, which was demonstrated with a simple four-state model in full detail. The analysis of the \( n \)-particle FPT distribution revealed a reduced mean FPT and a canonical narrowing of the FPT distribution in the few-encounter limit as the number of particles increases. This narrowing arises due to a combination of the short-time cutoff in the FPT density (\( \psi_{\alpha} \to 0 \) for \( t \to 0 \)) and an inherent many-particle speed-up, which together render the \( n \)-particle kinetics deterministic in the limit \( n \to \infty \). In the case of a diffusive exploration of (rugged) energy landscapes, the short-time behavior is dominated by free diffusion, rendering the shape of the potential essentially irrelevant\textsuperscript{34,35}.

It will be interesting to extend the applications of the theory outlined in the Appendix and to explore the physical consequences of few-encounter kinetics also in narrow escape problems\textsuperscript{48–53} and diffusion on higher-dimensional graphs. Extending the work to irreversible dynamics will be challenging, whereas long-time asymptotics are still accessible\textsuperscript{30,37}.

**Appendix. Duality Between Relaxation and First-Passage Processes**

**A.1. General Case**

In this appendix, we review the duality relation from Refs. 33 and 37 that allows us to determine analytically the spectral representation
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of the FPT density in Eq. (5) from the propagator in Eq. (15) in three steps.

The first step is to realize that the relaxation timescales \( \{\lambda_k^{-1}\} \) and FPT-scales \( \mu_k^{-1} \) interlace\(^{33,37}\)

\[ \lambda_{k-1} \leq \mu_k \leq \lambda_k. \]  

(A.1)

We note that this interlacing of timescales can be related to Cauchy’s interlacing theorem for real symmetric matrices.\(^{54}\) The interlacing has also been demonstrated for simple 1D processes.\(^{41}\)

The second step is based on an explicit Newton iteration that allows, after some rather involved algebra,\(^{33,37}\) to exactly express the first passage rates \( \mu_k \) as a series of determinants of almost triangular matrices \( \mathcal{A}_n(k) \)

\[ \mu_k = \bar{\mu}_k + \sum_{n=1}^{\infty} f_0(k)^n f_1(k)^{1-2n} \det \mathcal{A}_n(k), \]  

(A.2)

where \( \bar{\mu}_k \equiv (\lambda_k + \lambda_{k-1})/2 \), \( f_n(k) = \partial_s^n F(k^*, s)|_{s=-\bar{\mu}_k} \) with

\[ F(k, s) = (s + \lambda_k) \tilde{P}(a, s|a) \]  

(A.3)

and the index function

\[ k^* \equiv k^*(k) = \begin{cases} k & \text{if } F(k, -\bar{\mu}_k) < 0 \\ k - 1 & \text{else} \end{cases} \]  

(A.4)

that guarantees \( f_0(k) \) to be negative, and we used the almost triangular \((n-1) \times (n-1)\) matrices with elements

\[ \mathcal{A}_{n}^{i,j}(k) = \frac{f_{i-j+2}(k) \Theta(i-j+1)}{(i-j+2)!} \begin{cases} i + j - 1 & \text{if } j = 1, \\ n(i-j+1) + j - 1 & \text{if } j > 1, \end{cases} \]  

(A.5)
where $\Theta$ is the discrete Heaviside step function ($\Theta(l) = 1$ if $l \geq 0$) and $\det \mathbf{A}_1(k) = 1$. Moreover, we have explicitly\textsuperscript{33,37}

$$f_0(k) = \psi_L^R(a)\psi_R^R(a) + \sum_{l
ot=k^*} \psi_L^L(a)\psi_R^R(a) \frac{(\bar{\mu}_k - \lambda_{k^*})}{(\bar{\mu}_k - \lambda_{l})},$$

(A.6)

where $\Theta(l) = 1$ if $l \geq 0$).

$$f_{n\geq1}(k) = n! \sum_{l
ot=k^*} \psi_L^L(a)\psi_R^R(a) \frac{(\lambda_{l} - \lambda_{k^*})}{(\bar{\mu}_k - \lambda_{l})^{n+1}},$$

(A.7)

The third step is a straightforward application of the residue theorem, delivering the first passage weights

$$w_k(x_0) = \frac{\tilde{P}(a,s|x_0)}{\mu_k \partial_s \tilde{P}(a,s|a)} \bigg|_{s = -\mu_k} = \frac{\sum_{l \geq 0} (1 - \lambda_{l}/\mu_k)^{-1} \psi_R^R(a)\psi_L^L(x_0)}{\sum_{l \geq 0} (1 - \lambda_{l}/\mu_k)^{-2} \psi_R^R(a)\psi_L^L(a)},$$

(A.7)

where $\tilde{P}(a,s|x_0)$ is the Laplace transform of Eq. (20). We note that Eq. (A.2) and (A.7) are exact relations that fully characterize the first passage kinetics.

### A.2. Four-State Model

We now evaluate $\varphi_a(t|x_0)$ for the model from Section 2.5 step-by-step. First, the Laplace transform of the first line of Eq. (20), $\tilde{P}(a,s|a)$, is inserted into Eqs. (A.3) and (A.4), giving $k^* = k$ for $k = 1, 2, 3$. Second, Eq. (A.6) yields

$$\begin{pmatrix} f_0(1) \\ f_0(2) \\ f_0(3) \end{pmatrix} = \begin{pmatrix} -\frac{11}{45} \\ -\frac{4}{3} \\ -\frac{1}{3} \end{pmatrix},$$

with $n > 0$. Note that $k^*$ is chosen to guarantee the negativity of $f_0(k)$. Third, inserting the $f_n(k)/n!$ into the almost triangular matrix Eq. (A.5) and evaluating Newton’s series (A.2) yields the
exact FPT-scales, which numerically are given by \( \{\mu_1, \mu_2, \mu_3\} \simeq \{0.657, 2.529, 4.814\} \). Finally, the weights from Eq. (A.7) yield \( \{w_1(x_0), w_2(x_0), w_3(x_0)\} \simeq \{1.565, -0.740, 0.175\} \), which fully determines \( \wp_a(t|x_0) \).
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The efficiency of intracellular reactions which are driven by motor-assisted transport strongly depends on the spatial organization of the cytoskeleton. The cytoskeleton is a highly complex filament network which is generally neither homogeneous nor isotropic. In cells with a centrosome, microtubules emanate radially from the center, whereas actin filaments populate the cortex underneath the plasma membrane in a random manner. While intermittent search strategies with stochastic transitions between a slow reactive phase and a fast non-reactive phase have been shown to be advantageous in homogeneous, isotropic environments, the effect of a realistic global cytoskeleton topology has only very recently gained scientific interest. In this chapter, we review the progress in analyzing the efficiency of spatially inhomogeneous search strategies.

1. Introduction

Random search processes are ubiquitous in nature and are fundamental to chemical kinetics: Two reaction partners performing a random motion in space first have to find each other before they eventually can bind to each other. In particular, at low concentrations
of the reaction partner the random search process becomes the rate-limiting factor. In conventional reaction-diffusion systems, the reaction-partners are subject to thermal Brownian motion, and the efficiency of the search process depends solely on the diffusion constant $D$, the initial distance of the reaction partners $R$, the reaction range $a$, and the size of the search domain $V$. For instance, in three space dimensions the mean first passage time (MFPT) for a purely diffusive search process is $T_{\text{MFPT}}^{3d} = V/(4\pi D)(a^{-1} - R^{-1})$ and in two dimensions, $T_{\text{MFPT}}^{2d} = A/(2\pi D) \ln R/a$.1

In biological systems, in particular in living cells, the reaction kinetics are frequently enhanced by various mechanisms: One example is reactions involved in genomic transcription, where facilitated diffusion enhances the efficiency of the search of DNA-binding proteins for their specific binding site on a DNA molecule by alternating between linear 1D diffusion along the DNA molecule and 3D volume excursion events between successive dissociation from and rebinding to DNA.2,3 Another prominent example is active intracellular transport of proteins and also larger objects like vesicles, endosomes, and mitochondria, which are equipped with molecular motors that can randomly bind to and unbind from the actin or microtubule filaments of the cell’s cytoskeleton.4 The resulting motion of these particles alternates stochastically between two modes: a diffusive mode and a ballistic mode along the direction of the filament when a molecular motor is bound. Both examples are also representative of intermittent search, which means that during the fast motility mode the searcher cannot find the target (i.e., particles cannot bind).5

It has been shown that switching between the two motility modes with certain rates can dramatically increase the search efficiency defined by the MFPT to find the target,6,7 implying an enhanced reaction kinetics for molecular motor-assisted search processes in cells.8 The specific values of the transition rates between the two motility modes is commonly denoted as a “search strategy” to remind one of the fact that parameters could be varied to optimize the search efficiency. If these parameters are constant in space, we denote this as a “spatially homogeneous” strategy, and when they can vary in space,
we denote this as a “spatially inhomogeneous” strategy. In this sense, the cellular cytoskeleton represents, with respect to motor-assisted random search, a spatially inhomogeneous search strategy, since cytoskeletal filaments are not homogeneously distributed in space but have a characteristic spatial organization as detailed below.

In this chapter, we will review the recent progress in analyzing the efficiency of spatially inhomogeneous search strategies. Their advantage is obvious whenever additional information about the target location is available, like a preferential location in a particular subvolume of the search domain or at its boundary. But we will see that inhomogeneous search strategies can even be superior to homogeneous strategies in cases when the random target location is homogeneously distributed. In the following, we will specifically address three standard search problems encountered in cellular chemical kinetics, as illustrated in Fig. 1: The narrow escape problem (the target is a specific area on the domain boundary), the reaction kinetics problem (the target is randomly distributed in the search domain), and the reaction-escape problem, which is a combination of the first two. Then we will discuss the generality of the results and give an outlook to future applications.

![Fig. 1. Three standard search problems are encountered in cellular chemical kinetics: (a) The narrow escape problem which emerges during transport to a specific region on the domain boundary. (b) The reaction kinetics problem which considers the arrival of a searcher at a motile or immotile target in the bulk of the domain. (c) The combined reaction-escape problem which occurs when cargo must be delivered to a narrow area on the boundary only after tethering to another particle beforehand.](image)
2. The Cytoskeleton — A Specific Spatially Inhomogeneous Search Strategy

The efficiency of motor-assisted transport strongly depends on the spatial organization of the cytoskeleton. The cytoskeleton is a highly complex filament network which is generally neither homogeneous nor isotropic. In cells with a centrosome, microtubules emanate radially from the center, whereas actin filaments are accumulated with random orientations in the cortex underneath the plasma membrane.4

While intermittent search strategies with stochastic transitions between a slow reactive phase and a fast non-reactive phase have been shown to be advantageous in homogeneous, isotropic environments,5–11 the effect of a realistic global cytoskeleton topology has only very recently gained scientific interest.

A spatially inhomogeneous diffusion constant is included in models of surface-mediated diffusion.12–19 In Ref. 12, Bénichou et al. investigated the narrow escape problem in 2D and 3D spheres S of radius R. A particle performs alternating phases of bulk diffusion with diffusion constant \(D_2\) and surface-mediated diffusion along the surface of the sphere \(\partial S\) with diffusion constant \(D_1\). When detaching from the surface after an exponentially distributed time scale with rate \(\lambda\), the particle is radially delocated at a distance \(a \ll R\) from the surface into the bulk, where it exhibits bulk diffusion until it reaches the surface again and eventually the small target on \(\partial S\) is detected. Remarkably, the MFPT of a searcher, which is initially uniformly distributed on \(\partial S\), can be minimized as a function of the desorption rate \(\lambda\) in dependence of \(D_1/D_2\). In Ref. 17, Calandre et al. further showed that the MFPT to a target in the bulk, reminiscent of the reaction problem, can be minimized as a function of the desorption rate \(\lambda\), if the surface diffusion constant \(D_1\) is sufficiently large (in particular, larger than the bulk diffusion constant \(D_2\)). Consequently, a spatial inhomogeneity of the diffusion constant can substantially increase the search efficiency.

Cherstvy et al. investigated the transport of particles from the center to the surface of a circular disk.20 The particle performs
Brownian motion with a diffusion constant \( D(r) = D_0 \frac{A}{A + r^2} \), \( A > 0 \), which is a function of the radial position \( r \). The diffusion constant is thus the highest close to the center and gradually decreases with increasing distance. For \( r \gg A \), the diffusion constant scales like a power-law \( D(r) \sim 1/r^2 \), whereas for \( r \ll A \), diffusion is almost Brownian. With the aid of computer simulations, Cherstvy et al. found that the time scale \( t_{1/2} \), at which the fastest half of the population arrives at the membrane, is defined by two asymptotes. Namely, the one with the slowest diffusivity \( D(r = R) \) and the one with average diffusivity \( \langle D \rangle = \frac{\int_0^R D(r)dr}{\int_0^R (2(R^2 - a^2))} \), such that \( t_{1/2} \) scales like \( R^4 \) in the leading order.20

Ando et al. investigated the influence of the topology of the cytoskeleton on the transport efficiency of particles which travel from the nucleus to an arbitrary position alongside the membrane.21 Their model system is a 2D circular disk of radius \( R = 10 \ \mu m \), which possesses a nucleus of radius \( R_n \). Tracer particles are initially positioned on the surface of the nucleus. In the cytoplasm, they perform Brownian motion with diffusion constant \( D = 0.011 \ \mu m^2/s \). The cytoskeleton is modeled as a shell of width \( w \) whose inner radius is positioned at \( R_a \). In order to account for active transport, the diffusion constant is increased within this shell to \( D_a = 100D \). They found that the MFPT can be minimized for shells positioned close to the nucleus if \( R_n \gtrsim R/4 \). Ando et al. further explicitly simulated filaments with fixed length which are randomly distributed in the cytoplasm. Tracer particles experience alternations of ballistic motion alongside the filaments and diffusion in the bulk. They found that the transport efficiency from the nucleus to the membrane is increased if the filament polarities collectively point toward the membrane.

3. Spatially Inhomogeneous Cytoskeleton Enhances Intracellular Reaction Kinetics

In essence, the specific spatial organization of the cytoskeleton represents, in conjunction with motor-assisted transport, a search strategy in spatially inhomogeneous environments, which is intermittent
if the searcher cannot find the target (i.e., bind to the reaction partner) in the ballistic mode. In order to study the efficiency of spatially inhomogeneous search strategies, a random walk model with two alternating motility modes was formulated in Refs. 22–25: (i) a ballistic motion state at velocity $v$, which is associated to directed transport by molecular motors between binding and unbinding events, and (ii) a diffusive state with diffusivity $D$ in which motors are unbound. Note that the case $D = 0$ corresponds to a model with arrest states studied in Refs. 24 and 25. The limit of a vanishing diffusion constant is biologically relevant for intracellular cargo, such as vesicles, mitochondria, or macromolecules, which experience size-dependent subdiffusion in the crowded cytoplasm and thus undergo effectively stationary states. But more importantly, since a single cargo is typically attached to several motor proteins concurrently, a full dissociation of the filament is rather unlikely. Instead, arrest states at filament crossings are observed. The speed $v$ is assumed to be constant. Transitions between the motility modes are determined by a constant attachment rate $k$ and detachment rate $k'$. Generally, the rates can also be space-dependent.

The cytoskeleton structure in a spherical cell of radius $R$ is idealized by the probability density $\rho_\Omega(r)$ to choose a direction $\Omega$ conditionally on the switch from the diffusive to the ballistic mode at position $r$ and can, for simplicity, be parameterized as follows:

$$
\rho_\Omega(r) = \begin{cases} 
 p \delta(\Omega - \Omega'(r)) + (1-p) \delta(\Omega - \Omega'(-r)) & \text{for } 0 < r < R - \delta, \\
 1/2\pi \text{ (in 2D); } 1/4\pi \text{ (in 3D)} & \text{for } R - \delta < r < R,
\end{cases}
$$

(1)

where $\Omega'(r)$ denotes the direction defined by the position vector $r$ and $p$ denotes the probability to move radially outward. The probability $p$ represents the contribution of kinesins and dyneins on the apparent motion of cargo. For $p = 1$, the transport is solely managed by kinesins in the cell interior, and for $p = 0$ only dyneins are active. In contrast,
\( p = 0.5 \) is associated to an equal distribution of active kinesins and dyneins on the cargo. Instead of isotropic distributions in the periphery, the framework allows to study arbitrary distributions of actin filaments in the cortex, see Refs. 24 and 25. The exact distribution of orientations is objective of ongoing research, but it is reported that actin filaments align to microtubules\(^3^8\) and are tangentially oriented to the membrane in cellular blebs.\(^3^9\)

The distribution \( \rho_\Omega(r) \) together with the state transition rates \( k \) and \( k' \) defines a search strategy which is generally inhomogeneous and anisotropic. However, \( \delta = R_m \) leads to a spatially homogeneous and isotropic search strategy.

The proposed model allows the study of diverse search tasks. Here, the focus is on the three different, biologically relevant search problems mentioned in the introduction: The narrow escape, the reaction and the reaction-escape problem. At time \( t = 0 \), the particle starts at position \( r_0 \), which may either be the cell center or a uniformly distributed position within the cell. Apart from the stochastic detachment events with rate \( k' \), a ballistically moving particle switches automatically to the diffusive mode at the MTOC \( (r = 0) \), at the inner border of the actin cortex \( (r = R - \delta) \), and at the cell membrane \( (r = R) \). The particle is propagated until termination of the respective search problem. For the narrow escape problem, the search is terminated when the particle hits the plasma membrane at the exit zone of opening angle \( \alpha_{\text{exit}} \), as illustrated in Fig. 2. In the case of the reaction problem, the search is terminated by encounter of searcher and target particle \( |r^S - r^T| \leq R_d \), see Fig. 2, if both particles are in the diffusive state. In the reaction-escape problem, searcher and target particle first have to react before the product particle can be transported to a specific zone on the membrane of the cell. The efficiency of a search strategy, defined by a specific cytoskeleton organization and transition rates, is measured in terms of the MFPT to target detection with the aid of an event-driven Monte Carlo algorithm.\(^4^0\) In the following dimensionless spatial and temporal coordinates \( r \mapsto r/R, \ t \mapsto vt/R \) and parameters \( D \mapsto D/vR, \ k \mapsto Rk/v, \ k' \mapsto Rk'/v, \ \delta \mapsto \delta/R_m \) are used.
Fig. 2. (a) Targeted intracellular transport by molecular motors is a stochastic process which strongly depends on the spatially inhomogeneous organization of the cytoskeleton. (b) The cytoskeleton structure in a spherical cell of radius $R$ is idealized by introducing a well-defined actin cortex of width $\delta$. An exit zone on the cell boundary is characterized by the angle $\alpha_{\text{exit}}$ and the detection distance of two particles is determined by $R_d$. (c) In the narrow escape problem, particles which are initially located at $r_0$ perform stochastic motion with alternating phases of ballistic and diffusive motion until they reach the exit. (Parts (a) and (b) are reproduced from Ref. 25 with the permission of Elsevier; Part (c) is reproduced from Ref. 22 with the permission of American Physical Society.)

3.1. Narrow escape problem

First, the search for a specific area on the domain boundary is considered, which is the so-called narrow escape problem. A prominent example is directed secretion by immune cells which requires active transport of toxic vesicles toward the immunological synapse in order to kill tumorigenic or virus infected cells.

In order to demonstrate the gain in search efficiency by a spatially inhomogeneous search strategy, corresponding to $0 < \delta < 1$, a homogeneous cytoskeleton with $\delta = 1$ is considered to determine the optimal transition rates $k_{\text{opt}}(D)$ and $k'_{\text{opt}}(D)$. It turns out that the optimal detachment rate $k'_{\text{opt}} = 0$ is zero for all $D$, whereas the optimal attachment rate $k_{\text{opt}}(D)$ increases with decreasing diffusivity $D$, such that $k_{\text{opt}} = \infty$ for $D = 0$. Consequently, a motion pattern without directional changes in the bulk of the cell constitutes an optimal search strategy for a homogeneous cytoskeleton.

In Refs. 22–25, it is investigated whether an inhomogeneous filament structure ($\delta < 1$) has the potential to solve the narrow escape problem more efficiently than its homogeneous counterpart.
To answer this question, the influence of the actin cortex width $\delta$ and the probability for radially outward transport $p$ on the MFPT are evaluated for the optimal parameters $k_{\text{opt}}(D)$ and $k'_{\text{opt}}$. Remarkably, for large probabilities of anterograde transport $p$ the MFPT exhibits a minimum at small widths of the actin cortex $0<\delta<1$. The minimum is most pronounced for arrest states, i.e., $D=0$, but it is also found for $D>0$, as shown in Fig. 3. Moreover, exclusive radial outward transport ($p=1$) in the ballistic mode represents the best strategy for the escape problem, which is plausible since the target location is on the boundary. This phenomenon is largely robust against changes in the transition rates $k$ and $k'$. A small cortex width $\delta$ significantly reduces the MFPT, which emphasizes the

---

**Fig. 3.** Narrow escape problem for inhomogeneous spatial organizations of the cytoskeleton. (a) The MFPT versus $\delta$ and $p$ for $D=0$, $k'_{\text{opt}}=0$, and $k_{\text{opt}}=\infty$, which constitutes the optimal choice of transition rates for a spatially homogeneous cytoskeleton, i.e., $\delta=1$, in the case of $\alpha_{\text{exit}}=0.1$ and 2D domains. (b) MFPT as a function of $\delta$ for different diffusivities $D$ and $p=1$ (i.e., exclusively radial outward transport in the ballistic mode) using the optimal rates $k'_{\text{opt}}=0$ and $k_{\text{opt}}(D)$ for $\delta=1$ in the case of $\alpha_{\text{exit}} \approx 0.1433$ and 3D domains. (Part (a) is reproduced from Ref. 25 with the permission of Elsevier; Part (b) is reproduced from Ref. 22 with the permission of American Physical Society.)
general enhancement of the search efficiency by a spatially inhomogeneous filament structure. Note that for the narrow escape problem, it is irrelevant whether the search is intermittent or not since the searching particle switches always to the diffusive mode when reaching the boundary, in particular when reaching the escape area.

3.2. Reaction problem

Next, the efficiency of spatially inhomogeneous search strategies for reaction with an immobile particle is addressed. When the searcher is in the diffusive mode and its position $r$ comes closer to the target than $|r^S - r^T| \leq R_d$, the search is successfully finished and for the moment it is assumed that the search is intermittent, i.e., the searcher cannot find the target in the ballistic mode. The target position $r^T$ is either homogeneously distributed within the search domain or it is preferentially located in a specific subvolume close to the center $r^T \leq 0.5$ with probability $w$.

In contrast to the narrow escape problem, non-trivial optimal transition rates arise for the homogeneous reaction problem. The optimal attachment rate $k_{opt}$ and detachment rate $k'_{opt}$ depend on the diffusivity $D$ and the detection radius $R_d$. But for $D = 0$, $k_{opt} = \infty$ (i.e., the absence of arrests) is optimal for all values of $R_d$.

In order to investigate the impact of inhomogeneous cytoskeleton organizations, the MFPT to an immobile bulk target is evaluated in Refs. 22–25 as shown in Fig. 4 in dependence of $p_{antero}$ and $\delta$, where the optimal transition rates for the homogeneous counterparts are applied. For all widths $\delta$ of the actin cortex, an optimal strategy to detect an immobile target within the cell is defined by $p = 0.5$ even if the target is preferentially located close to the center. For a fixed cortex width $\delta = 0.1$, the MFPT is minimized for $p$ close to 0.5 even for large $w$ and also for fixed non-optimal rates $k$, $k'$, as shown in Fig. 4(c). While for $D = 0$ a homogeneous isotropic cytoskeletal network with $\delta = 1$ is most efficient, as shown in Fig. 4(a), for $D \neq 0$ again a thin cortex $\delta \ll 1$ may yield a much smaller search time for $p = 0.5$, as displayed in Fig. 4(b).
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Fig. 4. Reaction problem for inhomogeneous spatial organizations of the cytoskeleton. (a) The MFPT versus $\delta$ and $p$ for $D = 0$ and $R_d = 0.1$ in 2D spheres. The optimal transition rates for the homogeneous counterpart are applied, i.e., $k_{opt} = 7$, $k'_{opt} = \infty$. (b) MFPT as a function of $\delta$ for different values of $p$ and $w$ in a 3D search process with intermittent diffusion with $D = 1/300$ and $R_d = 0.025$. The optimal rates $k_{opt}(D, R_d)$ from the homogeneous case $\delta = 1$ are applied. (c) MFPT as in (b) but as a function of $p$ for a fixed cortex width $\delta = 0.1$ and different rates $k$ and $k'$ and probabilities $w$. (d) The same as in (c) but for $D = 0.01$ and $R_d = 0.1$. (Part (a) is reproduced from Ref. 25 with the permission of Elsevier; Parts (b)–(d) are reproduced from Ref. 22 with the permission of American Physical Society.)

Note that similar results are obtained when the searcher can find the target also during the ballistic motion phase (i.e., non-intermittent search) and an optimal strategy for motile targets is given by $p = 0$ and $\delta = 0$, as studied in Ref. 25 for $D = 0$. 
3.3. Reaction-escape problem

Finally, the efficiency of inhomogeneous search strategies for the combination of reaction and escape problem is discussed. Cargo first has to bind to a reaction partner before the product can be delivered to a specific area on the cell boundary. A prominent example is the docking of lytic granules at the immunological synapse of cytotoxic T-lymphocytes that requires the pairing with CD3 endosome beforehand. The total MFPT of the reaction-escape problem is composed of the MFPT$_{\text{react}}$ for the reaction problem and the MFPT$_{\text{esc}}$ for the following escape problem of the product particle to the exit zone on the membrane, i.e., MFPT = MFPT$_{\text{react}}$ + MFPT$_{\text{esc}}$.

In order to explore the influence of the spatial inhomogeneity of the cytoskeleton, in Refs. 22–25 the MFPT for the reaction-escape problem is measured as a function of the cortex width $\delta$ for the transition rates $k_{\text{opt}}$ and $k'_{\text{opt}}$ which are optimal in the homogeneous case.

![Diagram](image)

Fig. 5. Reaction-escape problem for inhomogeneous spatial organizations of the cytoskeleton. (a) The MFPT in dependence of the cortex width $\delta$ and the probability for radially outward transport $p$ for 2D search processes with $D = 0$. Transition rates $k'_{\text{opt}} = 5$, $k_{\text{opt}} = 22$, and parameters $R_d = 0.1$, $\alpha_{\text{exit}} = 0.1$ are applied. (b) MFPT for the reaction, the escape, and the combined reaction-escape problem as a function of $\delta$ in a 3D search process with intermittent diffusion with $D = 1/300$. The optimal rates $k_{\text{opt}}$, $k'_{\text{opt}}$, and parameters $p = 0.5$, $R_d = 0.025$, $\alpha_{\text{exit}} \approx 0.1433$ are applied. (c) The MFPT of the escape, the reaction and the reaction-escape problem in dependence of $\delta$ for a 3D cell of radius $R = 5 \mu\text{m}$ with $\alpha_{\text{exit}} = 0.2$, $R_d = 0.1 \mu\text{m}$, $v = 1 \mu\text{m/s}$, $\rho_{\text{antagon}} = 1$, $k' = 10/s$, $k \in \{10^{-1}/s; 10^0/s; 10^1/s\}$, and $D = 0$. (Parts (a) and (c) are reproduced from Ref. 25 with the permission of Elsevier; Part (b) is reproduced from Ref. 22 with the permission of American Physical Society.)
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$\delta = 1$. Figure 5(a) shows that in the case of $D = 0$ a superior search strategy for the reaction-escape problem is defined by a high probability $p$ of radially outward motion and a thin actin cortex $\delta$. But a small cortex $\delta$ also reduces the total MFPT in comparison to the homogeneous strategy $\delta = 1$ for intermittent diffusion with $D \neq 0$. In general, inhomogeneous search strategies with $0 < \delta < 1$ which are more efficient than the homogeneous counterpart also exist for non-optimal transition rates $k$ and $k'$. Remarkably, Fig. 5(c) indicates that the optimal width of the actin cortex $\delta_{\text{opt}} = 0.3 \mu m$, predicted by our model under biologically reasonable conditions, is in good agreement with experimental data.$^{48,49}$

4. Discussion and Outlook

We reviewed the efficiency of spatially inhomogeneous intermittent search strategies and pointed out the importance of the spatial organization of the cytoskeleton for targeted intracellular transport, which occurs when cargo particles have to find reaction partners or specific target areas inside a cell. Remarkably, the confinement of randomly oriented filaments to a thin cortex is not a handicap for the cell, but can substantially increase the efficiency of diverse transport tasks. The best strategy for the narrow escape problem is to allow only radially outward transport from the center toward a thin cortex underneath the boundary, where multidirectional transport is possible. This thin cortex allows an accelerated random motion along the boundary to find the escape region. A similar result holds for the reaction problem, in which the target is located in the bulk of the domain: here again, superior inhomogeneous strategies exist, but the optimal probability for radially outward transport is now around $p = 0.5$. The reaction-escape problem combines both scenarios and the optimal forward/backward radial transport probability $p$ depends on the size ratio of target and escape region. The basic mechanism underlying a higher search efficiency is actually reminiscent of an acceleration of purely diffusive search kinetics by following boundaries with an increased diffusivity.$^{12–19}$ For intracellular reaction, kinetics cells are able to economically realize efficient search strategies by intermittent
transport on a cytoskeleton with specific spatial structure. Instead of supporting a resource demanding isotropic homogeneous filament network it is sufficient, and often even more efficient, to establish just a thin actin cortex underneath the cell membrane.

It is shown that first passage times of reactions in biological cells actually are broadly distributed, such that the most likely value may deviate significantly from the mean.\textsuperscript{51–53} Consequently, it is worth studying the full distribution of first passage times for spatially inhomogeneous search strategies in more detail. And, in particular, considering multiple searcher and target particles within a cell is promising and opens a new range of questions. Spatially inhomogeneous search strategies potentially also reduce the cover time to several targets.\textsuperscript{50} The study of extreme statistics (i.e., when does the first \( x \) particle arrive at a given target) is certainly also relevant for various biochemical reactions.
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Bulk-mediated surface diffusion is a process where a particle randomly alternates between surface and bulk diffusions. Such a topic is present in several areas, for instance, various chemical and biochemical processes such as reactions in porous media or trafficking in living cells. Recently, several theoretical studies were carried out, including both non-interactive and interactive approaches for particle diffusion on the surfaces. Some exact remarkable results were obtained for the particle’s mean and variance functions on the boundary, before its exit in the case of a 2D domain. Here, we review part of our studies on bulk-mediated surface diffusion approach, based on master equation frameworks. Both, Markovian and non-markovian dynamics were treated. The models took into account the motion over finite and infinite spaces. Analytical expressions were obtained for the probability distributions, and the models were numerically validated, providing in this way a first insight of the
framework. We also discuss possible extensions and applications of this phenomenon.\textsuperscript{a}

1. Introduction

Interfaces and dynamics of particles adsorbed on surfaces are seminal problems of physics that have attracted high interest both from experimentalists and theorists. We are dealing with phenomena that can be described by the movement of particles on a plane surrounded by a bulk in such a way that allows for the particle dynamics jumping between the surface-bound and bulk states. As a result, particles intermittently diffuse on the surface and in the bulk. This phenomenon is widely known as the bulk-mediated surface diffusion (BMSD). Such a dynamic shows up on small scales in biology as well as in technology applications. For instance, the dynamics of gene regulation is a paradigmatic example of this phenomenon. Here, the dimensionality reduction mechanism\textsuperscript{1} was introduced to simulate the association of a protein with its operator site on a DNA chain, which was shown to happen significantly faster than expected for a diffusion-controlled reaction. The reaction rate can be explained\textsuperscript{2} by considering a process in which non-specifically bound proteins not only diffuse in one direction along the DNA but also intermittently unbind to undergo bulk diffusion.

Also, proton motion across a cell shows a behavior that can be explained by BMSD dynamics. The proton concentration gradient between two cellular compartments is an important component of the cellular energy system. Together with the transmembrane electrical potential difference, it generates a proton field that is necessary to synthesize ATP.\textsuperscript{3} Because measurements of the bulk-to-bulk proton field correlate poorly with measured ATP yields, a simple chemiosmotic theory is inadequate. To explain this field, a stationary model has been introduced\textsuperscript{4,5} in which protons are thought to be continuously pumped across the membrane. These protons are then

\textsuperscript{a}Dedicated to the memory of our friend Carlos E. Budde.
retained at the surface by a barrier that separates the surface volume from the bulk, so that a sufficiently high proton force arises between the two faces of the membrane. Experiments\textsuperscript{6,7} and calculations\textsuperscript{8,9} show that the proton concentration is indeed markedly higher on the membrane surface than in the bulk.

From the theoretical point of view, many works on BMSD have been made. Such studies were performed in terms of scaling arguments, master equations, and simulations.\textsuperscript{10–22} Recently, Berezhkovskii \textit{et al.} proposed a formalism that significantly simplifies the analysis of BMSD.\textsuperscript{23} The formalism is extended to bulk-mediated surface transport in the presence of bias, i.e., when the particle has arbitrary drift velocities on the surface and in the bulk. Bénichou \textit{et al.} developed a spectral approach to the escape problem in which the mean exit time is explicitly expressed through the eigenvalues of the related self-adjoint operator.\textsuperscript{24} This representation is particularly well suited to investigate the asymptotic behavior of the mean exit time in the limit of large desorption rate. Based on a random-walk approach, Chechkin \textit{et al.}\textsuperscript{25} derived the diffusion equations for surface and bulk diffusion including the surface-bulk coupling. From these exact dynamic equations, they analytically obtained the propagator of the effective surface motion, showing a superdiffusive, Cauchy-type behavior on the surface.

All examples mentioned above share the fact that particles can move across all the spaces, that is not only on the surface but on the bulk as well. However, for different reasons it is important to determine a (effective) diffusion coefficient just on the bounding surface where particles move. In this chapter, we propose to revisit the approach to the problem which exploits the fact that the particle propagation over the surface is determined by the cumulative times spent by the particle on the surface and in the bulk. These cumulative times are random variables, the sum of which is equal to the total observation time. It is important that these times can be analyzed by considering a relatively simple two-state problem that describes transitions of the particle between the surface and the bulk. The developed formalism begins by describing diffusion in multilayer media,
which deals with diffusion without any constraints on the particle position at time $t$. Furthermore, this formalism is modified to study the particle propagation under the constraint that the particle is restricted to move in a finite bulk. We also deal with Markovian and non-Markovian mechanisms. One of the advantages of the proposed approach is that it treats the cases of normal and anomalous diffusion (finite and infinite bulk layer thicknesses, respectively). The chapter is organized in the following way. In Section 2, the theoretical framework is developed, introducing the typical set of equations that we use to describe the BMSD, briefly explaining the techniques used to solve them. In Section 3, some results are depicted. In Section 4, some consequences of the obtained results are discussed and projections of the BMSD research are remarked.

2. Theoretical Framework

2.1. The unbound bulk case

Let a particle be making a random walk in a semi-infinite discrete space. The position of the particle is defined by the integer numbers $n, m, l \geq 1$, each of them denotes the $x$, $y$, and $z$ directions, respectively. We define the plane $z = 1$ as the surface where particles make their surface diffusion. This plane is unbounded while in the $z$-direction the particle can move from $l = 1$ to $\infty$. We calculate $P(n, m, l; t)$, the conditional probability that particle will be at $n, m, l$ at time $t$ given that it was at $n_0, m_0, l_0$ at time $t_0$ establishing the following master equation system:

$$
\partial_t P(n, m, l; t) = \gamma P(n, m, 2; t) - \delta P(n, m, 1; t),
$$

$$
\partial_t P(n, m, 2; t) = \alpha [P(n + 1, m, 2; t) + P(n - 1, m, 2; t) - 2P(n, m, 2; t)] + \beta [P(n, m + 1, 2; t) + P(n, m - 1, 2; t) - 2P(n, m, 2; t)] + \gamma P(n, m, 3; t) - \delta P(n, m, 1; t) + 2\gamma P(n, m, 2; t),
$$

$$
\partial_t P(n, m, 3; t) = \alpha [P(n + 1, m, 3; t) + P(n - 1, m, 3; t) - 2P(n, m, 3; t)] + \beta [P(n, m + 1, 3; t) + P(n, m - 1, 3; t) - 2P(n, m, 3; t)] + \gamma P(n, m, 4; t) - \delta P(n, m, 2; t) + 3\gamma P(n, m, 3; t).
$$
\[
\partial_t P(n, m, l; t) = \alpha [P(n + 1, m, l; t) + P(n - 1, m, l; t)] \\
- 2P(n, m, l; t)] + \beta [P(n, m + 1, l; t) \\
+ P(n, m - 1, l; t) - 2P(n, m, l; t)] \\
+ \gamma P(n, m, l + 1; t) - \delta P(n, m, l - 1; t) \\
+ 2\gamma P(n, m, l; t),
\]

(1)

where the first line corresponds to \( l \), and the third to \( l \geq 3 \). The parameters \( \alpha, \beta, \) and \( \gamma \) are the transition rates per unit time in the \( x, y, \) and \( z \) directions, and \( \delta \) represents the desorption transition rate.

After some analytical calculations (see Refs. 15–22 for details), it is possible to get \( P_{\text{Plane}}(t) \), the probability that the particle is on plane \( z = 1 \) at time \( t \), in the Laplace space as

\[
P_{\text{Plane}}(s) = \frac{N(s)}{D(s)},
\]

(2)

where

\[
N(s) = \gamma [2\gamma + s - \sqrt{s(4\gamma + s)}]
\]

and

\[
D(s) = \gamma s[2\gamma + s - \sqrt{s(4\gamma + s)}] + \delta [\sqrt{s(4\gamma + s)} - 3s] \\
+ s[\sqrt{s(4\gamma + s)} - s].
\]

A useful experimental quantity is the mean square position of the particle on the plane, which is related to the variance distribution over the plane \( z = 1 \) at time \( t \),

\[
\langle r(t)^2 \rangle = \sum P(m, n, l = 1, t|0, 0, l_0 = 1, t_0)[m^2 + n^2].
\]

(3)

In the Laplace space, this quantity can be expressed again as a quotient,

\[
\langle r(s)^2 \rangle = \frac{N(s)}{D(s)},
\]

(4)

where now

\[
N(s) = 4\delta \gamma (\alpha + \beta) [s^2(\sqrt{s(4\gamma + s)} - 3) + 3\gamma^2(\sqrt{s(4\gamma + s)} - 3) - 2\gamma^2],
\]

\[
D(s) = \gamma s[2\gamma + s - \sqrt{s(4\gamma + s)}] + \delta [\sqrt{s(4\gamma + s)} - 3s] \\
+ s[\sqrt{s(4\gamma + s)} - s].
\]
and

\[ D(s) = \sqrt{s(4\gamma + s)}[\gamma s(2\gamma + s - \sqrt{s(4\gamma + s)} + \gamma) + \delta((\sqrt{s(4\gamma + s)} - 3) + s(\sqrt{s(4\gamma + s)} - s))]^2. \]

### 2.2. The finite bulk case

The framework developed in the preceding subsection is now exploited in order to study the effects of the finite bulk size. In this case, Eq. (1) becomes a finite set of equations since there is a top plane defined as \( z = L \) (\( L \) representing the top layer number). In contrast to what happens in the infinite bulk system where there is an infinite number of equations (each equation represents the dynamics on a specific layer), now there is a finite number of equations. The conditional probability in the \( L - t \) plane is represented by

\[ \partial_t P(n, m, L; t) = \gamma P(n, m, L - 1; t) - \delta P(n, m, L; t) + \alpha[P(n + 1, m, L; t) + P(n - 1, m, L; t)] \]

\[ - 2P(n, m, 2; t)] + \beta[P(n, m + 1, 2; t) + P(n, m - 1, 2; t)]]. \quad (5) \]

Transforming this set of equations into Fourier and Laplace spaces (see again Refs. 15–22), it is possible to reduce it into the matrix form

\[ [s \tilde{I} - \tilde{H}] \tilde{G} = \tilde{I}, \quad (6) \]

where

\[ G(k_x, k_y, l, s) = G(k_x, k_y, l, s|0, 0, l_0, t = 0) = \int e^{-st} \sum e^{k_x n + k_y m} P(n, m, l, t) dt. \quad (7) \]

Finally, similarly as in the infinite case, the mean squared displacement on the \( z = 1 \) plane is calculated by

\[ \langle r(s)^2 \rangle = -[\partial_{k_x}^2 + \partial_{k_y}^2][\tilde{G}]_{k_x = k_y = 0}. \quad (8) \]
2.3. **The non-Markovian desorption dynamics case**

So far, we have discussed the case where the dynamics of the particles both, on the surface and in the bulk, were Markovian. Now, we are going to address the case where the desorption is governed by a non-Markovian process. The set of equations is similar to Eqs. (1), i.e., we have studied the infinite case, however, in the present case the first two equations are modified by including a memory kernel in the following way:

\[
\frac{\partial}{\partial t} P(n, m, 1, l; t) = \gamma P(n, m, 2, l; t) - \int dt' K(t') P(n, m, 1; t - t')
\]

\[
+ \frac{\partial}{\partial t} P(n, m, 2, l; t) = \int dt' K(t') P(n, m, 1; t - t')
\]

\[
+ \gamma P(n, m, 3, l; t) - \gamma P(n, m, 2, l; t)
\]

\[
+ \alpha [P(n + 1, m, 2; t) + P(n - 1, m, 2; t)]
\]

\[
- 2P(n, m, 2; t)] + \beta [P(n, m + 1, 2; t)
\]

\[
+ P(n, m - 1, 2; t) - 2P(n, m, 2; t)],
\]

\[
\frac{\partial}{\partial t} P(n, m, l \geq 3; t) = \gamma P(n, m, l + 1; t) - \gamma P(n, m, l; t)
\]

\[
+ \alpha [P(n + 1, m, l; t) + P(n - 1, m, l; t)]
\]

\[
- 2P(n, m, l; t)] + \beta [P(n, m + 1, l; t)
\]

\[
+ P(n, m - 1, l; t) - 2P(n, m, l; t)].
\] (9)

Here, \(K(t)\) represents the memory kernel acting in all sites of the first two layers \((l = 1 \text{ and } l = 2)\). Following a procedure similar to the one used in previous cases (again, see Refs. 15–22), it is possible to get the mean squared displacement in the Fourier–Laplace spaces as a quotient

\[
L\{\langle r(t)^2 \rangle \} = \langle r(s)^2 \rangle = \frac{N(s)}{D(s)},
\] (10)

where now

\[
N(s) = 4K(s)\gamma(\alpha + \beta)[2\gamma^3 + s^2(\sqrt{s(4\gamma + s)} - s)
\]

\[
- 3\gamma^2(\sqrt{s(4\gamma + s)} - 3s) - 2\gamma^2 s(\sqrt{s(4\gamma + s)} - 3s)],
\]
and

\[
D(s) = s\sqrt{s(4\gamma + s)}\gamma s(2\gamma + s - \sqrt{s(4\gamma + s)} + \gamma) \\
+ K(s)\gamma((\sqrt{s(4\gamma + s)} - 3s) + s(\sqrt{s(4\gamma + s)} - s))^2.
\]

Operating in an analogous form to the infinite Markovian case, the probability of finding the particle on the $z = 1$ plane can also be expressed as a quotient

\[
P(z = 1, s) = \frac{N(s)}{D(s)}, \tag{11}
\]

with

\[
N(s) = [\gamma(2\gamma + s - \sqrt{s(4\gamma + s)})],
\]

and

\[
D(s) = s\gamma s(2\gamma + s - \sqrt{s(4\gamma + s)}) \\
+ K(s)\gamma((\sqrt{s(4\gamma + s)} - 3s) + s(\sqrt{s(4\gamma + s)} - s)).
\]

It is worth remarking here that, as is well known, within the CTRW scheme, there exists a relation between $\psi(s)$, the waiting time density for the desorption dynamics, and the memory kernel (Refs. 15–22) given by

\[
K(s) = \frac{s\psi(s)}{1 - \gamma s}.
\]

3. Results

3.1. The unbounded bulk case

Clearly, Eqs. (2) and (4) represent theoretical results for the probability of finding a particle on plane $z = 1$ and the mean square displacement for particles that undergo a surface motion characterized by a composition of both, a 2D random walk over the studied surface, and a 3D random walk on an unbounded bulk that surrounds the surface.
Both equations were obtained in the Laplace space. In order to find the temporal functions, it is necessary to calculate the inverse Laplace transforms. In general, it is a difficult task. However, the asymptotic behavior for large $t$ can be obtained by means of the Tauberian theorems as

$$P(t) \Rightarrow \frac{\sqrt{\gamma} (\alpha + \beta)}{s \Gamma(1/2)} t^{-1/2},$$

$$\langle r(t)^2 \rangle \Rightarrow \frac{\sqrt{\gamma} (\alpha + \beta)}{s \Gamma(3/2)} t^{1/2}. \quad (12)$$

The last equation shows that, for large $t$, a $t^{1/2}$ dependence for the mean squared displacement arises. This fact indicates that in such a regime the system tends toward a typical diffusion behavior.

Besides, simulations were performed to validate the theoretical results. Figure 1 shows both, on the left-hand side (LHS) the temporal evolution of the probability that the particle is at plane $z = 1$, while the right-hand side (RHS) depicts the mean square displacement as a function of $t$ for three different desorption values.

In both cases, we depict the comparison of the numerical inverse Laplace transforms and the simulation of the mentioned quantities, using $\delta$ as a parameter. It is important to remark the excellent agreement that exists between numerical results and the corresponding simulations. It is also worth remarking here that even though the large $t$ behavior is diffusive, as indicated before, there exists a local time interval (or transient time) where it is possible to find a super-diffusive-like behavior.

### 3.2. The bilayer case

In this subsection, we show some results concerning the problem of a bilayer system, as an analytical example of application of the general BMSSD theory on finite systems. A bilayer consists of two layers where one of them is the surface were the particle motion is studied, while the other one represents “the bulk”.

From Eq. (7), it is possible to obtain the probability to find the particle at plane $z = 1$ by considering the matrix element $G_{11}$ and
Fig. 1. (a) Probability $P(z = 1; t)$ versus time, for three different values of $\delta$. Circles: simulations with $\delta = 0.01$, solid line is the theoretical curve. Squares: simulations with $\delta = 0.1$, and the dashed line is the theoretical curve. Triangles: simulations with $\delta = 1.0$, and the dashed line is the theoretical curve. (b) $\langle r^2(t) \rangle$ versus time, for three different values of $\delta$ as on the right. In all cases, we have used $\alpha = \beta = \gamma = 1.0$, and the number of realizations is 106. (Reproduced from Ref. 14 with the permission of Springer Nature.)

taking the particular case with $L = 2$

$$P(z = 1, t) = \frac{\gamma + \delta e^{-(\gamma+\delta)t}}{\gamma + \delta}. \quad (13)$$

The variance can be considered as composed of two different contributions, associated to two different motions, as indicated in the following equations:

$$\langle r(t)^2 \rangle = \langle r(t)^2 \rangle_p + \langle r(t)^2 \rangle_v, \quad (14)$$
where the first term corresponds to the motion on the \( z = 1 \) plane, and is given by

\[
\langle r(t)^2 \rangle_p = s(\gamma + \delta) \left[ \frac{-2\gamma \delta}{(\gamma + \delta)^3} \left( e^{-(\gamma+\delta)t} - 1 \right) 
+ \frac{(2\gamma \delta + \delta^2)}{(\gamma + \delta)^2} t e^{-(\gamma+\delta)t} + \frac{\gamma^2 t}{(\gamma + \delta)^2} \right],
\]

while the second term, that corresponds to the bulk, is given by

\[
\langle r(t)^2 \rangle_v = s(\gamma + \delta) \left[ \frac{-4\gamma \delta}{(\gamma + \delta)^3} \left( e^{-(\gamma+\delta)t} - 1 \right) 
+ \frac{2\gamma \delta}{(\gamma + \delta)^2} t e^{-(\gamma+\delta)t} + \frac{2\gamma \delta t}{(\gamma + \delta)^2} \right].
\]

In the following figures, we show theoretical numerical results and some simulations for the bilayer case. In Fig. 2, on the LHS we show the probability to be at plane \( z = 1 \), while on the RHS we depict results for the mean square displacement. The results for two desorption coefficients \( \delta \) are shown. As it is apparent from the figures, there is an excellent agreement between the theoretical and simulation results.

3.3. Infinite non-Markovian case

In order to apply non-Markovian concepts developed in the previous section, the following function’s family was exploited:

\[
\psi(t) = \frac{\theta \alpha}{\Gamma(\alpha)} e^{-\theta \alpha t}, \quad (15)
\]

where \( \alpha \) is a positive integer and \( \Gamma[\alpha] \) is the factorial function. The parameter \( \alpha \) indicates the non-Markovian character of the process. When \( \alpha = 1 \), the process is Markovian, while for \( \alpha \neq 1 \) the process is non-Markovian. The parameter \( \theta \) represents the average desorption rate.
Fig. 2. (a) Temporal evolution of the $P(z = 1, t)$. We have shown two cases: (i) Upside triangles represent theoretical points, the continuous line indicates the theoretical-numerical results and circles are the simulations data for $\delta = 0.1$. (ii) Downside triangles correspond to theoretical points, the dashed line represents theoretical numerical results and squares the simulation data for $\delta = 0.5$. (b) time evolution of $\langle r^2(t) \rangle$ with parameters as in the left case. (Reproduced from Ref. 15 with the permission of Springer Nature.)

The temporal asymptotic limit for the probability of being on the surface and the mean square displacement can be obtained analyzing Eqs. (10) and (11) in the limit for $s \ll 1$. The obtained results are

$$P(z = 1, t) \sim \sqrt{7(t)} s^{-1/2},$$
$$\langle r(t)^2 \rangle_p \sim \frac{\sqrt{7(t)(\alpha + \beta)}}{2} s^{-3/2}. \quad (16)$$

Finally, by means of using tauberian theorems once again, it is possible to obtain

$$\langle r(t)^2 \rangle_p \sim \frac{\sqrt{7(t)(\alpha + \beta)}}{2\Gamma(3/2)} t^{1/2}.$$
These equations represent the asymptotic time behavior for any non-Markovian desorption process. It is important to remark that the bulk non-Markovian dynamic has not been treated here.

Figure 3 depicts numerical and Monte Carlo simulations, on the LHS, for the probability of finding a particle on plane $z = 1$, while on the RHS the variance for the non-Markovian dynamics is indicated in this section.

4. Discussions and Conclusions

In this work, we have reviewed the general framework of the relevant phenomenon of the BMSD dynamics. This is just a brief contribution of previous results, shown in order to take into account some possible extensions to the cited problem.

A theoretical model based on a set of Master Equations which describe the motion of particles within a simple cubic lattice was introduced. This model can be considered general in the sense that both kinds of particle movement were included: on the surface and on the bulk. This problem is solved by using techniques of the Laplace and Fourier transformation and exploiting Dyson’s formula.

The equations for the probability of finding particles on the observed surface and the mean square displacements were obtained. It was possible to get analytical results for these quantities in the Laplace – Fourier spaces. In some particular cases it was possible to invert these quantities.

Although models were derived under the assumption of discrete lattice space and in the limit of diluted system, we illustrate the practical uses of the theoretical approach and the properties of the BMSD by considering in detail several important examples, for instance, diffusion in unbounded and finite bulk as well. Besides, it was considered that non-Markovian desorption dynamics are a first step to include processes with memory. The developed approach conforms the theoretical ground for a systematic study of surface-mediated processes which are relevant for chemical and biochemical reactions in porous catalysts and living cells. For instance, studies on the effect
Fig. 3.  (a) Temporal evolution of the $P(z=1,t)$. It represented the case for $\theta = 0.01$. Dot line depicts Markovian evolution, meanwhile, continuous line and open circles (which correspond to Monte Carlo simulations) represent the non-Markovian case for $a = 2$. (b) $\langle r^2(t) \rangle$ for $\theta = 0.01$. The solid line and open circles (which correspond to Monte Carlo simulations) depict the non-Markovian case with $a = 75$. In the insert, the spread velocity versus $t$ for this case (solid line) and the Markovian evolution (dot line) can be seen. (Reproduced from Ref. 17 with the permission of IOP science.)
of the bulk-mediated excursions of reactive species on catalytic reactions and implications for the cellular energy machinery were carried out and explained by considering BMSD phenomena. From the mathematical point of view, the remarkable accuracy of the solution remains striking and have been the trigger of new and complementary model approaches, Refs. 25, 27–33 are deepening the theoretical structures that involve new geometric shapes and non-Markovian dynamics.

Summarizing, BMSD is still an open and actual research physics topic with important applications, among others, in biology and chemical sciences. Such applications require both adequate experimental set ups and new theoretical frameworks which are under study nowadays.
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Diffusion to capture is an ubiquitous phenomenon in many fields of biology and physical chemistry, with implications as diverse as ligand-receptor binding on eukaryotic and bacterial cells, nutrient uptake by colonies of unicellular organisms, and the functioning of complex core-shell nanoreactors. Whenever many boundaries compete for the same diffusing molecules, they inevitably shield a variable part of the molecular flux from each other. This gives rise to the so-called diffusive interactions (DI), which can substantially reduce the influx to a collection of reactive boundaries depending chiefly on their geometrical configuration.
In this chapter, we provide a pedagogical discussion of the main mathematical aspects underlying a rigorous account of DIs. Starting from a striking and deep result on the mean-field description of ligand binding to a receptor-covered cell, we develop step-by-step mathematical description of DIs in the stationary case through the use of translational addition theorems for spherical harmonics. We provide several enlightening illustrations of this powerful mathematical theory, including diffusion to capture ensembles of reactive boundaries within a spherical cavity.

1. Introduction

It is common knowledge that the first step of any chemical or biochemical reaction proceeding in an inert fluid phase is the mutual diffusive encounter of reactants

\[ A + B \xrightleftharpoons[\kappa_{\text{off}}]{\kappa_{\text{on}}(t)} A \cdot B \xlongequal[]{} \ldots \xlongequal[]{} P. \]  

(1)

In the above general scheme, the encounter complex \( A \cdot B \) is transformed reversibly into a (series of) products (collectively indicated by \( P \)), through a variable number of intermediate steps that depend on the specific reaction considered. Irrespective of whether the reaction (1) is considered under thermodynamical equilibrium or non-equilibrium conditions, the second-order rate constant \( \kappa_{\text{on}} \) is proportional to the effective relative diffusion coefficient of the species \( A \) and \( B \) and describes the formation of the encounter complex. For this reason, these kinds of reactions are also known in the physical chemistry community as diffusion-influenced reactions. The time dependence of \( \kappa_{\text{on}} \) refers to the possibility of investigating transient kinetics effects as opposed to steady-state (equilibrium or non-equilibrium) kinetics.

Several mathematical difficulties emerge when one tries to develop a general kinetic theory of bulk irreversible diffusion-influenced reactions. One way around this problem is to treat trapping and target models, which are simpler than the original one. In the first model, a particle, say, \( B \) diffuses toward many sinks \( A \) that are often assumed
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to be static. Conversely, the target problem describes a situation where many sinks $A$ diffuse to a static particle $B$. The two settings, even if equivalent under certain conditions (see Ref. 2), describe in general different problems at high density of reactants. In the present chapter, we shall concentrate on the trapping model for reactions of the kind denoted in (1).

Diffusion in domains with one connected smooth boundary is a fairly well-understood and well-characterized phenomenon from the general standpoint of mathematical physics. However, real-life situations are often very complex and make mathematical descriptions challenging. For example, this is the case of biochemical reactions taking place in living media, such as the cell interior or the extracellular matrix (e.g., paracrine delivery), where confinement, crowding (excluded-volume) effects, and non-specific interactions among diffusing species and with all sorts of cellular structures make it very difficult to elaborate quantitative models for the calculation of diffusive encounter rates.

Among all the possible effects on diffusion-influenced encounters and reactions arising in non-ideal conditions, in this short chapter we shall concentrate on the so-called diffusive interactions (DI). As we shall see in the following, these describe a fundamental mechanism of competition among different reactive boundaries, competing for the same diffusive molecular flux. This effect was discussed for the first time as far back as in 1953 by Frisch and Collins in terms of a competition phenomenon. A decade later, Reck and Prager referred to the same phenomenon simply as an interaction. Although the same problem has been investigated later in different contexts, it seems that there is invariably a reference to a generic competition mechanism until the term DI was introduced by Traytak in analogy with hydrodynamical interactions for Stokes flow in many-body systems.

Picture for example a concentration field of small ligand molecules (e.g., signaling hormones or growth factors) diffusing in the extracellular matrix or in the bacterial periplasm looking for an available receptor on a cell membrane to form a complex. For the sake of the
argument, let us imagine that far away from the receptor-covered surface the ligand bulk concentration is constant and that the ligand–receptor affinity is large enough to consider receptors as sinks, i.e., perfectly absorbing units. H. Berg has famously termed this general scheme of diffusive problems diffusion to capture. If the surface density of receptors is low, then the diffusion problem is additive and the overall capture rate for the whole ensemble of receptors (e.g., number of ligands diffusing to a receptor per unit time) is well estimated by the sum of the individual rates. In this case, a many-body problem can be solved as many identical two-body problems. However, receptors on cell membranes are typically very densely packed in clusters. In this case, any two identical receptors sitting at close separation will screen a portion of the diffusive ligand flux to each other. Overall, a complex pattern of many-body screening effects will arise, reflecting the many-body geometrical arrangement of receptors, with the consequence of reducing the overall capture rate corresponding to the array of receptors. A similar scenario is relevant for the case of multivalent molecules, i.e., molecules carrying more than one binding site. By the same token, DI among the different active sites will give rise to a similar negative cooperativity, which will reduce the overall capture rate with respect to an equivalent number of isolated sites.

Mathematically, if many-body effects are relatively well characterized for unbounded systems of distributed sinks, the case of DI for sinks or partially absorbing boundaries located in a finite domain is more challenging from a mathematical standpoint. This scenario is relevant in many fields, ranging from catalysis in composite nanostructures to nutrient uptake by dense colonies of microorganisms.

A full treatment of time-dependent DI is extremely hard to perform and de facto limited to simple cases. Conversely, several methods have been used to tackle this problem for different geometries in the stationary state, where more theoretical approaches are available, such as renormalization group and the method of irreducible Cartesian tensors and the generalized method of separation.
of variables (GMSV),\textsuperscript{45,46} based on addition theorems (AT) for solid harmonics.\textsuperscript{45–48} It is also possible to combine such methods with methods based on dual-series relations\textsuperscript{49} to deal with the case of DI among inhomogeneous reactive boundaries with active and reflecting patches.\textsuperscript{50–52}

In this short chapter, we will provide a concise account of DI arising in many-body systems consisting of spherical fully absorbing and partially absorbing boundaries within a finite domain. In Section 2, we will lay out the basic ideas of the mathematical method employed to compute the diffusive encounter rate for two isolated spherical molecules. In Section 3, these ideas will be used to estimate many-body effects in the mean-field approximation and illustrate the main physical features of DI. In Section 4, we will show how using multipole expansion methods coupled to translational AT for solid harmonics allow one to solve the problem exactly to any desired level of accuracy for arbitrary geometries. This method constitutes a powerful tool that can be employed to tackle a wide host of important problems in physical chemistry and biology.

2. Bimolecular Diffusive Encounters as Two-Body Boundary Problems

The polish physicist Marian Ritter von Smolan Smoluchowski (1872–1917), besides being a skilled watercolor painter and an exquisite pianist, during the first two decades of the 20th century laid the bases of the mathematical theory of diffusion processes.\textsuperscript{53,54} The calculation of diffusive encounter rates in ideal conditions follows directly from his ideas. Let us imagine a solution containing two spherical molecules $A$ and $B$, with radii $R_A$ and $R_B$, diffusion coefficients $D_A$ and $D_B$, and concentrations (number densities) $c_A$ and $c_B$. Our goal is to determine the rate of $A$–$B$ encounters dictated by their relative diffusive motion as a function of the concentrations. The full many-body problem is exceedingly hard to treat analytically. However, as it was first recognized by Smoluchowski, one can reduce it to the effective two-body problem of relative diffusion of a single $A$–$B$ pair
under certain hypotheses. However, as already noted by Szabo,\textsuperscript{55} the commonly accepted hypothesis of high dilution of both species is not enough. The first step toward the equivalent two-body problem is that one species be much more diluted than the other. Yet, not even this is enough. Let us imagine that the particles of kind $A$ are sufficiently diluted, i.e., $c_A \ll c_B$, so that one can concentrate on a single $A$ particle surrounded by many $B$ particles, say $N$ of them. It is not difficult to show that the $(N+1)$-body Smoluchowski equation describing the diffusion of a single $A$ molecule within a sea of $B$ particles contains cross-terms that make it non-separable if $D_A \neq 0$.\textsuperscript{2} Therefore, bimolecular encounters between $A$ and $B$ molecules can be modeled as an equivalent two-body problem provided that

(i) Both species should be highly diluted, so that mutual interactions can be safely neglected.

(ii) One species ($A$) must be much more diluted than the other, so that the full problem can be reduced to study the fate of a single particle surrounded by many particles of the other species.

(iii) The diffusion coefficient of the highly diluted species should be much smaller than that of the other species (from $N$-body to two-body). A consequence of this is that the relative diffusion coefficient essentially coincides with the one of the mobile species, i.e., $D = D_A + D_B \simeq D_B$.

Under these conditions, the rate of encounters can be computed by solving the following stationary diffusion problem (i.e., Laplace equation) for the local concentration field $c(r)$ of $B$ molecules.

$$\nabla^2 c = 0,$$

$$c|_{\partial \Omega} = 0,$$

$$\lim_{r \to \infty} c = c_B.$$

This describes the non-equilibrium steady state arising as a constant bulk concentration $c_B$ is maintained far from the reactive boundary $\partial \Omega$, which acts as a perfectly absorbing sink. This is the contact surface of the two molecules, which is the sphere $\mathcal{S}_R$ of
radius \( R = R_A + R_B \), since both \( A \) and \( B \) molecules are spherical by assumption. Physically, this describes the pseudo-first order (annihilation) reaction

\[
A + B \xrightarrow{\kappa} A,
\]

whose rate \( k_S = \kappa_S c_B \) coincides with the overall flux into the reactive surface \( S_R \), i.e., the number of \( B \) molecules crossing \( S_R \) per unit time. Here, we shall use the Greek letter \( \kappa \) to denote rate constants (dimensions of inverse concentration times inverse time) and the Latin letter \( k \) to denote rates (dimensions of inverse time). The rate can be computed straightforwardly as the incoming flux across \( S_R \), that is

\[
k_S = - \int_{S_R} J \cdot \hat{n} \, dS,
\]

where \( J = -D \nabla c \) is the relative diffusion current (Fick’s first law).

The solution to the spherically symmetric boundary problem (2) can be computed straightforwardly, yielding

\[
c(r) = c_B \left( 1 - \frac{R}{r} \right),
\]

which, using Eq. (3), immediately gives the so-called Smoluchowski rate constant \( \kappa_S \)

\[
\kappa_S = 4 \pi DR.
\]

The rate of encounter is thus \( k_S = 4 \pi DRc_B \) molecules per unit time disappearing across the absorbing boundary \( S_R \). Note that this is proportional to the linear size of the latter, a distinctive signature of the diffusive dynamics.

2.1. Finite reaction probability and radiation boundary conditions

Scheme (2) describes the reactive boundary as a perfect sink, which amounts to the consideration that \( B \) particles are annihilated the moment they reach contact distance. This is meant to describe a (long-lived) binding event. However, in reality the two reacting
partners first approach diffusively to contact distance forming the so-called encounter complex. Subsequently, this can either dissociate (this is the case if for example the two partners were not mutually oriented in a favorable manner) or proceed to form a stable contact. This more realistic situation can be accommodated for within the above mathematical formalism thanks to an intuition put forward by Collins and Kimball in 1949. The idea is to replace the perfectly absorbing boundary condition (2b) with a radiation boundary condition (in more mathematical terms Robin boundary condition) that interpolates between perfectly absorbing (Dirichlet type) and perfectly reflecting (von Neumann type) boundary conditions. Namely, the boundary value problem (2) is replaced by

$$\nabla^2 c = 0,$$

$$\left(4\pi DR^2 \frac{\partial c}{\partial r} - \kappa^* c \right)\bigg|_{\partial \Omega} = 0,$$

$$\lim_{r \to \infty} c = c_B.$$  

The boundary condition (6b) stipulates that the particle flux across the reactive contact surface is proportional to the local concentration of ligands $B$. The proportionality constant, the intrinsic rate constant $\kappa^*$, can be considered as describing the physical mechanism underlying the chemical fixation of the encounter complex. In the limit $\kappa^* \to 0$, the surface becomes perfectly reflecting, i.e., no reaction can occur. In the opposite limit, $\kappa^* \to \infty$ (mathematically, it is necessary to divide Eq. (6b) by $\kappa^*$ before taking the limit) one recovers the perfectly absorbing boundary, which is thus seen as corresponding to infinitely fast chemical fixation step. As we shall see, the latter case is known as the diffusion-limited regime, where the diffusive encounter is the rate-limiting step of the reaction. Diffusion-limited regime is as-fast-as-one-can-go, other situations corresponding to a finite intrinsic reaction rate necessarily proceeding slower than that.

The solution to the problem (6) can be computed as straightforwardly as before, yielding

$$c(r) = c_B \left[ 1 - \left( \frac{h}{1 + h} \right) \frac{R}{r} \right],$$
where \( h = \kappa^*/\kappa_S \), which, using Eq. (3), gives

\[
\kappa = \kappa_S \left( \frac{h}{1+h} \right).
\]

(8)

In general, \( \kappa < \kappa_S \). This case in the physical chemistry community is often indicated with the specific term *diffusion-influenced* regime (or reaction), as opposed to the diffusion-limited regime, \( h \to \infty \), where \( \kappa = \kappa_S \).

3. Approximate Evaluation of Diffusive Interactions: A Surprising Lesson in Biology

The concept of diffusive interactions is best introduced through a simple, yet astonishing classical result. Let us consider a cell, which we model as a spherical surface of radius \( R \), uniformly covered with \( M \) receptors, which we model as small absorbing circular patches of radius \( a \). The rest of the cell surface is supposed to be reflecting. The problem of computing the rate of absorption of this partially absorbing cell was first famously considered by Berg and Purcell in 1977.57 Here, we shall follow the appealing re-derivation by Shoup and Szabo58 of the same result. The main idea is to treat the receptor-covered cell as a partially absorbing sphere, in the sense of radiation boundary conditions. According to Shoup and Szabo’s argument, the corresponding intrinsic reaction rate constant can be computed as the ratio between the rate constant of \( M \) isolated circular disks on an otherwise reflecting surface and the Smoluchowski rate constant of the entire cell, namely,

\[
\kappa^* = 4Da \times M,
\]

(9)

where we used the classical result \( k_a = 4Da \) for the rate constant of a small absorbing disk on an infinite reflecting plane.59 Using Eq. (8), the rate constant corresponding to the partially absorbing sphere is easily found, namely,

\[
\kappa = \kappa_S \left( \frac{Ma}{\pi R + Ma} \right).
\]

(10)
A surprising finding emerges if we plug realistic figures in Eq. (10). The typical size of a cell is around 10 \( \mu m \), while the typical size of a receptor is of the order of 1.5 nm. If we calculate how many receptors are needed to reduce the rate constant to only one half that of the fully covered cell, i.e., \( \kappa_S \), we find \( M \simeq 10^4 \), which is the correct order of magnitude for the average number of receptors of a given family present on a cell’s surface at any given time.\(^{60}\) Is this a large number? A quick calculation shows that the fraction of cell surface covered by as many receptors is \( \simeq 10^{-4} \). To summarize, an active surface fraction as low as \( 10^{-4} \) only yields a factor of reduction of 2 in the rate of capture. The surprising finding is that an extremely sparse uniform distribution of receptors is as effective an absorber as a fully covered cell.

We can now ask a deep and intriguing question. What would be the rate if all the \( M \) receptors were clustered in one single active patch covering the same surface fraction? The answer to this question is the result of the classical calculation of the rate to an active spherical cap on an otherwise reflecting sphere,\(^{52}\) \( \kappa = f_c(\theta_0)\kappa_S \), where \( f_c(\theta_0) \leq 1 \) is a steric factor describing the diffusion to the active cap of aperture \( \theta_0 \). In the monopole approximation (MOA), one has

\[
f_c(\theta_0) = \frac{\sin \theta_0 + \theta_0}{2\pi - (\sin \theta_0 + \theta_0)}. \tag{11}
\]

Incidentally, according to the general physics of diffusion, \( f_c \) can be approximated as the square root of the surface fraction covered by the cap,\(^{52}\) namely,

\[
f_c(\theta_0) \approx \sqrt{\frac{\Delta S_{\text{cap}}(\theta_0)}{4\pi R^2}} = \sqrt{M} \left( \frac{a}{2R} \right). \tag{12}
\]

Combining Eq. (10) and Eq. (12), we can compute the ratio between the steric factor \( f_u \) corresponding to a sparse uniform configuration of the \( M \) receptors and that of the cluster configuration, \( f_c \), namely,

\[
\frac{f_u}{f_c} \simeq \frac{2\sqrt{M}}{\pi} + \mathcal{O}(a/R). \tag{13}
\]
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For a number of receptors $M$ of the order of $10^4 \div 10^5$, one finds $f_u/f_c \simeq 10^2$. This is a first, striking manifestation of the anti-cooperative effects caused by DI. Summarizing, (i) the rate of capture for a ligand diffusing to a cell uniformly and very sparsely covered with receptors is essentially as large as that of a fully covered cell and (ii) about 100 times larger than in the case where all the receptors would be clustered in a single active patch. It is intriguing to observe that in many cases receptors are indeed densely clustered on the cell surface. Famously, this is the case of chemotaxis receptors in bacteria such as *E. coli*, forming extended patches at the cell poles.\(^{20,23,24}\)

One might argue that there should be other biochemical or structural constraints that offset such strong reduction to the rate of capture.

4. The Generalized Method of Separation of Variables Allows One to Solve the Problem Semi-Analytically

A precursor idea of the GMSV, first discussed in 1944 by S. K. Mitra\(^{61}\) relating to Laplace equation with two disconnected spherical boundaries, goes back to the well-known paper by Lord Rayleigh on the conductivity of heat and electricity in a medium with regularly arranged obstacles.\(^{62}\)

In the theory of partial differential equations (PDE), a 3D (bounded or unbounded) domain $\Omega \subset \mathbb{R}^3$ is called a *canonical domain* for a given PDE if the classical solution to this equation may be expanded in an absolutely and uniformly convergent series with respect to corresponding basis solutions in the Hilbert space $L_2(\partial\Omega)$. Remarkably, the GMSV allows one to find semi-analytical solutions of various boundary value problems for Laplace equation in all known 3D canonical domains and their combinations thereof.\(^{63}\)

The GMSV can be thought of comprising five separate logical steps:

(a) reduction of the boundary value problem to its non-dimensional standard form,
(b) determination of the basis solutions to the equation in a given canonical domain,
(c) application of the linear superposition principle,
(d) application of the reexpansion (addition) theorems in order to impose the boundary conditions,
(e) reduction of the problem to an infinite system of linear algebraic equations and its solution.

In principle, one would like to solve the problem of diffusion to ensembles of absorbing or partially absorbing boundaries exactly. Although the GMSV can be used to deal with (general) canonical domains, we will limit ourselves here to only spherical boundaries.

4.1. Diffusive interactions between two spheres

The general power of the GMSV and its main features can be most clearly appreciated by discussing a simple problem, namely, that of diffusion to a pair of spherical sinks of radii \( a_1 \) and \( a_2 \) located at the origin \( (\Omega_1) \) and along the \( z \) axis at \( z = \ell, (\Omega_2) \). The diffusion of ligands (particles \( B \)) should be described in the 3D smooth oriented manifold \( \Omega^- = \mathbb{R}^3 \setminus (\Omega_1 \cup \Omega_2) \), which can be referred to as the concentration manifold.\(^a\) With reference to the logical sequence of the GMSV, we proceed as follows.

(a) To find the standard non-dimensional form of the problem, we consider the reduced concentration field of \( B \) particles that is regular at infinity, that is,

\[
u(r) = 1 - u(r)/c_B,\]

and non-dimensional radial coordinates \( \xi_i = r_i/a_i \). The non-dimensional standard form of the original boundary value problem reads

\[
\nabla^2 u = 0 \quad \text{in} \quad \Omega^-,
\]

\(^a\)It is expedient to introduce also the partial domains \( \mathcal{D}_i = \mathbb{R}^3 \setminus \Omega_i \), so that \( \Omega^- = \mathcal{D}_1 \cap \mathcal{D}_2 \).
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\[ u|_{\xi_i=1} = 1, \quad (14b) \]
\[ u|_{\xi_i\to\infty} \to 0. \quad (14c) \]

(b) The appropriate basis functions for this problem are scalar axially symmetric regular and irregular solid spherical harmonics with respect to the two spherical coordinate systems for \( \Omega_i \) (see cartoon in Fig. 1)

\[ \psi_i^+(r_i, \theta_i) = r_i^n P_n(\mu_i), \quad \psi_i^-(r_i, \theta_i) = r_i^{-n-1} P_n(\mu_i), \quad (15) \]

where \( P_n(\mu_i) \) is a Legendre polynomial of degree \( n \), with \( \mu_i = \cos \theta_i \). Solid spherical harmonics form a canonical basis, \( \{\psi_i^+(r_i, \theta_i)\}_{n=0}^{\infty} \) and \( \{\psi_i^-(r_i, \theta_i)\}_{n=0}^{\infty} \), for harmonic functions in \( \Omega_i \) and \( D_i \), respectively.

(c) For \( N > 2 \), it is impossible to introduce a global coordinate system (e.g., bispherical coordinates for \( N = 2 \), such as in Ref. 64). Hence, in general one should introduce appropriate local coordinates in \( \Omega^- \). The solution to the problem (14) can be expressed as

\[ u(r) = u_1(r_1) + u_2(r_2) \quad \text{for} \quad r_i \in D_i, \quad (16) \]

where

\[ u_i(r_i) = \sum_{n=0}^{\infty} A_{i,n}^- \psi_i^-(\xi_i, \theta_i) \quad \text{in} \quad D_i, \quad (17) \]

are absolutely and uniformly convergent series expansions of irregular spherical harmonics. The unknown coefficients \( A_{i,n}^- \) should be determined by imposing the boundary conditions (14b) for \( i = 1, 2 \).

In order to do so, we have to express the function \( u_1(r_1) \) in the local coordinates of \( \Omega_2 \) and vice versa.

(d) This can be accomplished through AT.\textsuperscript{47} For the present axially symmetric problem, one has

\[ \xi_1^{-(k+1)} P_k(\mu_1) = \sum_{n=0}^{\infty} U_{nk}^2 \xi_2^n P_n(\mu_2) \quad \text{for} \quad \xi_2 < \ell, \quad (18) \]
\[ \xi_2^{-(k+1)} P_k(\mu_2) = \sum_{n=0}^{\infty} U_{nk}^1 \xi_1^n P_n(\mu_1) \quad \text{for} \quad \xi_1 < \ell, \quad (19) \]
where $\epsilon_i = a_i / \ell < 1$ and the so-called *mixed-basis matrices elements* read

$$U_{nk}^{12} = (-1)^k \left( \frac{n + k}{n} \right) \epsilon_1^{n} \epsilon_2^{k+1}, \quad (20a)$$

$$U_{nk}^{21} = (-1)^n \left( \frac{n + k}{n} \right) \epsilon_1^{k+1} \epsilon_2^{n}. \quad (20b)$$

Equation (19) needs to be used when imposing that $u(r)$ satisfy Eq. (14b) for $i = 1$, and Eq. (18) needs to be used for $i = 2$.

(e) This procedure leads to the following infinite system of linear algebraic equations of the II kind (ISLAE), comprising in general as many equations as there are boundaries,

$$A_1 + \sum_{k=0}^\infty U_{nk}^{12} A_k^2 = \delta_{n0},$$

$$\sum_{k=0}^\infty U_{nk}^{21} A_k^1 + A_n^2 = \delta_{n0}. \quad (21)$$

It may be proved that the system (21) can be truncated to obtain a solution to any desired accuracy through the so-called *reduction method*.

The overall rate of capture $k$, i.e., the total flux into the two-sphere system, is given by

$$k = -2\pi D a_1 \int_{-1}^1 \frac{\partial u}{\partial \xi_1} \bigg|_{\xi_1=1} d\mu_1 - 2\pi D a_2 \int_{-1}^1 \frac{\partial u}{\partial \xi_2} \bigg|_{\xi_2=1} d\mu_2 = k_{S_1} A_0^1 + k_{S_2} A_0^2, \quad (22)$$

where we have used the general property of Legendre polynomials $\int_{-1}^1 P_n(\mu) d\mu = 2\delta_{n0}$ and introduced the two Smoluchowski rates, $k_{S_i} = 4\pi D a_i c_B$.

The simplest analytical approximation of the exact solution is the MOA, which consists in keeping only the $n = 0, k = 0$ terms in the system (21). It is not difficult to see that this yields

$$k = k_{S_1} \left( \frac{1 - \epsilon_2}{1 - \epsilon_1 \epsilon_2} \right) + k_{S_2} \left( \frac{1 - \epsilon_1}{1 - \epsilon_1 \epsilon_2} \right) \leq k_{S_1} + k_{S_2}. \quad (23)$$
The case of two equal sinks provides some immediate insight into the anti-cooperativity of DI. If \( a_1 = a_2 \), Eq. (23) reduces to the well-known result\(^{17}\)

\[
k = \frac{2k_S}{1 + \epsilon} = 2k_S \frac{\ell}{a + \ell}. \tag{24}
\]

It can be appreciated that \( k \to 2k_S \) in the limit of infinite separation, \( \ell \to \infty \). The MOA predicts a maximum reduction \( k/2k_S = 2/3 \) of the rate of capture (i.e., maximum strength of DIs) at contact distance, \( \ell = 2a \). This has to be compared with the exact value,\(^{64}\)

\[
k/2k_S = \log 2 \approx 0.693.
\]

It is interesting to observe that DIs are long range, that is \( 1 - k/2k_S \simeq a/\ell \) for separations larger than a few radii: DIs are entropic forces that decay with distance like Coulomb and gravitational interactions.

One may wonder how good an approximation is the MOA. It turns out that for assemblies of perfectly absorbing sinks, it is indeed an extremely good approximation, as is apparent from Fig. 1. For \( \ell = 3a \), the relative error is less than 1 %. It can be shown that the relative error decreases rapidly, \( \propto \ell^{-4} \), until \( \ell \simeq 10a \) (approximately 0.01 %), and then decreases more slowly, \( \propto \ell^{-1} \). The reasons why the MOA is so good an approximation have been investigated in Ref. 18.

![Fig. 1. Rate of capture for two sinks of radius \( a_1 = a_2 = a \) separated by a distance \( \ell \). Comparison of the exact result and the MOA approximation.](image-url)
4.2. **Diffusive interactions are weaker among multiple partially reactive boundaries**

A system of partially reactive boundaries experiences weaker DI. This can be easily seen and quantified by repeating the above calculations for two spheres endowed with intrinsic rate constants $\kappa_1$ and $\kappa_2$. This entails replacing boundary conditions (14b) with radiation conditions, namely,

$$\left[ \frac{\partial u}{\partial \xi_i} - h_i(u - 1) \right]_{\xi_i = 1} = 0,$$

(25)

where $h_i = \kappa_i^* / \kappa_S$, $i = 1, 2$. In this case, it is not difficult to take the same steps as in the above derivation and compute the new matrices $U_{12}, U_{21}$. The MOA in this case gives

$$k = k_{S_1} \frac{q_1(1 - q_2\epsilon_2)}{1 - q_1q_2\epsilon_1\epsilon_2} + k_{S_2} \frac{q_2(1 - q_1\epsilon_1)}{1 - q_1q_2\epsilon_1\epsilon_2},$$

(26)

where $q_i = h_i / (1 + h_i)$. The case of two identical, partially absorbing spheres gives immediately a reduction with respect to additivity

$$\frac{k}{2k_{S_q}} = \frac{1 + h}{1 + h(1 + \epsilon)} \geq \frac{1}{1 + \epsilon}.$$

(27)

DI are therefore less prominent for partially absorbing boundaries. It is easy to check that the maximum strength of DI (i.e., at contact distance) is reduced by an intrinsic reaction rate $\kappa^*$ by a factor $(3 + 3h)/(2 + 3h) > 1$ in the MOA. However, it should be emphasized that the MOA performs increasingly worse the lower the value of $h$, and more multipoles should be considered beyond the $n = 0$ term to achieve the same accuracy as in the limit $h \to \infty$.

5. **Many Spherical Boundaries Arranged Arbitrarily in Space**

The trick of using AI to express multipole expansions in local reference frames centered on two different disconnected spherical boundaries can be extended with no conceptual difficulties to the case of
many spheres of arbitrary size, intrinsic reaction rate constant, and position in 3D space. Let us consider the finite spherical domain
\[ \Omega = \Omega_0 \setminus \bigcup_{\alpha=1}^{N} \tilde{\Omega}_\alpha, \]
represented in Fig. 2, filled with \( N \) spherical reactive boundaries. Let us introduce the non-dimensional normalized ligand density \( u(r) = c(r)/c_B \) and the variables \( \xi_\alpha = r_\alpha/R_\alpha, \xi_0 = r_0/R_0 \), normalized to the radii of the respective reactive boundaries. We need to solve the following boundary problem:

\[
\begin{align*}
\nabla^2 u &= 0, \\
\left. \left( \frac{\partial u}{\partial \xi_\alpha} - h_\alpha u \right) \right|_{\partial \Omega_\alpha} &= 0 \quad \forall \, \alpha = 1, 2, \ldots, N, \\
\left. \left( \frac{\partial u}{\partial \xi_0} + h_0(u - 1) \right) \right|_{\partial \Omega_0} &= 0.
\end{align*}
\]

Again, we have introduced the parameters \( h_\alpha = \kappa^*_\alpha/4\pi DR_\alpha \) that determine the reactivity of the \( \alpha \)th sphere. The boundary condition (28c) on the inner surface of the container sphere \( \Omega_0 \) is a radiation-type boundary condition and has the following meaning. One should imagine that the ligand concentration is \( c_B \) outside \( \Omega_0 \) (even if formally the problem is not defined there) and that there is a membrane separating the inner compartment \( \Omega \) from the exterior, whose non-dimensional permeability is proportional to \( h_0 \). In the limit \( R_0 \to \infty \), one recovers the open-boundary problem with the boundary condition \( \lim_{R_0 \to \infty} c = c_B \). Furthermore, it is not difficult to show that if one considers the problem (28) for a single sink at the center of \( \Omega_0 \) and an equivalent problem (single sink) in the open domain but with \( D = \{ D_{\text{in}} \text{ for } r \leq R_0 | D_{\text{out}} \text{ for } r > R_0 \} \), then the two problems are equivalent provided \( h_0 = D_{\text{out}}/D_{\text{in}} \).

Hence, one may think of the problem (28) as describing diffusion of ligand to a set of spheres within a spherical container such that the ligand concentration outside the container is fixed (\( c_B \)), as well as the ratio \( h_0 \) between the ligand diffusion coefficient outside the container (bulk) and in the interior, the latter parameter playing...
the role of the non-dimensional permeability of the (imaginary) membrane at \( \partial \Omega_0 \).

By virtue of the superposition principle for the Laplace equation, the problem (28) admits a solution in \( \Omega \) as a sum of linear combinations of regular (inside \( \Omega_0 \)) and irregular harmonics (outside each \( \Omega_\alpha \)), namely,

\[
\begin{align*}
\mathbf{u} &= \mathbf{u}_0^+ + \sum_{\alpha=1}^{N} \mathbf{u}_\alpha^- \\
&= \sum_{n=0}^{\infty} \sum_{m=-n}^{n} A_{mn} e_0^n Y_{mn}(r_0) + \sum_{\alpha=1}^{N} \sum_{n=0}^{\infty} \sum_{m=-n}^{n} B_{mn}^\alpha \xi_{\alpha}^{-n-1} Y_{mn}(r_\alpha),
\end{align*}
\tag{29}
\]

where \( Y_{mn}(r_\alpha) = P_m^n(\cos \theta_\alpha) e^{im\phi_\alpha} \) are solid harmonics referring to the local reference frame centered on the \( \alpha \)th boundary (see Fig. 2). The coefficients \( A_{mn} \) and \( B_{mn}^\alpha \) should be determined by imposing the boundary conditions. In the neighborhood of each boundary, one has to express all the bases as a function of the local coordinates. More precisely, in the neighborhood of each \( \partial \Omega_\alpha \), \( \mathbf{u}_0^+ \) and \( \mathbf{u}_\beta^- (\beta \neq \alpha) \) have to be expressed as a function of the \( r_\alpha \) coordinates, and similarly, in the neighborhood of \( \partial \Omega_0 \), every \( \mathbf{u}_\alpha^- \) has to be written as a

![Fig. 2. Schematic representation of the domain \( \Omega \) with the relevant local coordinate systems, radii, and position vectors.](image-url)
function of $r_0$. For this purpose, one can make use of the translational AT for solid harmonics.\textsuperscript{47} This operation requires some care, as one out of three possible ATs must be selected for each pair of boundaries depending on the geometry. These rules are summarized in the appendix.

5.1. Many spheres inside a spherical cavity

Diffusion-influenced reactions inside a spherical cavity are of great importance in various applications; however, the simple Smoluchowski rate is often incorrectly used to describe the kinetics of these reactions.\textsuperscript{66,67}

The rate of capture of a sink of radius $R_1$ at the center of a spherical cavity of radius $R_0$ outside which there is a constant bulk ligand density $c_B$ is given by the solution of the following problem:

\begin{align}
\nabla^2 u &= 0, \quad (30a) \\
|_{r=R_1} &= 0, \quad (30b) \\
\left( R_0 \frac{\partial u}{\partial r} + h_0(u - 1) \right) \bigg|_{r=R_0} &= 0, \quad (30c)
\end{align}

where $u(r) = c(r)/c_B$ and $h_0 = D_{\text{out}}/D_{\text{in}}$ is a parameter gauging the permeability of the internal boundary of the spherical cavity. Here, we assume that $D_{\text{out}}, D_{\text{in}}$ are the ligand diffusion coefficients outside and inside the cavity, respectively. The solution to the problem (30) is straightforward, and the capture rate by (total flux into) the sink yields

$$
\frac{k}{k_{S_1}} = \frac{h_0}{\epsilon + h_0(1 - \epsilon)},
$$

(31)

where $\epsilon = R_1/R_0$. We see that $k \rightarrow k_{S_1} = 4\pi D_{\text{in}}c_B$ in the limit of infinite cavity $R_0 \rightarrow \infty$. For a finite cavity with a fixed ligand concentration outside, Eq. (31) has a simple interpretation: the rate of capture is enhanced for $h_0 > 1$, that is, when $D_{\text{out}} > D_{\text{in}}$. In the limit of infinitely absorbing boundary (or conversely, infinitely viscous interior), the rate of capture is enhanced by a factor $1/(1 - \epsilon)$. 
This becomes very large as the sink approaches the inner surface of the cavity.

This simple result may have interesting implications for the diffusion of ligands within the bacterial periplasm. This region, comprised between the outer cell membrane and an inner (cytoplasmic) membrane, can be as wide as 40% of the total volume in gram-negative bacteria and is typically a very shallow layer in gram-positive bacteria. The periplasm is filled with a thick gel-like, highly crowded matrix and is lined up with many arrays of receptors on the inner cytoplasmic membrane, facing the outer membrane (interior of the cavity). Many ligands, such as those related to chemotaxis, diffuse to receptors within the inner membrane (at $r = R_1$). Since typically $(R_0 - R_1)/R_0 \ll 1$ and the periplasm is very crowded, one has $D_{in} \ll D_{out}$ and $1 - \epsilon \ll 1$, which would thence boost the rate of capture.

Using the general AT for solid harmonics (see details reported in the appendix), we are now in a position to answer many interesting questions related to such problems.

5.1.1. *Two spheres inside a spherical cavity*

It is interesting to investigate diffusion interactions between two sinks in a finite domain. Let us consider the simple case of two identical perfect sinks arranged symmetrically along a diameter of a spherical cavity with respect to the center. Let us denote $\ell$ as the center–center distance, $R_1$ as the size of the sinks, and $R_0$ as the size of the cavity, whose internal surface is made perfectly absorbing. Problem (28) can be solved as described in the appendix. The results are summarized in Fig. 3. In agreement with what was discussed in the previous section, one can appreciate that the rate of the two confined sinks is larger than in the absence of cavity. In particular, the rate increases abruptly as the sinks approach the inner boundary of the cavity. This is a direct consequence of the assumption that the ligand density at the cavity interface is equal to the bulk density. Another non-trivial observation is that the normalized rate now depends on the size of the sink: large sinks have more capture power with respect to the
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Fig. 3. Rate of capture by two identical spheres of radius $R_1$ inside a spherical cavity of radius $R_0$ with absorbing inner boundary ($h_0 \to \infty$). With reference to a frame with the origin at the center of $\Omega_0$, the two spheres are placed symmetrically along the $z$ axis at a center–center separation $\ell \in [2R_1, 2(R_0 - R_1)]$. Left: normalized rates of the two-sphere system compared with twice the rate of one isolated sink at the same position vs rescaled center–center distance. The rates are normalized to the rate of one isolated sink in the open domain, $k_S = 4\pi D R_1 c_B$.

Right: measure of DI. Symbols and lines in the right panel refer to the same cases as in the left panel.

open-domain, non-confined setting than small ones. Concerning the rate of capture of single confined sinks, one remarks that prediction (31) in the limit $h_0 \to \infty$ for a sink at the center of the cavity is still accurate when the sink is displaced up to a distance of $\simeq 7 \div 8R_1$ from the center (constant curves with squares in Fig. 3, left panel).

The rates increase in a cavity and DI decrease. This effect is illustrated in the right panel of Fig. 3. The larger the embedded sinks, the greater the overall rate and correspondingly the weaker the DI. For example, for $R_1/R_0 = 0.2$, the DI are practically gone ($k_2 = 2k_1$) already for $\ell \simeq 5 \div 6R_1$, i.e., when the outer surface of the sinks is at a distance of about $0.2R_0$ from the inner surface of the cavity.

5.1.2. Many sinks on a spherical inner layer inside a spherical cavity

It is instructive to use the method described above to investigate the rate of capture of many equivalent sinks arranged randomly at a given
distance from the center on a spherical layer. In the open domain, the rate of such ensembles of sinks is strongly reduced due to DI. For example, the average capture rate of random configurations of $N = 50$ non-overlapping sinks of size $R_1$ at a distance $d = 8.85R_1$ from the center is $k_{50} = (8.33 \pm 0.01)k_S$, with $k_S = 4\pi DR_1 c_B$ (average over 100 independent configurations). DI reduce by a staggering 85% of the overall capture rate of the ensemble with respect to as many isolated sinks. We have learned that confining sinks within a cavity helps sustain the capture rate due to the proximity (exterior of the cavity) of the bulk concentration (effectively reducing the ligand depletion region). In fact, the same ensembles of sinks within a cavity of radius $R_0 = 10R_1$, i.e., close to the inner surface of the cavity, display a rate of capture $k_{50}^{c} = (54.2 \pm 0.2)k_S$. This corresponds to a situation of even positive cooperativity. This situation is found, for example, in the bacterial periplasm. It is reasonable to assume that ligands, whose concentration is constant outside the cell, diffuse very slowly in the periplasm as compared to the bulk, which justifies the assumption $h_0 \gg 1$. It is fascinating to think that such a complex, double-membrane architecture could be an evolutive answer to the requirement of maximizing the diffusive flux of (possibly low-concentration) ligands to a set of membrane-bound receptors.

Figure 4 reveals what happens to the individual capture rates for a large set of equivalent configurations of receptors on the inner membrane of an imaginary periplasmatic layer. Each receptor-sink is seen to capture on average the same amount of flux it would capture if it was isolated at the center of the cavity (see Eq. (31) for $h_0 \rightarrow \infty$), i.e., about $1/(1 - R_1/R_0) \approx 1.11$ in units of $k_S$. This somewhat surprising fact is due to the close proximity of the sinks to the inner surface of the cavity (see also again Fig. 3). If the cavity disappears, this figure drops down to about $0.15k_S$ (left histogram in Fig. 4). This is another manifestation of the virtual suppression of DI for sinks close to the absorbing inner surface of a cavity. Furthermore, it can be observed that the intrinsic variability of the capture rate around the ensemble average is reduced when DI are strong (width of the left histogram in Fig. 4). This means that when DIs are weaker,
not only does the ensemble recover a large rate of capture on average, but some of the receptor-sinks can individually attain large peaks of capture rate.

6. Summary

In this short, mostly pedagogical chapter, we have described the phenomenon of diffusion to capture, which has important implications in a wide range of fields in biology and physical chemistry. We have shown how, under certain circumstances, the problem of bimolecular encounters and reactions can be solved as a two-body stationary diffusion boundary problem. This theoretical framework immediately leads to some surprising conclusions. One of the most striking findings concerns the rate of ligand capture by a receptor-covered cell. The classic mean-field solution of this problem shows that a fraction of surface coverage as low as $10^{-4}$ (approximately $10^4$ receptors of 1.5 nm size on the surface of a cell of size 10 μm) ensures that the overall rate of capture is of the same order (reduced by a factor of 2) as for a fully covered surface. Moreover, we have shown that
if the same number of active receptors are all moved into an active cluster covering the same surface fraction, the overall rate of capture drops by a factor of up to $10^2$. This is a first manifestation of DI, which describe the interference among diffusive fluxes to neighboring reactive boundaries.

In order to provide a rigorous mathematical description of DI, we have considered in detail the classic problem of diffusion to two neighboring sinks at a center-to-center distance $\ell$ in the open domain. Although this problem can be solved by using bispherical coordinates, we have followed another, more general, approach based on translational AT for spherical harmonics. The exact solution of the problem, expressed in the form of an infinite series of multipoles, can be surprisingly well approximated for perfectly absorbing spheres by the monopole term alone, showing that DI are long range, i.e., decrease as $\ell^{-1}$.

The mathematical strategy based on AT can be easily extended to compute the rate of capture of an ensemble of spheres of arbitrary size, intrinsic reactivity ($\kappa^*$), and arranged in arbitrary configurations in 3D, both in the open domain and within a spherical cavity. This theory, developed in Ref. 46, is described in detail in the appendix. Although the applications of such theoretical framework are countless, we have examined here two simple examples. First, we have studied the case of two sinks within a cavity, whose solution shows that DI are generally reduced in a finite domain with an absorbing inner surface, concomitantly with the enhancement of the rate of capture. This phenomenon is due to the fact that, in this modeling strategy, the density of ligands reaches its constant bulk value outside the cavity (whose surface is modeled as a permeable membrane), which enhances the rate of capture of a given boundary with respect to the open domain. Interestingly, now the relative position of the boundary within the cavity obviously makes a difference, the rate of capture increasing massively as the boundary approaches the inner surface of the cavity. At the same time, if many sinks are present, the DI among them are virtually suppressed for many-body configurations close to the inner surface of the cavity. The second and final
example studied, namely, many independent configurations of sinks close to the inner surface of the cavity, shows this clearly. Finally, we have argued that this problem, while interesting on purely theoretical grounds, might also have important implications in ligand–receptor interactions in biology. Notably, ligand diffusion to receptors on the cytoplasmatic membrane in the periplasmatic space in bacteria provides an example of this problem. In this specific case, ligand diffusion in the crowded, gel-like periplasm is likely to be strongly reduced with respect to the mobility in the bulk outside, which justifies modeling the inner surface of the outer (cell) membrane as an absorbing boundary. The fascinating speculation that follows from these results is that such a complex architecture might have been designed by evolution to maximize the ligand–receptor binding rate. This would make sense, as such receptors are mostly chemotaxis receptors, used by bacteria to sense gradients of nutrients (small molecules).
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Appendix. Rules for Selecting the Appropriate Addition Theorem

The AT for spherical harmonics allows one to express a combination of spherical harmonics, written in multiple coordinate systems, as a function of any one of them. Depending on the type of spherical harmonics that one needs to reexpand (regular or irregular) and on the geometry of the domain, one among three ATs has to be chosen in each specific case. Let us suppose to have spherical harmonics $u^+(r_\beta)$ and $u^-(r_\beta)$ written in a spherical coordinate system centered on $S_\beta$, that we want to express at a given point $P$ as a function of the $S_\alpha$-coordinate system (see Fig. 2). The relation $r_\beta = L_{\beta\alpha} + r_\alpha$ holds.
The regular harmonics $u^+(r_β)$ are always expressed as a function of the regular harmonics $u^+(r_α)$, namely,

$$r_β^n Y_{mn}(r_β) = \sum_{q=0}^{n} \sum_{g=-q}^{q} \frac{(n + m)!}{(n - q + m - g)!(q + g)!} L_β^{n-q} Y_{m-g,n-q} \times (L_β^{α}) r_α^q Y_{gq}(r_α). \quad (A.1)$$

If one has to reexpand an irregular harmonics $u^-(r_β)$, two cases are possible, depending on the ratio between the distance $L_β^{α}$ between the centers of the old and new reference frames, and the norm of the vector $r_α$ expressing the position of $P$ in the new frame $S_α$. More precisely, if $|r_α| < |L_β^{α}|$, then one has to write the irregular harmonics as a function of the regular harmonics centered on $S_α$, namely,

$$r_β^{-n-1} Y_{mn}(r_β) = \sum_{q=0}^{n} \sum_{g=-q}^{q} (-1)^{q+g} \frac{(n - m + q + g)!}{(n - m)!(q + g)!} \times L_β^{α} L_β^{α} Y_{m-g,n+q}(L_β^{α}) r_α^q Y_{gq}(r_α). \quad (A.2)$$

Conversely, if $|r_α| > |L_β^{α}|$, then one has to write the irregular harmonics as a function of the irregular harmonics centered in $S_α$

$$r_β^{-n-1} Y_{mn}(r_β) = \sum_{l=0}^{∞} \sum_{s=-n}^{l} \frac{(-1)^{l+s}(n + l - m + s)!}{(n - m)!(l + s)!} \times L_β^{α} L_β^{α} Y_{m-s,n+l}(L_β^{α}) r_α^{l} Y_{s,n+l}(r_α). \quad (A.3)$$

To summarize, one can use the following scheme to change variables from system $S_β$ to $S_α$ (see also Fig. A.1)

- $u^+(r_β) = f(u^+(r_α))$, if $|r_α| < |L_β^{α}|$
- $u^-(r_β) = \begin{cases} f(u^+(r_α)) & \text{if } |r_α| < |L_β^{α}|, \\ f(u^-(r_α)) & \text{if } |r_α| > |L_β^{α}|. \end{cases}$
Fig. A.1. Scheme for the application of the AT (A.1), (A.2), and (A.3) to express the boundary conditions in the local coordinates on $\partial \Omega_0$ and on each $\partial \Omega_\alpha$. The choice of the appropriate AT depends on the ratio between the distance between the centers of each pair of reference systems and the norm of the position vector in the new reference system.

### A.1. The solution to the problem

By using the above AT, the solution to the problem (28) can be cast in the form of the following infinite-dimensional linear system:

$$
\begin{cases}
  -B_{pq}^\alpha + \sum_{n=0}^{\infty} \sum_{m=-n}^{n} \left( A_{mn} H_{m,n}^{(\alpha,g,q)} \right) 1_{q \leq n} + \sum_{\beta=1, \beta \neq \alpha} B_{mn}^\beta W_{m,n}^{(\alpha,\beta,g,q)} = 0, \\
  A_{pq} + \sum_{\alpha=1}^{N} \sum_{m=0}^{q} \sum_{n=m-\alpha}^{n} V_{g,q}^{\alpha,m,n} 1_{(q-n) \leq m \leq (q+n)} = \delta_{(q,q)=(0,0)},
\end{cases}
$$

where

$$
V_{g,q}^{\alpha,m,n} = \frac{(-1)^{q-n+m-g}(q-g)!}{(q-h_0)(n-m)!(q-n+m-g)!} \times \eta_{0\alpha}^{q-n} \chi_{\alpha}^{n+1} Y_{m-g,q-n}(-L_{0\alpha}),
$$
\[ H_{m,n}^{(\alpha,g,q)} = \frac{(q - h_{\alpha})}{(h_{\alpha} + q + 1)} \left( \frac{n + m}{q + g} \right) \chi_{\alpha} \gamma^{n-q} \eta^{q} Y_{m-g,n-q}(L_{0\alpha}), \quad (A.6) \]

\[ W^{(\alpha,\beta,g,q)}_{m,n} = \frac{(q - h_{\alpha})}{(h_{\alpha} + q + 1)} (-1)^{q+g} \frac{(n - m + q + g)!}{(n-m)!(q+g)!} \times \eta^{-q} \chi_{\alpha} \gamma^{n+1} \eta^{q} Y_{m-g,n+q}(L_{3\beta}), \quad (A.7) \]

with \( \chi_{\alpha} := \frac{B_{\alpha}}{k_{\alpha}} \) and \( \eta_{\alpha\beta} := \frac{L_{\alpha\beta}}{\eta_{\alpha}} \) with \( \eta_{\alpha\beta} = \eta_{\beta\alpha} \). The system (A.4) can be cast in matrix form as follows:

\[
\begin{bmatrix}
1 & V^1 & V^2 & \ldots & V^N \\
W^1 & -1 & W^1,2 & \ldots & W^1,N \\
W^2 & W^{2,1} & -1 & \ldots & W^{2,N} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
W^N & W^{N,1} & W^{N,2} & \ldots & -1
\end{bmatrix}
\begin{bmatrix}
A_{00} \\
\vdots \\
A_{NM} \\
B_{00} \\
\vdots \\
B_{NM} \\
\eta_{0} \\
\vdots \\
\eta_{NM}
\end{bmatrix}
= \begin{bmatrix}
1 \\
\vdots \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0
\end{bmatrix}
\]

A.2. The rate

The capture rate for a ligand with diffusion coefficient \( D \) by a selected boundary \( \Omega_{\alpha} \) can be computed easily as the total incoming flux, namely,

\[ k_{\alpha} = - \int_{\partial \Omega_{\alpha}} \mathbf{J}_{\alpha} \cdot \mathbf{n} \, dS, \quad (A.8) \]

where \( \mathbf{J}_{\alpha} = -D \nabla_{\alpha} c \) is the current to the \( \alpha \)th boundary. It is not difficult to see from the general form of the solution (29) and general
properties of the Legendre polynomials $P^m_n(\mu_\alpha)$ that Eq. (A.8) gives

$$\frac{k_\alpha}{k_{S,\alpha}} = -B^\alpha_{00},$$

(A.9)

where $k_{S,\alpha} = 4\pi DR_\alpha c_B$ is the Smoluchowski rate of capture corresponding to an isolated sink of radius $R_\alpha$ in the infinite domain.
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This chapter is dedicated to modeling, analysis, and some simulations of chemical reactions associated with molecular and cellular processes. What is the meaning of chemical reactions today? We propose to discuss this question in the context of cellular biology. With the advance of experimental microscopy, new areas have emerged focusing on quantifying molecular dynamics inside cellular microcompartments. Some key questions are: How long does it take to activate a molecular pathway that has physiological consequence. How many molecules are participating in the chemical reaction? What defines the molecular noise and how it alters the signal transduction? Chemical activation can also occur through polymer loops in the cell nucleus.

We introduce here several concepts originating from stochastic processes related to the activation and search times used to studied in vivo rate constants. Examples are chemical reaction at neuronal synapses, signal transduction in photoreceptors, looping DNA to activate a gene promoter, positive feedback loop transcription factor for cellular patterning in the developing tissue, and many more.

“This chapter is dedicated to the late Pr. Zeev Schuss, exceptional applied mathematician of broad interest who has impacted several times the theory of applications of stochastic processes, asymptotic
of PDEs, simulations of chemical reactions and many more. Zeev was a passionate scientist, a talent which allowed him to have a second career after retirement. We had a wonderful time discussing science nonstop all day long, being driven by no duties, nobody to please, no other constraints or demand than satisfying our own curiosity and imagination, but always with the goal of understanding how a piece of biology was working with the most accurate description that we could. Learning a field because it was necessary was never a limitation for Zeev. Those were the values that drove us and kept us moving nonstop. Our vision was also summarized in Ref. 1,” D. Holcman.

1. Introduction

The theory of chemical reaction traditionally deals with computing the rate of production of a species from another. The production rates have been computed for decades when species are homogenously distributed in containers.\(^2\) In parallel, the pharmaceutical and oil industries have developed optimized procedures for oil cracking using control theory.\(^3\) More than 20 years ago, to reduce the exploration of the very large dimensional space of chemical compound, molecular dynamics simulations were developed, which had a large impact in the field of drug design. A new industry was born based on developing the theory of relatively short simulations,\(^4,5\) generating billions of dollars in revenue and leading to innovative start-up companies to design optimal drugs.

With the advance of experimental microscopy, genetic engineering, the refinement of fluorescence probes, and continuous improvement of electrophysiology, our understanding of cell function has been based on chemical reaction pathways, revealing that a few molecules (after being amplified) could play a key role (see review of chemical reactions in phototransduction in Ref. 6).

Developing a theory for interpreting and/or quantifying data at a single molecule level remains challenging, because measurements are often indirect. For example, the signal of slow voltage dyes needed
to be deconvolved to recover the spatio-temporal voltage map in electric cells.\textsuperscript{7} Another example is the effort of the past decades to measure and quantify the molecular response to a single photon. If the biochemical players are identified for most of them, it is still very difficult in rod and cone photoreceptors to reconstruct the refined molecular machinery involved in light modulation and adaptation, especially how the geometry of the outer segment of the cell can change during aging or certain degenerative disease, such as retinitis pigmentosa, thus affecting the organization of the chemical reactions. Connecting chemical reactions with local geometry at a nanometer level remains challenging. Other examples are calcium dynamics and G-protein cascade that occupy a central role in many signal transduction.\textsuperscript{8}

Another type of chemical reaction occurring at a molecular level is the process of gene activation and regulation. Indeed, a promoter site is a key binding site that promotes protein expression following activation. For that purpose, a gene can be activated by transcription factors (TFs) either after direct binding to the site or after DNA has generated a loop to bring the TFs to the promoter site. But this process depends on the 3D chromatin organization, the regulation of which remains poorly understood. TFs search can be amplified by a positive feedback loop that could lead to full gradual expression of specific proteins as predicted by FPE approach, which is missed in the mass-action law approximation of the equation, reviewed in Ref. 9. Indeed, bridging the continuum to the discreet description remains a delicate question; the reduction to the mass-action equation remains especially inappropriate at intermediate concentration and does not capture that molecules that could remain at low levels in some cells and at high level in others.\textsuperscript{10}

The renewal of interest in modeling chemical reactions for molecular and cellular biology has been motivated by the exploding computational power and design of accurate simulations to characterize chemical reactions inside a cell, accounting also for the subcellular geometrical organization of the micro-compartment. In particular, when the number of produced molecules is indirectly measured, such
as in transduction, the chemical reaction theory is used not only to retrieve the unperturbed behavior and estimate rate constant but also to discover molecular behavior. Finally, when the number of molecules is small, chemical reactions should be modeled at a stochastic level. In that case, it is necessary to employ the two key rate constants — backward and forward rates — very carefully: if the first one is the reciprocal time for two molecules to dissociate, the second one is the reciprocal mean time for the two molecules to meet, which is largely influenced by the local geometry and the distribution of the substrate. We will dedicate a section to modeling of stochastic chemical reactions and will specify the conditions for using Brownian simulations when Gillespie’s algorithm fails. We will also discuss the concept of the mean time to a threshold, which is the time when a small number of binding sites are activated stochastically. Another possibility of activation is to wait for a threshold to be reached, driven by the arrival of the fastest particles. The associated time scale falls into the extreme statistics description and provides a new conceptual framework for cellular activation, especially when there is no equilibrium state.

Mixing of stochastic and deterministic chemical reactions plays a key role in understanding how sensory cells convert an external signal into a cellular response. For example, retinal photoreceptors can convert even a single photon into a cellular hyperpolarization. Most of the chemical reactions have been identified, but to account for the entire photoresponse, the geometry of rod and cone outer segments have to be taken into account. In particular, an interesting finding was that some chemical rates seem to have evolved across species to accommodate for the large or small cell geometry, leading to a slow or fast photon response, at the expense of the robustness, reviewed in Refs. 6 and 12. The chemical rates in general are finely tuned, because they serve to generate a fast photoresponse, but also lead to inherent background noise. Cellular geometry and chemical rate constants seem to be correlated in physiology. This novel paradigm is currently investigated in most of the transduction cells, such as olfactory or sensory cells. We will not discuss these questions much and instead refer the reader to Ref. 12 and associated references.
This chapter is organized as follows: we will first recall the Markov approach used for stochastic chemical reactions and the associated mean times for a compound to reach a given threshold. We will then discuss the rate constant associated with the first particle to arrive to a target site that defines the chemical reaction in many physiological amplification problem. We then move to chemical reactions in the context of neuronal growth and migration motivated by two questions: how cells know where they are located and how to simulate Brownian particles generated at a source. The reviewed modeling is associated with a source triangulation: recovery of the source location from fluxes. We end this chapter with the chemical reaction associated with loop formation in the context of polymer model for modeling chromatin dynamics: Indeed by forming a DNA loop, a TF can activate the expression of a gene. We review the physical laws associated with DNA looping for different polymer models.

2. Stochastic Chemical Reaction, MTT Theory, and Extreme Statistics

Chemical kinetics is based on mass-action laws formulated in differential equations when species are well mixed. When a small number of substrate and reactant molecules are involved in microdomains, reaction-diffusion equations do not provide a complete description of stochastic chemical reactions. The small populations of reactant and substrate give rise to large fluctuations and rare binding events in the number of bound substrate sites, which can have drastic consequences such as activating a physiological pathway.

An alternative and fruitful approach is to coarse-grain the binding and unbinding reactions to the time scale of the mean first passage time of the diffusing reactant into and out of a small binding site (which is also the narrow escape time\cite{13}). This approach leads to a Markovian jump process description of the stochastic dynamics of the binding and unbinding of molecules. The goal of this section is to present such an approach, which was developed over the years by the authors of Refs. 11, 14, and 15.
2.1. Introduction to stochastic chemical reactions

The simplest example of a chemical reaction is between two definite species: the mobile reactant $M$, which diffuses freely in a bounded domain $\Omega$, and the stationary substrate $S$ (e.g., a protein), which binds $M$. The boundary $\partial \Omega$ of a domain $\Omega$ is partitioned into an absorbing part $\partial \Omega_a$ (e.g., protein channels, pumps, exchangers, another substrate that forms permanent bonds with $M$, and so on) and a reflecting part $\partial \Omega_r$ (e.g., a cell membrane). In this model, the size of species $M$ is neglected. In terms of chemical kinetics the binding of $M$ to $S$ follows the chemical equation

$$M + S_{\text{free}} \underset{k_{-1}}{\overset{k_1}{\rightleftharpoons}} MS,$$

where $k_1$ is defined as the forward binding rate constant, $k_{-1}$ is the backward binding rate constant, and $S_{\text{free}}$ is the unbound substrate. The reaction occurs where $M$ molecules diffuse in $\Omega$ independently of each other and when bound are released independently of each other at exponential waiting times with rate $k_{-1}$. The time for the binding of a single $M$ molecule is the first passage time to diffuse to a small portion of the boundary, $\partial \Omega_a$, which is absorbing and represents the active surface of the free substrate (receptor), whereas the remaining part of $\partial \Omega$ is reflecting. Thus, it is the narrow escape time (NET)$^{16}$ to $\partial \Omega_a$. Due to the small target and the deep binding potential well of the binding site, the binding and unbinding of $M$ to $S$ are rare events on the time scale of diffusion.$^{17,18}$ This implies that the probability distribution of binding times is approximately exponential$^{19}$ with rate $\lambda_1 = 1/\bar{\tau}_1$, where $\bar{\tau}_1$ is the MFPT to $\partial \Omega_a$. When there are $S$ binding sites, $k(t)$ of which are unbound, there are $N = [M - S + k]^+ = \max\{0, M - S + k\}$ free diffusing molecules in $\Omega$. The arrival time of a molecule to the next unbound site is well approximated by an exponential law with state-dependent instantaneous rate (see discussion in Ref. 11)

$$\lambda_k = \frac{Nk}{\bar{\tau}_1} = \frac{k[M - S + k]^+}{\bar{\tau}_1}.$$
The number \( k = k(t) \) of unbound receptors at time \( t \) is a Markovian birth–death process with states \( 0, 1, 2, \ldots, \max \{ M - S, 0 \} \) and transition rates \( \lambda_{k \rightarrow k+1} = \lambda_k, \lambda_{k \rightarrow k-1} = \mu = k-1 \). The boundary conditions are \( \lambda_{S \rightarrow S+1} = 0 \) and \( \lambda_{0 \rightarrow -1} = 0 \).

Setting \( P_k(t) = \Pr \{ k(t) = k \} \), the Kolmogorov equations for the transition probabilities take the form

\[
\dot{P}_k(t) = - \left[ \lambda_k + k-1(S-k) \right] P_k(t) + \lambda_{k+1} P_{k+1}(t) + k-1(S-k+1) P_{k-1}(t),
\]

for \( k = [S - M] + 1, \ldots, S - 1 \), with the initial and boundary equations

\[
\begin{align*}
P_{k,q}(0) &= \delta_{k,S} \delta_{q,0}, \\
\dot{P}_{(S-M)+}(t) &= -k-1SP_{(S-M)+}(t) + \lambda_1 P_{(S-M)+1}(t), \\
\dot{P}_{S}(t) &= -\lambda_S P_{S}(t) + k-1P_{S-1}(t).
\end{align*}
\]

Most statistical properties about the chemical reactions can be extracted from solving system 2, when possible. We calculate here the average number of unbound (or bound) sites \( \bar{k}(t) \), which for \( t \to \infty \) is given by

\[
\bar{k}_\infty = \sum_{j=(S-M)+}^{S} j P_j,
\]

where \( \bar{k}_\infty = \sum_{j=(S-M)+}^{S} j^2 P_j \). The results of the Markovian model (2)–(3), using a direct induction from the steady-state equations, are

\[
P_S = \frac{1}{1 + \sum_{k=1}^{S-(S-M)+} \prod_{i=S-k+1}^{S} \frac{i(M-S+i)^+}{k!(\tau_1 k_{-1})^k}},
\]
\[ (k_{\infty})^2 = P_S \sum_{k=S-1}^{(S-M)^+} (S - k)^+ \frac{\prod_{i=S-k+1}^S i(M - S + i)^+}{k!(\bar{\tau}_1 k_1)^k}, \]

see Ref. 11 for further details.

### 2.2. The mean time the number of bound molecules reaches a threshold (MTT)

Another application of the Markovian model is the calculation of the mean time the number of bound molecules reaches a threshold (MTT). In a cellular context, the MTT can be used to characterize the stability of chemical processes, especially when they underlie a biological function. The above Markovian description leads to an estimate of the MTT in terms of fundamental parameters, such as the number of molecules, ligands, and the forward and backward binding rates. As shown next, the MTT depends nonlinearly on the threshold \( T \).

We recall that the concept of the number of molecules reaching a threshold is ubiquitous in biology. For example, in the patterning process, occurring in embryo development, cell differentiation is controlled by a gradient concentration of morphogens, and interestingly the cell fate can change by a small difference in that concentration (the concentration of the decapentaplegic gene (DPP) in insects can activate different genes at different thresholds\(^{20-23}\)). Another example concerns the first step of cellular division, where chromosomes need to be attached before being separated. Another example is the case of neuronal synapses, where synaptic plasticity, a long lasting process underlying learning and memory,\(^{24}\) can be induced when the concentration of calcium reaches a certain threshold.\(^{25}\) Another example concerns the cellular response to a double-stranded DNA (dsDNA) break: The cell can “sense” the number of breaks and may
decide to undergo apoptosis or not. Interestingly, a single dsDNA break can be detected, and this event is sufficient to activate a global cellular response.

The MMT was initially formulated as follows\(^\text{14}\): Consider \(M\) Brownian particles (e.g., molecules) that can bind to immobile targets \(S\) in a microdomain. The number \([MS](t)\) of \(MS\) bound particles at time \(t\) is modeled generically by equation (1). The first time the number \([MS](t)\) reaches the threshold \(T\) is defined as

\[
\tau_T = \inf\{t > 0 : [MS](t) = T\},
\]

and its expected value is \(\mathbb{E}(\tau_T) = \bar{\tau}_T\). To compute \(\mathbb{E}(\tau_T)\), we first consider an ensemble of initially free targets distributed on the surface of a closed microdomain, assuming a vanishing backward rate \(k_{-1} = 0\) and then assuming \(k_{-1} > 0\). The dynamical system for the transition probabilities of the Markov process \(MS(t)\) is similar to that in (1), except for the absorbing boundary condition at the threshold \(T\), which gives (2) (see Ref. 14). When the binding is irreversible (\(k_{-1} = 0\)), \(\bar{\tau}_T\) is the sum of the forward rates

\[
\tau_T^{\text{irrev}} = \frac{1}{\lambda_0} + \frac{1}{\lambda_1} + \cdots + \frac{1}{\lambda_{T-1}} = \frac{1}{\lambda} \sum_{k=0}^{T-1} \frac{1}{(M_0 - k)(S_0 - k)}. \tag{8}
\]

In particular, when \(M_0 = S_0\) and \(M_0 \gg 1\), (8) becomes asymptotically \(\tau_T^{\text{irrev}} \approx T/\lambda M_0(M_0 - T)\). In addition, when the diffusing molecules largely exceed the number of targets (\(M_0 \gg S_0, T\)), (8) gives the asymptotic formulas

\[
\tau_T^{\text{irrev}} \approx \begin{cases} 
\frac{1}{\lambda M_0} \log \frac{S_0}{S_0-T} & \text{for } M_0 \gg S_0, T, \\
\frac{1}{\lambda S_0} \log \frac{M_0}{M_0-T} & \text{for } S_0 \gg M_0, T, \\
\frac{T}{\lambda M_0 S_0} & \text{for } M_0, S_0 \gg T.
\end{cases} \tag{9}
\]

Figure 1 shows the plot of \(\tau_T^{\text{irrev}}\) for several values of the threshold \(T\), compared to Brownian simulations in a circular disk \(\Omega = D(R)\) with reflecting boundary, except at the targets. When \(k_{-1} > 0\), the
Fig. 1. Left: trajectories of diffusing molecules in a circular disk containing five binding sites on the boundary. Right: MFPT $\tau_T^{\text{irrev}}$ to threshold $T$ as a function of $T$ in the irreversible case ($k_{-1} = 0$). Brownian simulations (upper dashed line), formula (8) (middle black dashed line), and its approximation (9) (lower solid line). The other parameters are $S_0 = 15$, $M_0 = 10$, $\varepsilon = 0.05$, $D = 0.1 \, \mu m^2 s^{-1}$ and the radius of the disk is $R = 1 \, \mu m$ (200 runs).

Asymptotic formulas are obtained by solving the Markov equations (A.2) with a different boundary condition (see the Appendix and Ref. 14) and are given by

$$\bar{\tau}_T \approx \begin{cases} 
\tau_T^{\text{irrev}} + \frac{k_{-1}}{(AM_0)^2} \frac{T}{S_0} - \log(1 + \frac{T}{S_0}) & \text{for } M_0 \gg S_0, T, \\
\tau_T^{\text{irrev}} + \frac{k_{-1}}{(AS_0)^2} \frac{T}{M_0} - \log(1 + \frac{T}{M_0}) & \text{for } S_0 \gg M_0, T, \\
\tau_T^{\text{irrev}} + \frac{k_{-1}}{(2\lambda)^2} \left( \frac{T}{M_0} \right)^3 & \text{for } S_0 = M_0 \gg T.
\end{cases}$$

Thus, $\bar{\tau}_T$ varies quadratically with the NET $\bar{\tau} = 1/\lambda$, and is a nonlinear increasing function of $T$. These computations are quite general and can be applied to describe the mean time to reach a threshold for any chemical reaction. Changing the threshold modulates the threshold time in an efficient way. To conclude, the time to threshold $T$ $\bar{\tau}_T$ varies quadratically with the Narrow Escape Time $\bar{\tau}$ (as $\bar{\tau} = \frac{1}{\lambda}$); however, it increases nonlinearly with $T$. These computations are quite general and can be applied to describe the mean time to a given number of bound molecules for any chemical reactions.
In particular, by changing the threshold, chemical pathways can be modulated.\textsuperscript{14,15}

2.3. MTT with killing

When diffusing molecules can be killed before hitting the binding sites, the threshold may never be reached. The probability to reach the threshold and the conditional mean time MTT can be computed using a 2D Markov chain for the joint probability density function (PDF) $p_{k,m}(t)$ that at time $t$, there are $k$ bound molecules and $m-k$ free diffusing molecules.

$$p_{k,m}(t) = P\{|MS|(t) = k, w(t) = m, |MS|(0) = 0, w(0) = M_0\},$$

where $w(t) = |M|(t) + |MS|(t)$. In the irreversible case, the transitions to the state $(k, m)$ between time $t$ and $t + \Delta t$ can only occur from the states $(k-1, m), (k, m)$, and $(k, m+1)$. To compute the probability that the threshold $T$ is achieved, we study the chain $(k, m)$ of having $k$ bound molecules and the remaining $m-k$ free molecules. By imposing a boundary condition at $(T, m)$ and $(k, T-1)$, we will obtain the probability that the threshold is reached before the molecules are degraded by summing over the state $(T, m)$ for $m = T \ldots M_0$. We represent the transition diagram between states in Fig. 2, and the master equations are

\begin{align*}
\dot{p}_{0,M_0} &= - (\lambda M_0 S_0 + \mu M_0) p_{0,M_0}, \\
\dot{p}_{0,m} &= \mu (m+1) p_{0,m+1} - (\lambda S_0 m + \mu m) p_{0,m} \quad \text{for } T-1 < m < M_0, \\
\dot{p}_{k,M_0} &= \lambda (S_0 - k + 1) (M_0 - k + 1) p_{k-1,M_0} \\
&- (\lambda (S_0 - k) + \mu) (M_0 - k) p_{k,M_0} \quad \text{for } 0 < k < T, \\
\dot{p}_{T,m} &= \lambda (S_0 - T + 1) (m - T + 1) p_{T-1,m} \quad \text{for } T \leq m \leq M_0, \\
\dot{p}_{k,T-1} &= \mu (T-k) p_{k,T} \quad \text{for } 0 \leq k \leq T-1, \\
\dot{p}_{k,m} &= \lambda (S_0 - k + 1) (m - k + 1) p_{k-1,m} + (m+1-k) p_{k,m} + p_{k,m+1} \\
&- (\lambda (S_0 - k) + \mu) (m-k) p_{k,m} \quad \text{for } T-1 < m < M_0, 0 < k < T,
\end{align*}
Fig. 2. Diagram of transition between states. Transition rates (1): $\mu(m - k + 1)$ (2): $\lambda(S - k + 1)(m - k + 1)$ (3): $\lambda(S - k)(m - k)$ (4): $\mu(m - k)$ where $\lambda$ and $\mu$ are, respectively, the forward binding rate and the killing rate.

where $\lambda$ and $\mu$ are, respectively, the forward binding rate and the killing rate.

The initial condition reads $p_{0,M_0}(0) = 1$ and the normalization condition is

$$\sum_{k=0}^{M_0,N_0} p_{k,m} = 1.$$  \hspace{1cm} (10)

To derive the steady-state probabilities $p_{T,m}(\infty)$ and $p_{k,T-1}(\infty)$, we shall now consider that the only absorbing states $(T, m)$ and $(k, T - 1)$ are given for $T \leq m \leq M_0$ and $0 \leq k \leq T - 1$ (see Fig. 2). Thus, by integrating system (10) over time, we obtain

$$q_{0,M_0} = \frac{1}{M_0(\lambda S_0 + \mu)},$$  \hspace{1cm} (11)

$$q_{0,m} = \frac{1}{m(\lambda S_0 + \mu)} \left( \frac{\mu}{\lambda S_0 + \mu} \right)^{M_0 - m} \text{ for } T - 1 < m < M_0,$$

$$q_{k,M_0} = \frac{\lambda^k S_0!}{(S_0 - k)!(M_0 - k) \prod_{j=0}^{k} (\mu + \lambda(S_0 - j))} \text{ for } 0 < k < T,$$
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\[ p_{T,m}(\infty) = \lambda(S_0 - T + 1)(m - T + 1)q_{T-1,m} \quad \text{for} \ T \leq m \leq M_0, \]
\[ p_{k,T-1}(\infty) = \mu(T - k)q_{k,T} \quad \text{for} \ 0 \leq k \leq T - 1, \]
\[ q_{k,m} = \frac{(\mu q_{k,m+1} + \lambda(S_0 + 1)(m - k + 1)q_{k-1,m})}{(m - k)(\mu + \lambda(S_0 - k))} \times (m + 1 - k) \quad \text{for} \ T - 1 < m < M_0, 0 < k < T, \quad (12) \]

where for \( 0 \leq k \leq T - 1, T \leq m \leq M_0, \)
\[ q_{k,m} = \int_0^\infty p_{k,m}(t)dt. \quad (13) \]

The reader can see Ref. 26 for the computation for probability and the conditional MTT.

2.4. The probability to reach the threshold

The probability \( P_T \) to reach the threshold is equal to the probability to reach any of the states \((T, m)\) for \( m = T, \ldots, M_0 \), that is
\[ P_T = \sum_{m=T}^{M_0} p_{T,m}(\infty). \quad (14) \]

To estimate \( P_T \), we study the system of Eqs. (11–12), and for \( 0 < k < T \) and \( T \leq m < M \), we have derived in the Appendix A

\[ q_{k,m} = \frac{\left(\prod_{i=0}^{k-1} \lambda(S_0 - i)\right) \sum_{0 \leq i_1, \ldots, i_{k-1} \leq m \leq k} \prod_{j=1}^{k} \frac{\mu}{\lambda(S_0 - i_j) + \mu}}{(\lambda(S_0 - k) + \mu)(m - k)}. \quad (15) \]

We proceed with the computation of the probability \( P_T \) to reach the threshold. We get from (12), for \( T \leq m < M_0 \), that
\[ p_{T,m}(\infty) = \lambda(S_0 - T + 1)(m - T + 1)q_{T-1,m} \]
\[ = \left(\prod_{i=0}^{T-1} \frac{\lambda(S_0 - i)}{\lambda(S_0 - i) + \mu}\right) \sum_{0 \leq i_1, \ldots, i_{T-1} \leq T-1} \prod_{i=1}^{T-1} \frac{\mu}{\lambda(S_0 - i_k) + \mu}. \quad (17) \]
Using Eq. (12),
\[ q_{0,m} = \frac{1}{m(\lambda S_0 + \mu)} \left( \frac{\mu}{\lambda S_0 + \mu} \right)^{M_0 - m} \text{ for } T - 1 < m < M_0, \]  
we also have for \( m = M_0 \),
\[ p_{T,M_0}(\infty) = \left( \prod_{i=0}^{T-1} \frac{\lambda(S-i)}{\lambda(S-i) + \mu} \right). \]

Finally, considering that the probability is given by
\[ P_T = \sum_{m=T}^{M_0} p_{T,m}(\infty), \]
we finally obtain, introducing the variable \( \xi \) and \( T \),
\[ p\left( \frac{\mu}{\lambda}, T \right) = P_T = \left( \prod_{i=0}^{T-1} \frac{\lambda(S-i)}{\lambda(S-i) + \mu} \right) \cdot \]
\[ \left( 1 + \sum_{0 \leq i_1 \leq T-1} \frac{\mu}{\lambda(S-i_1) + \mu} + \cdots \right) \]
\[ + \sum_{0 \leq i_1 \leq \cdots \leq i_{M_0-T} \leq T-1} \left( \prod_{i_k} \frac{\mu}{\lambda(S-i_k) + \mu} \right). \]

We show in Fig. 3 the graph of \( P_T \) as a function of the threshold \( T \) for various values of the ratio \( r = \frac{\mu}{\lambda} \). When \( \frac{T}{S} \ll 1 \), we obtain the approximation
\[ p\left( \frac{\mu}{\lambda}, T \right) \approx \left( \frac{\lambda S}{\lambda S + \mu} \right)^T \left( 1 + \frac{\mu}{\lambda S + \mu} |G_1| + \cdots + \right) \]
\[ \left( \frac{\mu}{\lambda S + \mu} \right)^i |G_i| + \cdots \]
\[ + \left( \frac{\mu}{\lambda S + \mu} \right)^{M-T} |G_{M_0-T}|, \]  
\[ \text{for } 0 \leq i \leq \cdots \leq i_{M_0-T} \leq T-1. \]
Fig. 3. Probability and MTT in a microdomain where ligands can be killed before binding. Left: we plot the probability $P_T$ to reach the threshold as a function of $T$, for different values of the ratio $\frac{\mu}{\lambda}$ (1, 5, 10). The exact formula (21) (dotted red line) is compared with the approximation (24) (dotted blue line). We also compare with Brownian simulations of $M$ molecules (dotted black line), with diffusion coefficient $D$ moving inside a circular disk of radius $R$. The binding sites are of size $\epsilon$. Right: we plot the conditional MTT as function of $T$ for $\epsilon = 0.05$. The mean first passage time (the initial position is at the center) to a binding site of size $\epsilon$ is approximated by

$$\frac{1}{\lambda} = \tau = \left( \frac{\pi^2}{4R^2} \right) \left( \log \left( \frac{4\pi}{\epsilon} \right) + \frac{1}{4} \right)$$

(see Ref. 16). The other parameters are $R = 1 \mu m$, $D = 1 \mu m s^{-2}$, $S = 5$, $M = 10$. Number of Brownian simulations = 250.

where $|G_k|$ is the number of $k$-tuples $(i_1, \ldots, i_k)$ where $0 \leq i_1 \leq \cdots \leq i_k \leq T - 1$. Using $|G_k| = \binom{T - 1 + k}{k}$, we obtain

$$p \left( \frac{\mu}{\lambda}, T \right) \approx \left( \frac{\lambda S}{\lambda S + \mu} \right)^T \sum_{k=0}^{M-T} \binom{T - 1 + k}{k} \left( \frac{\mu}{\lambda S + \mu} \right)^k,$$

which can written as (see Appendix):

$$p \left( \frac{\mu}{\lambda}, T \right) \approx \sum_{k=T}^{M} \binom{M}{k} \left( \frac{\lambda S}{\lambda S + \mu} \right)^k \left( \frac{\mu}{\lambda S + \mu} \right)^{M-k}. \quad (24)$$

This formula has the following interpretation: when there are many binding sites compared to the number of diffusing molecules, the
binding events become independent. Consequently, the probability to bind can be approximated by a Bernoulli distribution of parameter \( \frac{\lambda S}{\lambda S + \mu} \), and the probability of the binding number is a binomial distribution of parameters \((M, \frac{\lambda S}{\lambda S + \mu})\). Finally, the probability to reach the threshold is equivalent to having at least \( T \) bounds, and thus we obtain formula (24). Interestingly, as shown in Fig. 3, already for \( r = 10 \), the exact formula cannot be well approximated by the approximation (22) and the analytical solution should be used. The probability is a decreasing, inverse sigmoid-type function of the threshold \( T \).

2.5. Conditional MTT

To get the conditional MTT, we first compute the mean time \( \bar{\tau}(\sigma) \) for a trajectory parametrized by \( \sigma = (i_0, i_1, i_2, \ldots, i_n) \) where \( 0 = i_0 \leq i_1 \leq \cdots i_{n-1} < i_n = T \) and \( 1 \leq n \leq M - T + 1 \), which follows a path in the Markov diagram (see Fig. 2).

When there are \( k \) bound molecules and there remain \( m - k \) free molecules, we shall estimate the mean transition time from this state, \((k, m)\), to the state \((k + 1, m)\). This event is Poissonian with rate \( \lambda_{k,m} = \lambda(S - k)(m - k) \), and the probability of binding before a molecule is killed is given by \( \frac{\lambda_{k,m}}{\lambda_{k,m} + \mu(m - k)} \). Thus, the conditional mean binding time is

\[
E(\tau^{MS}, |MS| = k, |M| = m - k) = \frac{1}{\lambda_{k,m}} \frac{\lambda_{k,m}}{\lambda_{k,m} + \mu(m - k)} = \frac{1}{\lambda_{k,m} + \mu(m - k)}. \quad (25)
\]

Similarly, the mean time to killing is

\[
E(\tau^K, |MS| = k, |M| = m - k) = \frac{1}{\lambda_{k,m} + \mu(m - k)}. \quad (26)
\]
The random times along the path $\sigma$ are independent; thus, the total mean time $\bar{\tau}(\sigma)$ is the sum of all the mean times

$$\bar{\tau}(\sigma) = \begin{cases} \sum_{k=0}^{T-1} \frac{1}{\lambda(S-k)+\mu(M-k)} & \text{if } \sigma = (0,T), \\ \sum_{j=1}^{n-1} \frac{1}{\lambda(S-\sum_{i=0}^{j-1} \lambda(S-k)+\mu(M-j+1-k))} & \text{otherwise.} \end{cases}$$

The probability $P(\sigma)$ that the dynamics follows the path $\sigma$ is

$$P(\sigma) = \begin{cases} \prod_{i=0}^{T-1} \frac{\lambda(S-i)}{\lambda(S-i)+\mu} & \text{if } \sigma = (0,T), \\ \left( \prod_{i=0}^{T-1} \frac{\lambda(S-i)}{\lambda(S-i)+\mu} \right) \left( \prod_{k=1}^{n-1} \frac{\mu}{\lambda(S-k)+\mu} \right) & \text{otherwise.} \end{cases}$$

(27)

Finally, for a forward binding constant $\lambda$ and a killing rate $\mu$, the conditional MTT $\bar{\tau}_T(\lambda, \mu, T)$ is

$$\bar{\tau}_T(\lambda, \mu, T) = \sum_{\sigma} \tau(\sigma) P(\sigma | T \text{ is reached}) = \frac{\sum_{\sigma} \tau(\sigma) P(\sigma)}{p(\mu T, T)} ,$$

(28)

where $p(\mu T, T)$ is the probability to reach the threshold computed in the previous subsection (formula (21)). We now approximate $\tau_T(\lambda, \mu, T)$ at first order in $\frac{\mu T}{\lambda}$, which means that we neglect all the paths $\sigma = (i_0, i_1, i_2, \ldots, i_n)$ such that $n > 2$, (the probability for the other paths is at least of order $(\frac{\mu T}{\lambda})^2$). Consequently, consider $\sigma = (0,T)$ and $\sigma = (0,i,T)$ with $0 \leq i \leq T - 1$, at first order, using formula (22), $p(\mu T, T) = 1 + o(\frac{\mu T}{\lambda})$. In addition, when $M \gg T$, we obtain from relations (27) and (27) the approximations...
for $0 \leq i \leq T - 1$

$$P(\sigma = (0,T))\tau(\sigma = (0,T)) \approx \left(1 - \sum_{k=0}^{T-1} \frac{\mu}{\lambda(S-k)}\right)$$

$$\sum_{k=0}^{T-1} \frac{1}{\lambda M(S-k)} \left(1 - \frac{\mu}{\lambda(S-k)}\right),$$

$$P(\sigma = (0,i,T))\tau(\sigma = (0,i,T)) \approx \left(\frac{\mu}{\lambda}\right) \frac{1}{\lambda M(S-i)}$$

$$\left(\sum_{k=0}^{T-1} \frac{1}{S-k} + \frac{1}{S-i}\right).$$

Finally, we obtain

$$\tau_T(\lambda,\mu, T) \approx \frac{1}{\lambda M} \log\left(\frac{S}{S-T}\right) \text{ when } M \gg T, \lambda \gg \mu. \quad (29)$$

Interestingly, in Eq. (29), the term in $\frac{\mu}{\lambda}$ vanishes, and thus we recover the zero-order approximation (Eq. (9)) for the MTT when particles cannot escape. In Fig. 3, the analytical formula (28) and the result of Brownian simulations show reasonable agreement. It might be tempting to believe that replacing degradation by a small absorbing window would give similar results. It does not. Indeed, the probability to reach a window in a sphere containing several others depends nonlinearly on their distribution, through their capacitance. Thus, the rates $\lambda_{k,m}$ and $\mu_{k,m}$ will differ from the ones we obtained here. The geometrical configuration of the holes will now influence the escape and binding rates, and this effect should be studied carefully.

3. Competing Thresholds

When $m$ molecules $M$ can bind to sites $S_1$ (of number $s_1$) with a rate $k_1$ or to sites $S_2$ (of number $s_2$) with a rate $k_2$ (no backward rate),

$$M + S_1 \xrightarrow{k_1} MS_1, \quad (30)$$

$$M + S_2 \xrightarrow{k_2} MS_2. \quad (31)$$
we propose to estimate the probability that the threshold $T_1$ of $MS_1$ bindings is reached before that the number of bound $MS_2$ reaches the threshold $T_2$. We will also compute the corresponding conditional MTT.

3.1. Applications of MTT in cell biology

Several applications of the above Markovian approximation concern predictions of the rate of molecular dynamics that underlies the spindle assembly checkpoint during cell division and the probability that a messenger RNA (mRNA) escapes degradation through binding a certain number of microRNAs, and these are discussed in Ref. 16. During cell division, the spindle checkpoint prevents separation of the duplicated chromosomes until each chromosome is properly attached to an apparatus called the spindle apparatus. Another application concerns the ordered arrival a $T_1, \ldots, T_k$ molecules to a target. This situation appears following the induction of a dsDNA break, where diffusing repair proteins should arrive in the correct order.

3.2. Extreme statistics or the first arrival to a target and the paradigm shift

How is the theory of chemical reaction relevant for studying molecular signaling, and in particular the time scale of molecular process that sustain physiological functions?

The mass-action law (1) predicts the production of one species from another in a mixed compartment where the forward rate $k_1$ represents the flux of 3D Brownian particles arriving at a small ball of radius $a$. Smoluchowski’s 1916 forward rate computation shows that

$$k_1 = 4\pi Dca,$$

where $D$ is the diffusion coefficient, when the concentration $c$ is maintained constant far away from the reaction site. When the binding site is modeled by an absorbing window, the forward rate $k_1$ is the reciprocal of the MFPT of a Brownian particle to the window. The precise
geometry of the activating small windows has been captured by general asymptotics of the mean first arrival time at high activation energy. This mean time is, indeed, sufficient to characterize the rate, because the binding process is Poissonian and the rate is precisely the reciprocal of the MFPT. These computations are summarized in the narrow escape theory.\textsuperscript{27,31,32} The forward rate is given by

\[
k^{-1}_1 = \frac{|\Omega|}{4aD \left[ 1 + \frac{L(0) + N(0)}{2\pi a \log a} + o(\log a) \right],}
\]

with $|\Omega|$ being the volume of the domain of Brownian motion, $a$ the radius of the absorbing window,\textsuperscript{30} and $L(0)$ and $N(0)$ the principal mean curvatures of the surface at the small absorbing window. Formula 33 reveals that, on average, a particle explores the entire volume before exit (Fig. 4). In summary, in the diffusion theory, the rate $k_1$ is computed from the mean arrival rate of a single particle. However, this approach is insufficient to study the rate of activation, which needs a different formulation: in cell biology, the time scale of activation of a biochemical reaction is given by the first (fastest) particle that reaches a small binding target, so that the average arrival time of a single particle does not necessarily represent the time scale of activation. In particular, when there are initially no activating molecules, the Smoluchowski rate is not the correct description of the rate of arrival, because it relies precisely on the assumption of a constant concentration at infinity. Thus, even the Gillespie algorithm would give a rate, sampled from the mean $k_1$, the statistics of which will be different from the rate of the fastest arrival. This difference is the key to the determination of the time scale of cellular activation that can be computed from full Brownian simulations and/or asymptotics of the fastest particle. This is an important departure from the traditional paradigm, reviewed in detailed in Ref. 33.

Briefly, the statistics of the first particle to arrive at a target can be computed from the statistics of a single particle when all are independently and identically distributed.\textsuperscript{34–37} With $N$ non-interacting i.i.d. Brownian trajectories (ions) in a bounded domain $\Omega$ that bind
at a site, the shortest arrival time $\tau^1$ is by definition

$$\tau^1 = \min(t_1, \ldots, t_N),$$

where $t_i$ are the independent arrival times of the $N$ ions in the medium. The distribution of $\tau^1$ is expressed in terms of a single particle,

$$\Pr\{\tau^1 > t\} = \Pr^N\{t_1 > t\}. \quad (35)$$

Here, $\Pr\{t_1 > t\}$ is the survival probability of a single particle prior to binding at the target. This probability is computed by solving the diffusion equation

$$\frac{\partial p(x, t)}{\partial t} = D \Delta p(x, t) \quad \text{for } x \in \Omega, \ t > 0,$$

$$p(x, 0) = p_0(x) \quad \text{for } x \in \Omega,

\frac{\partial p(x, t)}{\partial n} = 0 \quad \text{for } x \in \partial\Omega_r,$$

$$p(x, t) = 0 \quad \text{for } x \in \partial\Omega_a,$$

where the boundary $\partial\Omega$ contains $N_R$ binding sites $\partial\Omega_i \subset \partial\Omega$ ($\partial\Omega_a = \bigcup_{i=1}^{N_R} \partial\Omega_i$, $\partial\Omega_r = \partial\Omega - \partial\Omega_a$). The single particle survival probability is

$$\Pr\{t_1 > t\} = \int_{\Omega} p(x, t) \, dx,$$

so that $\Pr\{\tau^1 = t\} = \frac{d}{dt} \Pr\{\tau^1 < t\} = N(\Pr\{t_1 > t\})^{N-1} \Pr\{t_1 = t\}$, where $\Pr\{t_1 = t\} = \oint_{\partial\Omega_a} \frac{\partial p(x, t)}{\partial n} \, dS_x$. The pdf of the arrival time is

$$\Pr\{\tau^1 = t\} = N N_R \left[ \int_{\Omega} p(x, t) \, dx \right]^{N-1} \oint_{\partial\Omega_1} \frac{\partial p(x, t)}{\partial n} \, dS_x,$$

which gives the MFPT

$$\bar{\tau}^1 = \int_0^\infty \Pr\{\tau^1 > t\} \, dt = \int_0^\infty [\Pr\{t_1 > t\}]^N \, dt.$$
New physical laws have been recently derived for the shortest time. These laws are expressed in terms of the shortest ray from the source to the absorbing window $\delta_{\text{min}}$. This distance plays a key role, because the fastest trajectory is as close as possible to that ray. The diffusion coefficient is $D$, the size of the window is $a$, and there are $N$ Brownian particles present. The asymptotic laws for the expected first arrival time of Brownian particles to a target for large $N$ are

\[
\bar{\tau}^{d1} \approx \frac{\delta_{\text{min}}^2}{4D \ln \left( \frac{N}{\sqrt{\pi}} \right)}, \quad \text{in dim 1} \quad (40)
\]

\[
\bar{\tau}^{d2} \approx \frac{\delta_{\text{min}}^2}{4D \log \left( \frac{\pi \sqrt{2N}}{8 \log(1 + a)} \right)}, \quad \text{in dim 2} \quad (41)
\]

\[
\bar{\tau}^{d3} \approx \frac{\delta_{\text{min}}^2}{2D \sqrt{\log \left( N \frac{4a^2}{\pi^{1/2} \delta_{\text{min}}^2} \right)}}, \quad \text{in dim 3.} \quad (42)
\]

These formulas show that the expected arrival time of the fastest particle is in dimensions 1 and 2, $O(1/\log(N))$ (see Fig. 4). They should be used instead of the classical forward rate in models of activation in biochemical reactions. Interestingly, the path associated with the fastest particle is not necessarily the physical path, but is

![Fig. 4. Histograms of the arrival times to the boundary of the fastest particle, obtained from Brownian simulations with Euler’s scheme. The number of Brownian particles is $N = 5$ in A and $N = 500$ in B.](40)
the shortest as chosen among many of them. Using the history of
the trajectory, when \( n \) Brownian particles are generated, the path
integral methodology\(^{41} \) shows that the trajectories associated with
\( \tau^{(n)} \) are concentrated near the optimal trajectories of a minimiza-
tion problem for the functional energy of the velocity, which gives
the classical geodesics. When a disk obstacle is located between the
initial position and the narrow exiting window, the optimal trajec-
tories is again concentrated near the shortest geodesic as indicated
by numerical simulations (Fig. 5). When there are no obstacles, the
solution of the extreme narrow equation\(^{41} \) is constructed by the ray
method of the Green’s function.\(^{40} \) Shortest paths are strategically
used in the context of Brownian molecular signaling in cell biology
to define the time scale of activation. These questions of molecular
activation have changed our concept of chemical reactions.

To conclude, large and disproportionate numbers of particles in
natural processes should not be considered wasteful, but rather, they
serve a purpose\(^{33} \): They are necessary for generating the fastest pos-
sible response or to find a key target under time constraints. This
property is universal, ranging from the molecular scale to the pop-
ulation level. Interestingly, this strategy for optimizing the response
time is not necessarily defined by the physics of the motion of an
individual particle, but rather by the collective extreme statistics.

Fig. 5. Escape through a narrow opening in a planar disk. (A’) The geometry
of the NEP for the fastest particle. (B’) Plot of the expected arrival time of the
fastest path vs the number of particles \( N \). The asymptotic solution (solid curve)
is fit to

\[
\tau = \frac{1232}{\log N - 1.95}
\]
This is precisely the strategy of finding a hidden target: the search process selects the one to arrive first; although these trajectories are rare, they are the ones that set the time scale. This result comes with two consequences: the search time decays with the reciprocal of log of the number and the optimal paths are concentrated along geodesic (for Brownian motion) and the optimal trajectories shoot directly toward the small target, ignoring obstacles.

In cell biology, transient biochemical processes are often activated by the first (fastest) particle that reaches a small binding target, so that the average arrival time of a single particle does not necessarily represent the time scale of activation. In particular, when there are no molecules at steady state, the Smoluchowski rate theory does not apply because it relies precisely on the assumption of constant concentration at infinity. Sampled with classical forward rate $k_1$, the Gillespie algorithm would give an incorrect description of the transient, because its statistics would be different from the rate of the fastest arrival. This difference is the key to the determination of the time scale of cellular activation that can be computed from full Brownian simulations and/or asymptotics of the fastest particle. This is an important departure from the traditional paradigm. With the increase of computer power, modeling stochastic chemical reactions can easily done by following individual trajectories even if they number thousand or more, but the geometrical organization of the cellular environment should be incorporated in the simulations.

4. Chemical Reaction for Brain Patterning

Brain patterning refers to the process by which neurons connect large regional territories. Neurons wire the brain by connecting regions that can be located far away (see Fig. 6(a)).$^{42,43}$ The general mechanism for such patterning involves neuronal migration, and the information about position is provided by morphogen gradients. The formation of these gradients remains unclear, $^{44}$ but consists of molecules that are secreted by neurons or glial cells. These secreted molecules or morphogens can lead to their own synthesis in cells.
because they are TFs that activate genes. When morphogens of two opposite gradients centered at different locations meet in an ensemble of cells, they form a boundary that separates two neuronal territories.\textsuperscript{21,22} Many of the chemical reactions involved in such processes have been reviewed.\textsuperscript{23}

We briefly discuss here how guidance cues,\textsuperscript{43} that are secreted in gradient can be “read” by a cell so that the concentration is transformed into a positional information. Indeed, the tip of the neurons — called the growth cone — can travel far away (centimeters and more) from the place where they have been generated.\textsuperscript{45} The path of the cell migration relies on a collection of specific cues and their associated receptors. The density of these receptors on each neuron is not uniform and depends on the initial location of neurons (retina–tectum, for example\textsuperscript{46}).

A combination of cues such as two morphogens (e.g., Ehprin and Engrailed) together can lead to a more accurate positioning of the growth cone through a local molecular amplification chemical reaction,\textsuperscript{47} reviewed in Ref. 23. In this section, we introduce recent modeling scenarios to investigate how a triangulation of the concentration at the tip of a neuron can be used to localize the gradient source. The classical paradigm was concerned with estimating the concentration in a ball of size \(a\), for example by computing the difference of flux received between the south and north pole,\textsuperscript{48,49} even when various binding properties\textsuperscript{50} are accounted for. But this is clearly not enough to reconstruct the source location and thus to explain growth cone navigation.

In the limit of fast binding of morphogens to receptors, the problem of finding the location of a gradient source becomes one of finding the molecular fluxes through small receptor windows, modeled as absorbers, located on an otherwise reflecting cell membrane. We recently addressed this problem by solving the stationary diffusion equation (Poisson equation) in a domain with small absorbing windows situated on the boundary of a reflecting disk of radius \(R\).\textsuperscript{51}

The probability fluxes through the windows can be determined numerically by injecting Brownian particles at the location of the
Fig. 6. Sensing gradient (a) Neuronal growth cones navigate over large distances from the mouse thalamus into the cortex. (Reproduced from Ref. 45 with the permission of Elsevier.) Slit acts as repulsive gradient to steer axons through permissive corridors (left). Knockout of various morphogen signals leads to misnavigation (right). (b) Hybrid simulation procedure for windows on a ball. Brownian particles started at $x_0$ are injected on the circle with radius $R_e$ according to the exit map $p_{e,x}$ (red arrow). Trajectories are advanced via the Euler Scheme until the particle leaves the disk with radius $R_o > R_e$, whereupon the particle jumps from point $T$ and to a new position.
gradient source and using Euler’s scheme to simulate their trajectories until absorption at one of the windows. However, this naive method is problematic because, in free space, particles can make large excursions, which renders this method computationally infeasible without an artificial cut-off boundary. To overcome this issue, a hybrid analytical–numerical simulation scheme has been developed in Ref. 52, see also Figs. 6(a) and (b). This method works by immediately mapping particles injected at $x_0$ to a new position $x_1$ on the boundary of a disk with radius $R_e > R$ according to the exit probability distribution $p_{ex}$. This exit distribution is simply given by the flux through the boundary of the absorbing disk with radius $R_e$, leading to the expression

$$p_{ex}(x_0, x_1) = \frac{\partial G(x_0, x_1)}{\partial n_1} \bigg|_{|x_1|=R_e} = \frac{1}{2\pi} \frac{r_0^2}{R_e^2} - 2 \frac{r_0^2}{R_e^2} \cos(\theta) + 1,$$

(43)

where $r_0 = |x_0|$ and $\theta$ is the angle subtended by the vectors $x_0$ and $x_1$. The particle trajectories are generated using a Euler’s scheme until it leaves the domain with radius $R_o \geq R_e$ at position $T$, upon which the particle is mapped to a new position $x_2$. This is repeated until the particle is absorbed at one of the windows. Using an analytical approach based on asymptotics and this numerical scheme,

Fig. 6. (Continued)
determined by the map $p_{ex}$. (c) Detectability contours for three windows on a disk with normalized flux difference larger than the threshold $T = 1\%, \ 5\%, \ \text{and} \ 10\%$. Units are given in cell radii. (d) Four examples of the recovery of the unique source position as the intersection of two curves given the fluxes to three windows. Shaded areas indicate the uncertainty of the curve with a fixed uncertainty in the fluxes. The uncertainty of the recovered source position, shown as the overlap of shaded areas, is inhomogeneous. (e) Two receptor windows on a disk inside a reflecting strip. (left) Scheme of the domain. (right) Splitting probability (flux) of hitting the second receptor as a function of angle $\theta_2$ for source distances $L = 1.3$ (solid line), 2 (long-dashed line), 10 (dash-dotted line), and 100 (short-dashed line) cell radii. The flux becomes largely independent of the source position in contrast to a disk in free space.
Fig. 7. Navigating a gradient. A disk with three receptor windows is placed in a gradient. Each time step the disk samples (A’) \(N_S = 1,000\) or (B’) \(N_S = 10,000\) particles from the gradient to measure the receptor fluxes and measure the normalized direction of the gradient \(n\). The disk is then advanced by \(vn\) and the process is repeated until the source is located. The grey dots illustrate example gradient molecule densities.

we compute the diffusion fluxes to at least three receptors located on the surface of a 2D disk and showed that the triangulation of the source can be resolved in the limit of very fast binding. Interestingly, the error of the position recovery depends on the number of receptors (Figs. 6(c) and (d)). However, the recovery of source located far away, although not realistic in a empty space, is possible in narrow strip Fig. 6(e). In general, a growth cone can find its way to a source (Fig. 7). More details about the resolution can be found in Refs. 51 and 52.

5. Chemical Reactions in the Cell Nucleus Occurring through Chromatin Looping

There are several types of chemical reactions occurring in the nucleus: the ones related to gene activation–modulation and the other ones associated with gene maintenance, repair, and regulation of protein trafficking. Interestingly, in many cases, genes are activated by TFs, and in the past decade theoretical investigation was focused on the mean time for TFs to find a small activator target located on the multiscaled folded chromatin.53–55 The total search time can be computed by considering separately the time a TF spends in 1D along
the DNA and in 3D inside the nucleus,\textsuperscript{56–58} but not by assuming that the two times are equal\textsuperscript{59} based on assuming an optimal repartition principle. In reality, when several TFs are transiently generated, the activation time is not given by the mean time for a single one, but by the mean time for the first one to arrive to the target. In that case, physical estimation fall into the extreme narrow escape, discussed in Subsection 3.2.

In this subsection, we discuss the formula for polymer looping time: this time is related to the formation of a random loop between two loci. The formula allows to relate the parameters together and reveals the contribution of various physical parameters in the looping time, thus revealing the small and large ones responsible for the time scale. We first introduce various polymer models (Rouse, beta-polymer, Random cross-linked RCL) and summarize the formula for the first looping times.\textsuperscript{60}

5.1. Description of polymer models: Rouse, beta, and RCL

5.1.1. Rouse polymer model

The Rouse polymer model is composed of \(N\) identical monomers at position \(R = [R_1, R_2, \ldots, R_N]\), connected sequentially by harmonic springs with a spring constant \(\kappa\). Springs are allowed to cross each other, and no repulsion and hydrodynamic interactions are accounted for. Therefore, only nearest neighbor (NN) monomer interaction are considered. The Rouse model belongs to Gaussian chain family, in which the pdf for the vector \(R_m - R_n\) is given by

\[
P(R_m - R_n) = \frac{\exp\left(\frac{(R_m - R_n)^2}{2b^2|m-n|}\right)}{\sqrt{2\pi b^2|m-n|}},
\]

where \(b^2\) is the mean square distance between adjacent monomers. The spring potential of the Rouse polymer is given by

\[
\phi_R(R) = \frac{\kappa}{2} Tr(R^TMMR) = \frac{\kappa}{2} \sum_{n=2}^{N} (R_n - R_{n-1})^2,
\]
where $\text{Tr}$ is the trace operator, and $M$ is the Rouse matrix, defined as

$$M_{mn} = \begin{cases} 
-1, & |m - n| = 1; \\
-\sum_{j=1}^{N} M_{mj}, & m = n; \\
0, & \text{else}.
\end{cases} \quad (46)$$

Monomers of the Rouse polymer move under the influence of the force derived from the energy potential (45), and that of thermal fluctuations, and their dynamics is given by the Smoluchowski’s limit of the Langevin equation

$$\frac{dR}{dt} = -\frac{dD}{b^2}MR + \sqrt{2D}d\omega,$$  

where $D$ is the diffusion constant, in units of $\mu m^2/s$, $d$ is the dimension, and $\omega$ are $d$-dimensional $N$–standard Brownian motions. In the Fourier space (normal or Rouse modes),

$$u_p = \sum_{n=1}^{N} R_n \alpha_{np},$$  

where

$$\alpha_{np} = \begin{cases} 
\sqrt{\frac{1}{N}}, & p = 0 \\
\sqrt{\frac{2}{N}} \cos \left( (n - 1/2) \frac{p\pi}{N} \right), & \text{otherwise}.
\end{cases} \quad (49)$$

$u_0$ represents the motion of the center of mass and the potential $\phi$ defined in equation 45 is written in the new coordinates as

$$\phi(u_1, \ldots, u_{N-1}) = \frac{1}{2} \sum_{p=1}^{N-1} \kappa_p u_p^2,$$  

where

$$\kappa_p = 4\kappa \sin^2 \left( \frac{p\pi}{2N} \right). \quad (51)$$

Equations (47) are now decoupled and we obtain a $(N - 1)$ $d$-independent Ornstein–Uhlenbeck (OU) processes

$$\frac{du_p}{dt} = -D_p \kappa_p u_p + \sqrt{2D_p} d\tilde{w}_p,$$  

where

$$\tilde{w}_p$$
where each \( \tilde{w}_p \) is an independent \( d \)-dimensional Brownian motion, with mean zero and variance 1 and \( D_p = D \) for \( p = 1, \ldots, N-1 \), while \( D_0 = D/N \) and the relaxation times are \( \tau_p = 1/D\kappa_p \). The center of mass behaves as a freely diffusing particle. When initially the polymer is stretched, the characteristic relaxation time is the slowest time constant and is given by the reciprocal of the first eigenvalue

\[
\tau_N = \frac{1}{D\kappa_1} = \frac{1}{4D\kappa \sin^2\left(\frac{\pi}{2N}\right)} \approx \frac{N^2}{D\kappa \pi^2}.
\] (53)

5.1.2. The \( \beta \)-polymer model

The Rouse polymer model can be modified so that the mean-square-displacement (MSD) for a monomer \( R_c \) behaves for small time as

\[
\langle (R_c(t_0 + t) - R_c(t_0))^2 \rangle \propto t^\alpha,
\] (54)

where \( \langle \cdot \rangle \) is the ensemble average over configurations and \( \alpha > 0 \). Thus, a \( \beta \)-polymer is a modified Rouse polymer model with a prescribed exponent \( \alpha \). Such a construction is possible, and prescribing the anomalous exponent \( \alpha \) imposes intrinsic long-range interactions between monomers, beyond the closest neighbors of the Rouse model. Starting with Rouse equation in the Fourier’s space (Eq. (52)), the coefficients \( \tilde{\kappa}_p \) are modified to

\[
\tilde{\kappa}_p = 4\kappa \sin^2\left(\frac{p\pi}{2N}\right),
\] (55)

where \( \beta > 1 \), while \( D_0 = D_{cm} \) and \( D_p = D \) for \( p > 0 \) (see definition in the previous Subsection 5.1.1). When \( \beta = 2 \), we recover the Rouse model. The final polymer model is reconstructed by inverting the matrix Eq. (49) between the original and the Fourier space. In the procedure, the coefficients \( \alpha_n^p \) are not changed, while the exponent in the eigenvalues of Eq. (55) is modified.

This procedure defines a unique ensemble of long-range interactions. Indeed, changing the eigenvalues results in long-range monomer–monomer interaction as revealed by computing the potential energy, which differs from (45). Using the reciprocal of the Fourier
The Rouse transformation in Eq. (49) leads to an explicit expression for the interaction between each monomer

$$\tilde{\phi}(R_1, \ldots, R_N) = \frac{1}{2} \sum_{l,m} R_l R_m A_{l,m}. \quad (57)$$

The coefficients are

$$A_{l,m} = \sum_{p=1}^{N-1} \tilde{\kappa}_p \alpha_p^l \alpha_p^m = 4\kappa N \sum_{p=1}^{N-1} \sin^2 \left( \frac{p\pi}{2N} \right) \cos \left( (l - \frac{1}{2}) \frac{p\pi}{N} \right) \cos \left( (m - \frac{1}{2}) \frac{p\pi}{N} \right). \quad (58)$$

For $\beta \neq 2$, all monomers are now coupled and the strength of the interaction decays with the distance along the chain, as shown in Fig. 8(a) and 8(b). For example, the coefficient $A_{50,m}$ between monomer 50 and $m$ depends on the position $m$ (Fig. 8b for a polymer of length $N = 100$ and $\beta = 1.5$). The coefficients $A_{n,m}$ obtained for various $\beta$ are summarized in Table 1. The long-range interactions between the monomers in the quadratic potential are linked to pair of monomers interacting by

$$\psi(R_1, \ldots, R_N) = \frac{1}{2} \sum_{i,j; i>j} a_{i,j} (R_i - R_j)^2$$

$$= \sum_{i=1}^{N} R_i^2 \sum_{j \neq i} \frac{a_{i,j}}{2} - \sum_{i;j; i>j} a_{i,j} R_i R_j. \quad (59)$$
Fig. 8. The $\beta-$polymer. (a) Representation of a $\beta-$polymer, where all monomers are connected together with a strength that decays with the distance along the chain. The central monomer (blue) interacts with all other monomers in a chain of length $N = 9$ for $\beta = 1.5$ (interaction unit $\kappa = 3/b^2$). (b) Monomer-monomer interactions in the modified Rouse polymer model ($\beta-$model). The coefficient $A_{l,m}$ (in units of $\kappa$) measures the strength of the interaction between two monomers. Shown are the coefficients $A_{l,m}$ for the polymer with $\beta = 1.1$, where $l = 50$ and $N = 100$. All monomers interact with each other and the strength of the interaction decays with the distance along the chain. (Reproduced from Ref. 63 with the permission of Natural Research.)

<table>
<thead>
<tr>
<th>$\beta$</th>
<th>$A_{51,51}$</th>
<th>$A_{51,50}$</th>
<th>$A_{51,49}$</th>
<th>$A_{51,48}$</th>
<th>$A_{51,40}$</th>
<th>$A_{51,30}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2</td>
<td>-1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1.5</td>
<td>2.22</td>
<td>-0.95</td>
<td>-0.087</td>
<td>-0.029</td>
<td>-1.07 x 10^{-3}</td>
<td>-2.2 x 10^{-3}</td>
</tr>
<tr>
<td>1.2</td>
<td>2.40</td>
<td>-0.90</td>
<td>-0.14</td>
<td>-0.054</td>
<td>-3.05 x 10^{-3}</td>
<td>-7.9 x 10^{-3}</td>
</tr>
<tr>
<td>1</td>
<td>2.55</td>
<td>-0.85</td>
<td>-0.17</td>
<td>-0.073</td>
<td>-5.48 x 10^{-3}</td>
<td>-16.68 x 10^{-3}</td>
</tr>
</tbody>
</table>

The coefficients $a_{i,j}$ are related to the $\beta$-polymer $A_{l,m}$, (see Eq. (57)) by the following formula

$$a_{l,m} = \begin{cases} \sum_{j \neq l} A_{j,l}, & l = m, \\ \frac{-1}{2} A_{l,m}, & \text{otherwise.} \end{cases}$$  (60)

Expression (59) for the potential can be used to reconstruct the amplitude of the interactions from the coefficients of the $\beta$-model. The anomalous exponent $\alpha$ (Eq. (54)) is directly associated with
the exponent $\beta$ of the polymer by the relation $\alpha = 1 - \frac{1}{\beta}$. In summary, within a $\beta$-polymer model, all monomers are coupled and the strength of the interaction decays with the distance along the chain.

5.1.3. The randomly cross-linked (RCL) polymer

The RCL polymer can be used to represent chromatin: it is composed of a linear DNA backbone where additional cross-linkers are added, leading to chromatin folding. These cross-linkers can be mediated by binding proteins such as CTCF and cohesin. Binding positions for these molecules are distributed along the DNA, and cross-linkers are attached between any two binding sites. In a population of cells, cross-link positions are not preserved across cells and cell cycles. However, the concentration of binding molecules (number of cross-links) is expected to be constant. The RCL polymer accounts for such heterogeneity in the cross-linking over an ensemble of cells. RCL polymers are used to describe short-range (<Mbp) random cross-linking that give rise to chromatin folding patterns, such as TADs and meta-TADs.\(^{63,64,65}\) We now present the construction of RCL polymers.

We start with a Rouse polymer. The quadratic potential from the linear backbone is given by Eq. (45). Using harmonic springs, $N_c$ randomly chosen non-NN monomer pairs are connected, such that the quadratic potential of the RCL polymer is now the sum

$$\phi_{RCL}(R) = \phi_S(R) + \phi_R(R) = \frac{\kappa}{2}Tr(R^T(M + B^{G}(\xi))R),$$

(61)

where $B^{G}(\xi)$ is the connectivity matrix of the added random connectors in realization $G$, given by

$$B^{G}(\xi) = \begin{cases} 
-1, & |m - n| > 1, r_m, r_n \text{ are connected;} \\
-\sum_{j \neq m} B_{mj}^{G}(\xi), & m = n; \\
0, & \text{else.}
\end{cases}$$

(62)

In each realization $G$ of the RCL polymer, we randomize the choice of $N_c$ monomer pairs to connect. The parameter $\xi$ is the connectivity fraction, defined as the fraction of the non-NN connected monomers
out of the total possible
\[ \xi = \frac{2N_c}{(N-1)(N-2)}. \]  
(63)

Monomers \( \mathbf{R} \) of the RCL polymer move under the influence of the force derived from harmonic springs potential (61) and that of thermal fluctuations
\[
\frac{d\mathbf{R}}{dt} = \frac{1}{\gamma} \nabla \phi_{RCL}(\mathbf{R}) + \sqrt{2D} \frac{d\mathbf{\omega}}{dt} \\
= -\frac{dD}{b^2} (\mathbf{M} + \langle \mathbf{B}^G(\xi) \rangle) \mathbf{R} + \sqrt{2D} \frac{d\mathbf{\omega}}{dt},
\]  
(64)

where \( \gamma \) is the friction coefficient, \( D \) is the diffusion constant, \( b^2 \) is the mean square distance between adjacent monomers, and \( \mathbf{\omega} \) are \( d \)-dimensional standard Brownian motions.

To account for the heterogeneity in chromatin organization over cell population, we replace the added connectivity \( \mathbf{B}^G(\xi) \) in Eq. (64) by its averaging \( \langle \mathbf{B}^G(\xi) \rangle \) over all possible configurations when \( N_c \) monomer pairs are connected, and is given by
\[
\langle \mathbf{B}^G(\xi) \rangle_{mn} = \begin{cases} 
-\xi, & |m-n| > 1; \\
-\sum_{j=1}^{N} \langle \mathbf{B}^G(\xi) \rangle_{mj}, & m = n; \\
0, & \text{else}. 
\end{cases}
\]  
(65)

The mean-field equation
\[
\frac{d\mathbf{R}}{dt} = -\frac{dD}{b^2} (\mathbf{M} + \langle \mathbf{B}^G(\xi) \rangle) \mathbf{R} + \sqrt{2D} \frac{d\mathbf{\omega}}{dt},
\]  
(66)
can be used to derive statistical properties, but simulations should be made from (64). In normal coordinates, the RCL-system (66) is decoupled, and we obtain
\[
\frac{du_p}{dt} = -\frac{dD}{b^2} \chi_p u_p + \sqrt{2D} \frac{d\mathbf{\omega}}{dt},
\]  
(67)

where \( \chi_p(\xi) \) are the eigenvalues of the matrix \( \mathbf{M} + \langle \mathbf{B}^G(\xi) \rangle \), (Eq. (64)) given by
\[
\chi_p(\xi) = N\xi + 4(1-\xi) \sin^2(p\pi/N),
\]  
(68)
and $\varphi$ are standard $d$-dimensional Brownian motions. The RCL polymer belongs to the class of generalized Gaussian chain models, studied in Refs. 66–69, for which the encounter probability (EP) between any two monomers $m$ and $n$ at equilibrium is given by

$$P_{m,n}(\xi) = \left(\frac{d}{2\pi \sigma_{m,n}^2(\xi)}\right)^{\frac{d}{2}}.$$  \hspace{1cm} (69)

Expression (69) is computed by first estimating the variance $\sigma_{m,n}^2(\xi)$ in normal coordinates (Eq. (48)):

$$\sigma_{m,n}^2(\xi) = \langle (R_m - R_n)^2 \rangle = \sum_{p=0}^{N-1} (\alpha_m^p - \alpha_n^p)^2 \langle u_p^2(\xi) \rangle.$$  \hspace{1cm} (70)

Although there are several methods to compute the steady-state variance of Gaussian models, we present here a direct computations using the normal coordinates (Eq. (48)) and the eigenvalues (Eq. (68)).

Starting with the Ornstein–Uhlenbeck equations (67), we obtain the time-dependent variance

$$\langle u_p^2(\xi) \rangle = \frac{b^2}{\chi_p(\xi)} \left( 1 - \exp\left(-\frac{2D\chi_p(\xi)t}{b^2}\right) \right).$$  \hspace{1cm} (71)

The relaxation times $\tau_0 \geq \tau_1(\xi) \geq \cdots \tau_{N-1}(\xi)$ are given by

$$\tau_p(\xi) = \frac{b^2}{2D\chi_p(\xi)},$$  \hspace{1cm} (72)

and the slowest $\tau_0(\xi)$ corresponds to the diffusion of the center of mass. At steady state, we obtain from Eq. (71)

$$\langle u_p^2(\xi) \rangle = \frac{b^2}{2(1-\xi)} \left( y(N,\xi) - \cos \left(\frac{p\pi N}{N}\right) \right),$$  \hspace{1cm} (73)

where $y(N,\xi) = 1 + \frac{N\xi}{2(1-\xi)}$. Substituting (49) and (73) into (70), we get

$$\sigma_{m,n}^2(\xi) = \frac{b^2}{N(1-\xi)} \sum_{p=0}^{N-1} \left( \cos \left(\frac{p(m-\frac{1}{2})\pi}{N}\right) - \cos \left(\frac{p(n-\frac{1}{2})\pi}{N}\right) \right)^2 \frac{y(N,\xi) - \cos \left(\frac{p\pi N}{N}\right)}{y(N,\xi) - \cos \left(\frac{p\pi N}{N}\right)}.$$  \hspace{1cm} (74)
For $N \gg 1$, the sum (74) can be approximated by the Euler–MacLauren integral, where $x = p\pi/N$. In the complex plan, using for the contour the unit disk parameterized by $z = e^{ix}$, we get

$$
\sigma_{m,n}^2(\xi) = \frac{b^2}{2\pi(1-\xi)} \int_{-\pi}^{\pi} \frac{(\cos(x(m - \frac{1}{2})) - \cos(x(n - \frac{1}{2}))}{y(N, \xi) - \cos(x)} dx
$$

$$
= \frac{-b^2}{4\pi i(1-\xi)} \oint_{|z|=1} \frac{(z - z^{m+n})^2(z^m - z^n)^2 dz}{(z - \zeta_0(N, \xi))(z - \zeta_1(N, \xi))z^{2(m+n)+1}},
$$

(75)

where

$$
\zeta_0(N, \xi) = y(N, \xi) + \sqrt{y^2(N, \xi) - 1},
$$

$$
\zeta_1(N, \xi) = y(N, \xi) - \sqrt{y^2(N, \xi) - 1}.
$$

(76)

When $\zeta_0(N, 0) = 1$, we recover from expression (74) the variance $\sigma_{m,n}^2(0) = b^2|m - n|$ of the Rouse chain ($N_c(\xi) = 0$). The integrand in (75) is symmetric in $m$ and $n$ and has a pole of order $2(m + n) + 1$ at $z = 0$ and simple poles at $z = \zeta_0(N, \xi), z = \zeta_1(N, \xi)$. Because $y(N, \xi) \geq 1$, we have $\zeta_0(N, \xi) \geq 1$, which is outside the contour $|z| = 1$, and $\zeta_1(N, \xi) \leq 1$, for all $N, \xi \geq 0$. The pole $\zeta_0(N, \xi)$ is not in the disk and does not contribute to the residues of (75). For $\xi > 0$, we solve the integral (75) to obtain an exact expression for the variance

$$
\sigma_{m,n}^2(\xi) = \begin{cases} 
\frac{b^2}{(1-\xi)\sqrt{y^2(N, \xi)-1}} - 2\frac{(\xi_{m-n}(N, \xi)-1)^2-2\xi_{m+n-1}(N, \xi)}{\xi_{m+n-1}(N, \xi)} + 2, & m \geq n; \\
\frac{b^2}{(1-\xi)\sqrt{y^2(N, \xi)-1}} - 2\frac{(\xi_{m-n}(N, \xi)-1)^2-2\xi_{m+n-1}(N, \xi)}{\xi_{m+n-1}(N, \xi)} + 2, & m < n.
\end{cases}
$$

(77)
For $\xi \ll 1$, $k > 1$ we approximate the terms
\begin{align}
\zeta_0^k(N, \xi) &\approx \exp(k\sqrt{N\xi}); \\
\zeta_1^k(N, \xi) &\approx \exp(-k\sqrt{N\xi});
\end{align}
(78)
and use (78) in expression (77) to extract the dominant terms. The variance is thus asymptotically given by
\begin{equation}
\sigma_{m,n}^2(\xi) \approx \frac{b^2}{\sqrt{N\xi}}(1 - \exp(-|m - n|\sqrt{N\xi})).
\end{equation}
(79)
Expressions (79) or (77) can now be substituted into (69) to obtain the EP between monomer $R_n$ and $R_m$.

5.2. Looping time formulas

The asymptotic formulas for the looping time of polymer models are used to emphasize the role of various parameters. These formulas have been derived in Refs. 65, 72 and 73 and are reviewed in Ref. 74.

5.2.1. Mean first encounter time formulas in free space for a Rouse polymer

Using the notations of the Rouse polymer introduced in Subsection 5.1.1, the time it takes for two monomers to meet for the first time in a ball of radius $\varepsilon$ is given in dimensions two and three by
\begin{align}
\langle \tau_\varepsilon \rangle_{2d} &= \frac{N}{2D\kappa} \log\left(\frac{\sqrt{2b}}{\varepsilon}\right) + A_2 \frac{b^2}{D} N^2 + \mathcal{O}(1), \\
\langle \tau_\varepsilon \rangle_{3d} &= \left(\frac{N\pi}{\kappa}\right)^{3/2} \frac{\sqrt{2}}{D\sqrt{4\pi\varepsilon}} + A_3 \frac{b^2}{D} N^2 + \mathcal{O}(1),
\end{align}
(80) (81)
where $D$ is the diffusion coefficient, $\kappa = dk_BT/b^2$ is the spring constant with $d$ the spatial dimension, $k_B$ is the Boltzmann coefficient,
$T$ is the temperature, and $A_2$ and $A_3$ are constants, fitted to simulations data. The distribution of looping time is

$$p(t) = \Pr\{\tau > t\} = \int_{\Omega_t} p(x, t)dx = \sum_{i=0}^{\infty} C_i e^{-\lambda_i D t}, \quad (82)$$

where $C_i$ are constants, and is well approximated by a sum of two exponentials. For $N$ ($N = 16$ and 32) not too large, a single exponential is often sufficient for applications,

$$p_N(t) \sim e^{-\lambda N t}, \quad (83)$$

with $\varepsilon = 0.1b$. Here, $\lambda_{16} = 0.0125b^{-2}, \lambda_{32} = 0.0063b^{-2}$. For long polymers, a sum of two exponentials is more accurate

$$p_N(t) \sim C_0 e^{-\lambda_0 t} + C_1 e^{-\lambda_1 t}. \quad (84)$$

For $N = 64$, the numerical values are $\lambda_0 = 0.0012b^{-2}, \lambda_1 = 0.0375b^{-2}, C_0 = 0.99$ and $C_1 = 0.28$. Although the two-exponential approximation works well for small $\varepsilon < 0.2b$, four exponents are needed for larger $\varepsilon$ ($>0.4b$). For $N \in [4 - 64]$, $C_0 \approx 1$, while $C_1$ remains approximately constant for a given value of $\varepsilon$. For example, for $\varepsilon = 0.1b$, $C_1$ varied with $N$ from 0.2 to 0.28.

5.2.2. Mean first encounter time formula in a confined domain for a Rouse polymer

The mean first encounter time (MFET) in a confined ball of radius $A$ is estimated when the boundary is accounted for by replacing it by a parabolic potential, added to the Rouse potential $\phi_{\text{Rouse}}$, such that the total energy is the sum

$$\phi_h = \phi_{\text{Rouse}} + \frac{\beta}{2} \sum_{n=1}^{N} R_n^2 = \frac{1}{2} \sum_{p=0}^{N-1} (\kappa_p + \beta) u_p^2, \quad (85)$$

where $\kappa_p = 4\kappa \sin^2\left(\frac{p\pi}{2N}\right)$, $u_p$ are the coordinates in which $\phi_{\text{Rouse}}$, and the strength $B$ is calibrated to the radius of the ball by Ref. 74

$$B = \frac{12}{A^4/b^2 + 2A^2}, \quad (86)$$
so that the root mean square end-to-end distance of the polymer in the potential field is equal to the square radius of the confining ball domain $A$, that is
\[(\langle R_N(B) - R_1(B) \rangle^2) = A^2 \quad \text{for} \quad N \gg 1. \quad (87)\]

In that case, the MFET in a confined ball of radius $A$ \(\langle \tau_h \rangle\) for two end monomers of a Rouse polymer to meet is given for $\varepsilon \ll b$,
\[
\langle \tau_h \rangle \approx \frac{21/2}{4\pi \varepsilon D} \left[ \frac{4\pi N}{N^2 B + \pi^2 \kappa} + \frac{4}{\sqrt{\kappa B}} \times \left[ \frac{\pi}{2} - \tan^{-1} \left( 2\sqrt{\kappa/B} \tan (\pi/2N) \right) \right] \right]^{3/2} + O(1). \quad (88)
\]

Note that as $N$ increases, the mean looping time $\langle \tau_h \rangle$ does not diverge, but converges to an asymptotic value $\frac{1}{\pi \varepsilon D} (\frac{\pi}{\sqrt{\kappa B}})^{3/2}$. Finally, the distribution of looping times is always well approximated by a Poissonian law $p(t) \approx e^{-\lambda_0 Dt}$ in contrast to looping in a free space.

### 5.2.3. Mean first encounter time formula for a $\beta$-polymer

The mean encounter time for the two end monomers of a $\beta$-polymer is given by
\[
\langle \tau_B \rangle \approx \frac{1}{D\varepsilon(2\kappa)^{3/2}} \left[ \frac{2}{3} \cos \left( \frac{\pi}{2N} \right)^3 \, 2F_1 \left( \frac{3}{2}, \frac{1 + \beta}{2}, \frac{5}{2}, \cos \left( \frac{\pi}{2N} \right)^2 \right) \right. \\
\left. + \frac{\pi \cos^2 \left( \frac{\pi}{2N} \right)}{N \sin^2 \left( \frac{\pi}{2N} \right)} + \frac{\pi^2 \beta \pi \cos \left( \frac{\pi}{2N} \right)^3}{12N^2 \sin \left( \frac{\pi}{2N} \right)^{1+\beta}} \right]^{3/2} \quad (89)
\]

and for large $N$, it is possible to use the estimation
\[
2F_1 \left( \frac{3}{2}, \frac{1 + \beta}{2}, \frac{5}{2}, \cos \left( \frac{\pi}{2N} \right)^2 \right) = 3\pi^{3/2-\beta}2^{-(1+\beta)}N^{\beta-1} + O(1) + O(N^{-2}), \quad (90)
\]

where $2F_1$ is the Gaussian hypergeometric function. The two other terms in (89) scale as $N^{\beta-1}$. This asymptotic result is quite different
for the Rouse polymer which scales as $N^{3/2}$, while for a $\beta$-polymer, for $N \gg 1$, the MFET scales as $N^{4(\beta-1)}$.

### 5.2.4. Arrival time of a monomer to a small target located on the boundary of a bounded domain

Although we are still missing an analytical derivation for the mean arrival time of a single monomer of a Rouse polymer to the boundary of a bounded domain, the approximation of this process as a single stochastic particle trapped in a single well leads to

$$
\tau(N) = \frac{(2\pi)^{3/2} \gamma \sqrt{kT}}{4\omega_N^{3/2} N} \exp \left[ \frac{U_N}{kT} \right],
$$

where $a$ is the size of the small target, $U_N(r)$ is the energy barrier, generated by the polymer due to the presence of the boundary of the domain at the target site, $\omega_N$ is the frequency at the minimum $(U_N(r) \approx \frac{\omega_N}{2} r^2$ near 0),$^{71,76}$ and $\omega_N \sim N$. Additional research is expected to derive this statement from polymer model analysis.

### 5.2.5. Mean first encounter time (MFET) $\langle \tau^\epsilon(\xi) \rangle$ for the RCL polymer

The MFET for the Rouse and $\beta$-polymer are computed$^{72,77}$ from the first eigenvalue $\lambda_0$ of the Fokker–Planck operator associated with the stochastic equations of the polymer model. We use similar principle to derive the mean time for two monomers of the RCL polymer to encounter for the first time at a distance $\epsilon > 0$, which model possible interaction (Fig. 9(a)). We start with

$$
\langle \tau^\epsilon(\xi) \rangle \approx \frac{1}{D\lambda_0^\epsilon(\xi)}.
$$

The first-order approximation in $\epsilon$ is given by$^{77}$

$$
\lambda_0^\epsilon(\xi) = \frac{4\pi \epsilon \int_{-P}^{P} e^{-\phi_G(U)} dU}{|\Omega(\xi)|} + O(\epsilon^2),
$$

where $\phi_G(U)$ is the diagonalized potential (61) in normal coordinates $U = [u_0, \ldots, u_{N-1}]$, and $|\Omega(\xi)|$ is the integral over the entire RCL
configuration space

\[ |\tilde{\Omega}(\xi)| = \int e^{-\phi(U)} dU = \left( \frac{(2\pi)^{N-1}}{\prod_{p=1}^{N-1} \kappa \chi_p(\xi)} \right)^\frac{d}{2}. \]  

(94)

The integral over \( C - P \) in (93) is computed over the space of closed RCL polymer ensemble with fixed connector between monomers \( m \) and \( n \) and additional \( N_c(\xi) \) random connectors. A direct computation gives

\[ \int_{C-P} e^{-\phi(U)} dU = (2\pi)^{\frac{(N-2)d}{2}} \left( \frac{k b^2 \prod_{p=1}^{N-1} (\kappa \chi_p(\xi))^{-1}}{\sigma_{m,n}^2(\xi)} \right)^\frac{d}{2}, \]  

(95)

where \( \sigma^2(\xi) \) is the variance defined by (77). Using relations (94) and (95) in (92), we obtain the MFET between any two monomers \( m \) and \( n \) of the RCL polymer for a given connectivity fraction \( \xi \) in dimension \( d = 3 \):

\[ \langle \tau_{\epsilon_{m,n}}(\xi) \rangle = \frac{1}{4\pi D\epsilon} \left( \frac{2\pi \sigma_{m,n}^2(\xi)}{kb^2} \right)^\frac{3}{2}. \]  

(96)

Using (79) into (96), we obtain the approximation

\[ \langle \tau_{\epsilon_{m,n}}(\xi) \rangle \approx \frac{b^2}{4\sqrt{N\pi}D\epsilon(\sqrt{N}\xi)} + O(N\xi), \]

where \( |m-n| \ll N \), and \( \xi \ll 1 \). The analytical formula (96) agrees with Brownian simulations of the MFET for the RCL polymer with \( N = 20, 50, \) and 100 monomers, and \( N_c(\xi) = 25 \) added random connectors (Fig. 9(b)). Other approaches and results are presented in Refs. 78 and 79.

5.3. Looping time for more elaborated polymer models

In a general polymer model framework, monomers can interact not only with their NN along the chain, but with everyone.\(^{65,80,81}\) It is also possible to account for an impenetrable or exclusion volume
Fig. 9. Transient RCL polymer properties: (a) Two monomers $m$ (red) and $n$ (purple) meet when they enter a ball of radius $\epsilon$. Random connectors (dashed arrows) are added to a linear Rouse chain. (b) Stochastic simulations (dots) of the MFET between monomer 1 and monomers 2-20 of RCL polymers with $N = 20$ (blue), 50 (yellow) and 100 (green) monomers, with $N_c(\xi) = 25$ random connectors, agree with the formula (Eq. (96), dashed). Parameters: $\epsilon = b/10, D = 1, b = \sqrt{3}, \Delta t = 0.01s$, the RCL system is (64) (we used Eq. (96)).

around monomers, represented by a repulsion force. The associated excluded volume interaction energy $\phi_{EVI}$ is described by a short-range potential

$$\phi_{EVI}(R_1, \ldots, R_N) = \frac{1}{2} \sigma k_B T \sum_{n,m=1; n \neq m}^{N} \delta(R_n - R_m), \quad (97)$$

where $\sigma$ is the excluded volume, which is computed from the radius of the monomer and $\delta$ is the classical Dirac function. There are almost no results for the asymptotic of the first looping time result in that case.

To conclude, due to thermal agitation, transient loops appear and disappear with a time scale summarized by the mean first passage time described above. Some loops can be stabilized by linker molecules such as CTCF or cohesin. The principle of analyzing HiC data is to obtain statistical properties of these loop distributions over cell populations. These loops define 3D compartments of the scale of hundreds of nanometers, such as TAD, characterized by a block square matrix. These compartments can also interact and intermingle partially, characterized by the radius of Gyration,
the mean time for the two loci to meet, and the number of linker molecules at a given scale.

6. Summary, Conclusion, Future Directions, and Perspectives

To conclude, the theory of chemical reactions at a molecular level has drastically changed in the past 20 years. The need to understand chemical reactions in a physiological context has created new demands, beyond studying the production rate of a continuum number. Novel concepts were developed such as the probability and first time a threshold for the number of bound molecules is reached. Time to threshold is a key feature because it reflects changing scale and the induction of physiological changes by molecular events, ultimately controlling the cell physiology. An example is the induction of long-term changes at synapses that underlie learning and memory, which remains to this day an open question. To understand the fast time scale of organelle activation in a cell, we recently introduced the concepts of extreme statistics for the first molecules to find and activate a small target (receptor): It does not matter how many receptors are activated, but one must make sure that one is, because that one often triggers an avalanche that amplifies the signal. This mechanism explains fast calcium transients in neuronal and glial compartments. Having many sperms allows for the first ones to follow optimal paths, which define the search time scale. The question of redundancy, where there are many copies of the same object that could have been considered as waste, is not. Its purpose is to define time scale over a great expanse (due to the log effect).
Although we have not discussed much here on chemical networks, where compounds are activated in a partially ordered sequence, we emphasize that transient regimes should be carefully studied. Indeed, the classical approach to study the dynamics and interaction of tens of chemical compounds remains challenging, especially when their spatial geometrical organization is ignored. Ignoring the geometry distribution reduces chemical reactions to a forward and a backward rate. If there are many methods available to simulate the steady state with many compounds, the transient regimes should be studied much more carefully, especially if there are bottlenecks consisting of reactions that are activated successively in a given order. In that case, as discussed in the extreme statistics Subsection 3.2, traditional mass-action laws, reaction-diffusion equations, Gillespie’s algorithm, Markov models, hybrid approaches, etc. should be replaced by simulations of stochastic trajectories. The number of initial molecules is a key factor in the simulations, and the first arrival time of the first particles should be tracked, because the extreme statistics predict that the time scale is not given by the mean first passage time nor by the forward rate. The consequence is that the dynamics of protein and gene networks should probably be reconsidered, when estimating the rates of production, especially if the first arriving molecules are the activators.

Finally, we discussed an indirect mode of molecular or gene activation occurring through looping. This activation has connected polymer models with chemical reactions, where rate constants have been computed for several polymer models. We are currently moving in a direction to include the cell or nucleus geometry at tens of nanometer resolution: a novel approach is to use stochastic chemical reaction simulations to predict the exact location of receptors. Combining theoretical computations and Brownian simulation of trajectories is a powerful method to make predictions and to discover molecular organization with tens of nanometer precision, which can be compared to the latest super-resolution imaging data.
Appendix

**MTT for stochastic chemical reactions**

To compute the MTT for the number of bound molecules to reach the threshold $T$, we use a Markov chain for the substrate $S$ and the diffusing molecules $M$ interact as described by Eq. (1), which describes the pdfs

$$p_k(t) = \Pr\{|MS|(t) = k|MS|(0) = 0\}, \quad (A.1)$$

where the number of bound molecules $|MS|$ at time $t$ is equal to $k$. Between time $t$ and $t + \Delta t$, the transitions to the $k$ state occur from states $k - 1$, $k$, and $k + 1$ with transition rates $\lambda_{k-1}, -\lambda_k + k-1, k-1(k+1)$. Thus, $p_k$ (for $0 \leq k \leq S_0$) satisfies

$$\dot{p}_0 = -\lambda_0 p_0 + k_1 p_1,$$

$$\dot{p}_k = -\lambda_k p_k + \lambda_{k-1} p_{k-1} + k_1(k+1) p_{k+1}$$

for $0 < k < S_0$, \hspace{1cm} (A.2)

$$\dot{p}_{S_0} = -\lambda_{S_0} p_{S_0} + \lambda_{S_0-1} p_{S_0-1},$$

where

$$\lambda_k = \lambda(S_0 - k)(M_0 - k), \quad (A.3)$$

which is the rate for one of the $M_0 - k$ free molecules to reach the $S_0 - k$ free binding sites. $\lambda$ is the binding rate for one molecule $M$ to a single target, it is the reciprocal of the NET $\tau$.

To estimate the mean first time that the number of bound molecules reaches the threshold $T$, the state $|MS| = T$ in Eq. (A.2) is absorbing, which leads to the modified system

$$\dot{p}_0 = -\lambda_0 p_0 + k_1 p_1,$$

$$\dot{p}_k = -\lambda_k p_k + \lambda_{k-1} p_{k-1} + k_1(k+1) p_{k+1}$$

for $0 < k < T - 1,$

$$\dot{p}_{T-1} = -\lambda_{T-1} + k_{T}(T - 1)) p_{T-1} + \lambda_{T-2} p_{T-2},$$

$$\dot{p}_T = \lambda_{T-1} p_{T-1},$$
where $p_k(t) = \Pr\{ |MS(t)| = k \}$ with $0 \leq k \leq T$. By definition

$$p_T(t) = \Pr\{ \tau_T \leq t \},$$

(A.4)

where $\tau_T$ is the first hitting time to the threshold $T$,

$$\tau_T = \inf\{ t, |MS(t)| = T \}.$$

(A.5)

The MTT $\bar{\tau}_T$ is given by

$$\bar{\tau}_T = \int_0^{+\infty} \Pr\{ \tau_T > t \} dt = \int_0^{+\infty} (1 - p_T(t)) dt.$$  

(A.6)

Equivalently using the normalization condition

$$\sum_{0}^{T} p_k(t) = 1,$$

(A.7)

we have the general expression

$$\bar{\tau}_T = \sum_{0}^{T-1} a_k,$$

(A.8)

where $a_k = \int_0^{+\infty} p_k(t) dt$. To obtain an analytical expression for $\bar{\tau}_T$, we integrate equations (A.4) between 0 and $+\infty$ with the initial conditions $p_0 = 1, p_k = 0$. Using $p_T(+\infty) = 1$ and $p_k(+\infty) = 0$ for $k < T$, we get

$$-1 = -\lambda_0 a_0 + k_{-1} a_1,$$

$$0 = -(\lambda_k + k_{-1} k) a_k + \lambda_{k-1} a_{k-1} + k_{-1} (k+1) a_{k+1}$$

for $0 < k < T - 1$,

$$0 = -(\lambda_{T-1} + k_{-1} (T-1)) a_{T-1} + \lambda_{T-2} a_{T-2},$$

$$1 = \lambda_{T-1} a_{T-1},$$

equivalently

$$a_{T-1} = \frac{1}{\lambda_{T-1}},$$

(A.9)

$$a_k = \frac{1}{\lambda_k} + (k + 1) k_{-1} \frac{a_{k+1}}{\lambda_k}$$

for $0 \leq k \leq T - 2$.  

(A.10)
When the binding is irreversible \((k_{-1} = 0)\), the MTT \(\bar{\tau}_T\) is the sum of the forward rates

\[
\bar{\tau}^\text{irrev}_T = \frac{1}{\lambda_0} + \frac{1}{\lambda_1} + \cdots + \frac{1}{\lambda_{T-1}} = \frac{1}{\lambda} \sum_{k=0}^{T-1} \frac{1}{(M_0 - k)(S_0 - k)}. \tag{A.11}
\]

In particular, when \(M_0 = S_0\) and \(M_0 \gg 1\), the asymptotic formula for equation (A.11) becomes

\[
\bar{\tau}^\text{irrev}_T \approx \frac{T}{\lambda M_0(M_0 - T)}. \tag{A.12}
\]

In addition, when the diffusing molecules largely exceed the number of targets \((M_0 \gg S_0, T)\), we further obtain from (A.11), the asymptotic formulas,

\[
\bar{\tau}^\text{irrev}_T \approx \begin{cases} 
\frac{1}{\lambda M_0} \log \frac{S_0}{M_0} & \text{when } M_0 \gg S_0, T, \\
\frac{1}{\lambda S_0} \log \frac{M_0}{S_0} & \text{when } S_0 \gg M_0, T, \\
\frac{T}{\lambda M_0 S_0} & \text{when } M_0, S_0 \gg T.
\end{cases} \tag{A.13}
\]

In Fig. 1, we plot the MTT \(\bar{\tau}^\text{irrev}_T\) for several values of the threshold \(T\) and we compare it with Brownian simulations performed in a circular disk \(\Omega = D(R)\), the boundary of which is reflecting except at the targets. When \(k_{-1} > 0\), the analytical expression for \(\bar{\tau}_T\) is given by

\[
\bar{\tau}_T = \sum_{k=0}^{T-1} \frac{1}{\lambda_k} + k_{-1} \sum_{k=1}^{T-1} \frac{k}{\lambda_k \lambda_{k-1}} + k_{-1}^2 \sum_{k=2}^{T-1} \frac{k(k-1)}{\lambda_k \lambda_{k-1} \lambda_{k-2}} + \cdots \\
= \sum_{j=0}^{T-1} \left( \sum_{k=j}^{T-1} \frac{k!}{(k-j)! \prod_{i=k-j}^j \lambda_i} \right) \\
= \frac{1}{\lambda} \sum_{j=0}^{T-1} \left( \sum_{k=j}^{T-1} \frac{k!}{(k-j)!} \left( \frac{M_0 - k}{M_0 - k + j} \right) \left( \frac{S_0 - k}{S_0 - k + j} \right) \right)\]
Finally, we obtain

$$\bar{\tau}_T = \frac{1}{\lambda} \sum_{j=0}^{T-1} \left( \frac{k-1}{\lambda} \right) \sum_{k=j}^{T-1} \frac{k!}{(k-j)!} \frac{(M_0 - k - 1)!}{(M_0 - k + j)!} \frac{(S_0 - k - 1)!}{(S_0 - k + j)!}.$$  

(A.14)

This sum can be further approximated for the three following regimes $M_0 \gg S_0, T$, $S_0 \gg M_0, T$, and $S_0 = M_0 \gg T$, by using the first-order expansion in $\frac{k-1}{\lambda}$ only, and the sum $\sum_{1}^{N} \frac{1}{k} = \log(N) + O(1)$.

We obtain,

$$\bar{\tau}_T \approx \begin{cases} 
\tau^{\text{irrev}}_T + \frac{k-1}{(\lambda M_0)^2} \left( \frac{T}{S_0 - T} - \log \left( 1 + \frac{T}{S_0 - T} \right) \right) & \text{when } M_0 \gg S_0, T, \\
\tau^{\text{irrev}}_T + \frac{k-1}{\lambda S_0} \left( \frac{T}{M_0 - T} - \log \left( 1 + \frac{T}{M_0 - T} \right) \right) & \text{when } S_0 \gg M_0, T, \\
\tau^{\text{irrev}}_T + \frac{k-1}{2\lambda^2} \left( \frac{T}{M_0} \right)^3 & \text{when } S_0 = M_0 \gg T. 
\end{cases}$$  

(A.15)

Using the expression for $\tau^{\text{irrev}}_T$ (Eq. (A.13)), we finally obtain the asymptotic expressions:

$$\bar{\tau} \approx \begin{cases} 
\frac{1}{\lambda M_0} \left[ \log \left( 1 + \frac{T}{S_0 - T} \right) + \frac{k-1}{\lambda M_0} \left( \frac{T}{S_0 - T} - \log \left( \frac{S_0}{S_0 - T} \right) \right) \right] & \text{when } M_0 \gg S_0, T, \\
\frac{1}{\lambda S_0} \left[ \log \left( \frac{M_0}{M_0 - T} \right) + \frac{k-1}{\lambda S_0} \left( \frac{T}{M_0 - T} - \log \left( \frac{M_0}{M_0 - T} \right) \right) \right] & \text{when } S_0 \gg M_0, T, \\
\frac{T}{\lambda M_0^2} \left[ 1 + \frac{k-1}{2\lambda^2} \left( \frac{T}{M_0} \right)^2 \right] & \text{when } S_0 = M_0 \gg T. 
\end{cases}$$  

(A.16)
Furthermore, when $T \ll S_0$ and $T \ll M_0$, respectively, in the two first regimes (Eq. (A.16)), we obtain the refined estimates

$$
\bar{\tau} \approx \begin{cases} 
\frac{T}{\lambda M_0 S_0} \left[ 1 + \frac{1}{2} \left( 1 + \frac{k-1}{\lambda S_0} \right) \left( \frac{T}{S_0} \right) \right] & \text{when } M_0 \gg S_0 \gg T, \\
\frac{T}{\lambda M_0 S_0} \left[ 1 + \frac{1}{2} \left( 1 + \frac{k-1}{\lambda M_0} \right) \left( \frac{T}{M_0} \right) \right] & \text{when } S_0 \gg M_0 \gg T.
\end{cases}
$$

(A.17)
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The theory of first-passage processes provides a very useful theoretical rationale for the kinetics of diffusion-controlled reactions, even in cases where the reactive events occur at random locations. While such reactions are usually considered in static domains, the case of a growing domain is highly interesting for applications, notably in biology and cosmology. A sufficiently fast domain growth may indeed have a strong impact on the kinetics, to the extent that the reaction is then no longer controlled by the diffusive transport. Here, we illustrate such effects by
way of three examples that can be addressed with the theory of first-passage processes, namely, (a) the escape problem for a particle diffusing inside a growing hypersphere, (b) the calculation of the survival probability of a point trap diffusing in the presence of a growing spherical target, and (c) the 1d kinetics of the coalescence reaction $A + A \rightarrow A$ on a growing domain. For a sufficiently fast domain growth, all three cases lead to a non-vanishing survival probability of the diffusing particles in the long-time limit. In the case of the coalescence reaction, a fast domain growth leads to an enhancement of the memory of the initial condition. In this case, when the system starts from a random initial condition, the degree of self-ordering induced by the coalescence events is reduced drastically. A common feature of the systems considered is the fact that the domain grows uniformly, in which case analytical solutions can be obtained by means of a double transformation in time and space. The obtained results highlight the need to extend the existing first-passage theories of chemical kinetics in order to deal with the interplay between diffusional mixing and drift-dilution effects induced by the domain growth.

1. Introduction

In many situations, binary reactions occur with a high probability when a pair of co-reactants come sufficiently close to one another for the first time; the transport mechanism facilitating the first encounter between the two reactants then becomes the rate-limiting step. Diffusion is a very common mixing mechanism underlying such encounters, in which case one speaks of a diffusion-controlled reaction.\(^1\) Here, the time needed to cover the typical interparticle separation distance by diffusive spreading is much larger than the time required for the formation of products via a binary collision. Examples are systems where the particles have a low diffusivity and a high probability to react upon encounter. However, even when the diffusivities are comparatively large and the efficiency of reactive collisions relatively low, the reaction may still be diffusion-controlled as a result of the geometric constraints imposed by the embedding substrate. A very common situation is the case of a low-dimensional substrate (see, e.g., Ref. 2), which strongly hinders the efficiency of diffusional mixing and amplifies the effect of local inhomogeneities,
thereby entailing a certain persistence of the initial condition. This may result in the breakdown of the mean-field approximation and in the onset of fluctuation-dominated kinetics, thus leading to a slowed down time evolution of the reactant concentrations.

In this chapter, we shall deal with another mechanism which may also limit the efficiency of diffusional mixing, namely, the physical growth of the medium in which a collection of reactants diffuse. In a closed expanding system, volume growth increases the typical inter-particle distance and makes the spatial distribution of the reactants more sparse. One obvious conclusion is that, when the domain grows at a sufficiently fast rate, one may need to reexamine the recurrence and first-passage properties of Brownian motion. To avoid any misunderstanding, we emphasize that in the systems under consideration here, each volume element expands at a certain rate in the course of time; as a consequence of this expansion process, the boundary of a finite domain is also displaced. This is a fundamentally different situation from the case where the enclosed volume grows simply because the boundary is shifted. In the former case, a Brownian particle will move even when it does not jump, since it will be drifted as the volume element that contains the particle expands. Therefore, the first-passage properties characterizing the arrival at the boundary of the growing domain will in general be different in both cases.

Interestingly enough, works on reaction-diffusion systems in growing domains as defined above remain relatively scarce in the literature. The field of developmental biology appears to be one of the main sources of inspiration, and more specifically phenomena such as pattern formation and tissue growth. In this context, cell division processes leading to a growth of the physical medium may occur on time scales that are relevant for the study of diffusion processes in the above systems.

From a more general perspective, despite the important advances made over the last decades by rate theories relying on the first-passage picture, we are not aware of any work in which specific applications to real systems under growth are considered. In contrast, some attempts have been recently made to consider idealized
situations which will hopefully shed light on the behavior of real systems.\textsuperscript{11–13} Taking this line of thought as a starting point, the aim of the present chapter is to familiarize the reader with the general formalism of diffusion in uniformly growing domains and to present him/her with three illustrative first-passage problems. In the first two problems, the reactions are localized at deterministically moving boundaries, whereas in the last problem, chemical reactions occur at random locations. Despite these differences, we study the three problems within a common theoretical framework. In all cases, a sufficiently fast domain growth entails a drastic modification of the long-time behavior, leading to an increased survival probability of the diffusing reactants and (in our last example) to an enhanced memory of the initial condition.

To illustrate the situation, let us consider the kinetics of the coalescence reaction $A + A \rightarrow A$ on a 1d growing domain, where $A$ denotes a diffusing particle. In the well-studied case of a static domain, the system decays to the empty state at a slower rate than the mean-field prediction.\textsuperscript{14} However, diffusional mixing is strong enough to sustain the decay to the empty state and even to erase the signature of the initial condition in the long-time limit (except for some very specific types of initial distributions\textsuperscript{15}). In contrast, when the domain grows at a sufficiently large rate, it is clear that diffusional mixing will become negligible on relatively short time scales, implying that the kinetics may be strongly altered. The reason is that not all the particles may be able to meet and thereby react; therefore, the system will attain a non-empty final state associated with a finite survival probability that depends on the details of the initial particle distribution.\textsuperscript{16,17} In the case of a random initial condition, the self-ordering properties of the system are also strongly affected by a fast domain growth.\textsuperscript{17}

The remainder of this chapter is organized as follows. In Section 2, we give an overview of the formalism used to deal with diffusion in uniformly growing domains, which involves a double transformation in space and time. In Section 3, we take this formalism as a starting point to discuss escape problems and target problems in expanding domains. More specifically, we deal with the escape problem of a
Brownian particle initially located in the interior of a hypersphere and with the problem of the survival probability of a target in the presence of a diffusing point trap (the 1d extension to the case of multiple traps is also considered). As it turns out, the 1d version of the target problem with a single trap is closely related to the 1d kinetics of the \( A + A \to A \) reaction on a growing domain, which is studied in Section 4. Finally, in Section 5 we recapitulate our main findings.

2. Free Diffusion in a Growing Domain: General Formalism

Consider a \( d \)-dimensional growing domain in which the evolution of the coordinate \( y(t) \) of a physical point with initial coordinate \( x \) is dictated by a uniform growth. The growth process is characterized by a time-dependent scale factor \( a(t) > 0 \), i.e., \( y(t) = a(t)x \) with \( a(t_0) = 1 \) at the initial time \( t_0 \). The fixed coordinate \( x \) is termed Eulerian or comoving coordinate in the literature (see, e.g., Ref. 18). The case of a power-law scale factor

\[
a(t) = \left( \frac{t}{t_0} \right)^g, \quad t \geq t_0, \tag{1}
\]

and the case of an exponential growth factor

\[
a(t) = e^{H(t-t_0)}, \quad t \geq t_0, \tag{2}
\]

are typical in cosmology, and also provide a suitable description of growth processes in many biological systems.\cite{5,19,20}

In the uniformly expanding domain, the sojourn probability density function \( P(y, t) \) of a Brownian particle whose (unbiased) diffusive motion is intrinsic (in the sense that it is not coupled to the deterministic domain growth) evolves according to the following equation (see, e.g., Refs. 13 and 21):

\[
\frac{\partial P(y, t)}{\partial t} = -\dot{a} \nabla \cdot [yP(y, t)] + D \nabla^2 P(y, t), \tag{3}
\]

where (as usual) \( D \) denotes the diffusivity of the particle, hereafter assumed to be constant for simplicity. In the particular case of a 1d
domain, one has
\[
\frac{\partial P(y,t)}{\partial t} = -\frac{\dot{a}(t)}{a(t)} P(y,t) - \frac{\dot{a}(t)(t)}{a(t)} \frac{\partial P(y,t)}{\partial y} P(y,t) + D \frac{\partial^2 P(y,t)}{\partial y^2},
\]
where the first two terms on the right-hand side arise from the domain growth. The first one describes the particle dilution effect, whereas the second term accounts for the drift experienced by the particle even in the absence of diffusion.

Next, let us define \( Q(x,t) = a(t)P(y = a(t)x,t) \) and use this definition in Eq. (4) to obtain
\[
\frac{\partial Q(x,t)}{\partial t} = \frac{D \partial^2 Q(x,t)}{a^2 \partial x^2},
\]
i.e., the original problem is hereby cast into a pure diffusion problem with a time-dependent diffusivity (scaled Brownian motion). This time dependence can be removed by introducing the transformed time variable
\[
\tau(t) = \int_{t_0}^t \frac{ds}{a^2(s)}.
\]
By analogy with the (standard or ballistic) conformal time defined by the equation \( \dot{\tau}_c = 1/a \) in the context of cosmology, the term “Brownian conformal time” was coined to denote \( \tau \) in Ref. 13. In what follows, we shall use this term (or the equivalent term “scaled time”) to refer to this quantity.

As discussed in Refs. 13, 16, 17 and 22, for a sufficiently fast expansion \( \tau_\infty = \tau(t \to \infty) \) becomes finite. Consider, e.g., the case of an exponentially growing scale factor. One has
\[
\tau(t) = \frac{1}{2H} [1 - e^{-2H(t-t_0)}].
\]
For a power-law scale factor one obtains
\[
\tau(t) = t_0^{2\gamma} \frac{t^{-2\gamma+1} - t_0^{-2\gamma+1}}{1 - 2\gamma}, \quad \gamma \neq 1/2,
\]
\[ \tau(t) = t_0 \ln \left( \frac{t}{t_0} \right), \quad \gamma = 1/2. \]  

(8b)

As we can see, one has \( \tau_\infty < \infty \) in the exponential case with \( H > 0 \) and in the power-law case when \( \gamma > 1/2 \).

In terms of the Brownian conformal time \( \tau \) and of the comoving coordinate \( x \), Eq. (5) becomes identical with the standard diffusion equation

\[ \frac{\partial Q(x, \tau)}{\partial \tau} = D \frac{\partial^2 Q(x, \tau)}{\partial x^2}. \]  

(9)

The solution of Eq. (9) is well-known for a large family of boundary value problems. The corresponding solution in physical space can be obtained by means of the inverse transformation \( P(y, t) = Q[y/a(t), \tau(t)]/a(t) \). The so-called propagator solution corresponds to free boundary conditions and to the initial condition \( P(y, t_0) = \delta(y) \). Taking into account that \( a(t_0) = 1 \) and \( \tau(t_0) = 0 \), one finds

\[ Q(x, 0) = \delta(x), \]  

corresponding to the well-known Gaussian solution

\[ Q_G(x, \tau) = \frac{1}{\sqrt{4\pi D\tau}} e^{-x^2/(4D\tau)} \]  

(10)

in the comoving space and to the solution \( G(y, t) \)

\[ G(y, t) = \frac{1}{a(t)} Q_G \left[ \frac{y}{a(t)}, \tau(t) \right] = \frac{1}{\sqrt{4\pi Da^2(t)\tau(t)}} e^{-y^2/[4Da(t)^2\tau(t)]} \]  

(11)

in physical space.

Note that a first consequence of the solution given by Eq. (10) is that, in the case of a sufficiently fast expansion (that is, an expansion with finite \( \tau_\infty \)), the overlap of two Brownian pulses initially separated by a distance \( x_0 \gg \sqrt{2D\tau_\infty} \) becomes negligible as both pulses tend to their final frozen states. If one switches to a comoving reference frame, one of the pulses becomes a stationary point, whereas the broadening of the other pulse in this reference frame is increased due to the fact that its diffusivity is doubled \( (D \rightarrow 2D) \). Computing the probability of first encounter between the two Brownian particles represented by the pulses amounts to making the aforementioned
stationary point absorbing, and then solving the corresponding first-passage problem for the remaining pulse. However, it is clear from the present discussion that such an encounter may never happen, as opposed to the standard case of a 1d static domain. We shall revisit this problem in more detail at the end of Subsection 3.2.1. But first, we shall study the problem of escape of a Brownian particle from a growing hypersphere.

3. Escape and Target Problems in Growing Domains

3.1. Escape from a growing hypersphere

3.1.1. Survival probability

Let us assume that a Brownian particle is placed at the center of a hypersphere of expanding radius $R_y = R_y(t) = a(t)R_0$, where $R_0$ denotes the initial radius. We seek the probability $S(t)$ that the particle has not escaped from the expanding region defined by the hypersphere up to time $t$. We can solve this problem by making the surface of the hypersphere fully absorbing and by identifying the escape process (surface crossing) with absorption. This justifies the use of the term “survival probability” for $S(t)$.

Because of the symmetry of the problem, Eq. (3) [formulated in polar coordinates for $P(r_y,\Omega_y,t)$] can be immediately integrated over the angular variables $\Omega_y$ to obtain a diffusion equation describing the time evolution of the density $P(r_y,t)$ associated with the probability of finding the particle within a shell of inner radius $r_y$ and outer radius $r_y + dr_y$. The resulting diffusion equation is then subject to the delta-peaked initial condition $P(r_y,t = t_0) = s_d(r_y)^{-1}\delta_+(r_y)$ [where $s_d(r_y) = 2\pi^{d/2}r_y^{d-1}/\Gamma(d/2)$ is the surface of a hypersphere of radius $r_y$] and to the absorbing boundary condition $P(r_y = R_y, t) = 0$. Additionally, one has the implicit condition that $P(r_y,t)$ must remain finite everywhere at all times. The notation $\delta_+(\cdot)$ used above stands for the slightly modified delta-function with the property $\int_0^R \delta_+(r)dr = 1$ for any $R > 0$. From the solution $P(r_y,t)$ of the above problem, the survival probability follows immediately as $S(t) = \int_0^{R_y} P(r_y,t) s_d(r_y)dr_y$. 
where

We see that the behavior of $S$ depends on how $\tau(t)$ behaves. For example, if $\tau(t \to \infty) \equiv \tau_\infty \neq 0$, then there is a non-zero probability $S(\tau_\infty)$ that a particle is never trapped. This is the case for the previously defined power-law expansion with $\gamma > 1/2$, which gives $\tau_\infty = t_0/(2\gamma - 1)$ (cf. Eq. (8a)). On the other hand, if $\tau_\infty = \infty$, then $S(\tau_\infty) = 0$, i.e., the particle is trapped with certainty. This is the
case, for example, for the power-law expansion with $\gamma \leq 1/2$. A previous derivation of the above results for $d = 1, 2, 3$ has been given in Refs. 11 and 12. It is interesting to note the similarity of these results with the case of an expanding $1d$ cage, where the boundaries of a symmetric interval $[-L(t), L(t)]$ are shifted outwards according to the long-time power law $L(t) \propto t^\gamma$. In this case, the physical space does not expand, only the boundaries move. However, the crossover exponent between certain death and a finite probability of eternal survival is also $\gamma = 1/2$. For a rather general treatment of problems involving the first-passage time of a Markov process to moving barriers the interested reader is referred to Ref. 27.

3.1.2. Power-law expansion: Moments of the first-passage time

For a power-law domain growth, the moments of the first-passage time $\langle t^m \rangle$ display an interesting behavior. These moments can be easily computed from the first-passage time distribution $F(t) = -dS(t)/dt$. The $m$th-order moment is

$$\langle t^m \rangle = \int_{t_0}^{\infty} dt F(t)t^m, \quad m = 0, 1, 2, \ldots, \quad (15)$$

or, integrating by parts,

$$\langle t^m \rangle = -t^m S(t)|_{t_0}^{\infty} + m \int_{t_0}^{\infty} dt t^{m-1} S(t). \quad (16)$$

Depending on the value of $\gamma$, we shall consider different subcases for the power-law scale factor $a(t) = (t/t_0)^\gamma$.

- **Case $\gamma < 1/2$**

In this case, Eq. (14) gives

$$S(t) = \frac{2^{2-d/2}}{\Gamma(d/2)} \sum_{n=1}^{\infty} \frac{j_n^{d/2-2}}{J_{d/2}(j_n)} \exp \left[ -j_n D t_0^{2\gamma} t^{1-2\gamma} - t_0^{1-2\gamma} \right]. \quad (17)$$

This can be expressed in a more compact way as follows:

$$S(t) = \sum_{n=1}^{\infty} \rho_n e^{-\alpha_n(t^{1-2\gamma} - t_0^{1-2\gamma})}, \quad (18)$$
where the quantities \( \rho_n = 2^{2-d/2} J_n^{d/2-2} / [\Gamma(d/2) J_{d/2}(j_n)] \) and \( \alpha_n = j_n^2 D R_0^{-2,2\gamma} / (1 - 2\gamma) \) have been introduced. For \( t = t_0 \), the series \( S(t_0) = \sum_{n=1}^\infty \rho_n \) is divergent for \( d \geq 3 \). This singularity in the initial condition is well-known from the analogous diffusion problem in static domains; however, we know that the normalization condition \( \sum_{n=1}^\infty \rho_n \equiv 1 \) must be satisfied in all dimensions. Fortunately, one can recover the physical value of the above divergent series by a suitable regularization procedure. To this end, a technique akin to Abel summation\(^{26}\) can be applied. This technique relies on suitable regulator functions involving Bessel functions.\(^{25}\) In particular, \( \sum_{n=1}^\infty \rho_n \) is just \( 2^{2-d/2} / \Gamma(d/2) \) times the series denoted by \( S(d/2-1,0) \) in Ref. 25, which is equal to \( 2^{d/2-2} \Gamma(d/2) \) [see the result below Eq. (26) in Ref. 25].

When \( \gamma < 1/2 \), \( S(t) \to 0 \) for \( t \to \infty \) and Eq. (16) becomes

\[
\langle t^m \rangle = t_0^m + m \int_{t_0}^{\infty} t^{m-1} S(t) dt, \tag{19}
\]

since, by construction, \( S(t_0) \equiv 1 \). Taking Eq. (18) into account, one obtains

\[
\langle t^m \rangle = t_0^m + m \sum_{n=1}^\infty \rho_n e^{\alpha_n t_0^{1-2\gamma}} \int_{t_0}^{\infty} t^{m-1} e^{-\alpha_n t^{1-2\gamma}} dt. \tag{20}
\]

The above expression for \( \langle t^m \rangle \) can be rewritten in terms of incomplete Gamma functions. One has

\[
\langle t^m \rangle = t_0^m + \frac{m}{1-2\gamma} \sum_{n=1}^\infty \rho_n \alpha_n t_0^{1-2\gamma} e^{\alpha_n t_0^{1-2\gamma}} \Gamma \left( \frac{m}{1-2\gamma}, \alpha_n t_0^{1-2\gamma} \right). \tag{21}
\]

Note that, since we have assumed \( \gamma < 1/2 \), one has \( \alpha_n > 0 \). On the other hand, for a fixed value of the spatial dimension one has \( j_n \to [n + (d - 3)/4\pi \) for large \( n \) according to McMahon’s asymptotic expansion.\(^{29}\) Furthermore, for fixed order and large values of the argument, the following asymptotic expansion of the Bessel
function holds:

$$J_\nu(z) \sim \sqrt{\frac{2}{\pi z}} \cos\left(z - \frac{\nu \pi}{2} - \frac{\pi}{4}\right), \quad |z| \to \infty,$$

(22)

implying that

$$J_{d/2}(j_n) \to (-1)^{n-1}[2/(\pi^2 n)]^{1/2} \text{ for } n \to \infty.$$ Using the large-\(x\) approximation \(\Gamma(a, x) \sim x^{a-1}e^{-x}\), the series expansion (21) is found to converge for arbitrary \(m > 0\) in one, two, and three dimensions.

• **Case \(\gamma = 1/2\)**

Taking \(\tau = t_0 \ln(t/t_0)\) in Eq. (14) and using the definition of \(\rho_n\), we obtain

$$S(t) = \sum_{n=1}^{\infty} \rho_n \left(\frac{t_0}{t}\right)^{\eta_n},$$

(23)

with \(\eta_n = j_n^2D_0/R_0^2\). For \(t > t_0\), this series tends to zero as \(t \to \infty\) in any spatial dimension. Let us now examine the behavior of the moments of the first-passage time. In this case, Eq. (16) becomes

$$\langle t^m \rangle = -\sum_{n=1}^{\infty} \left(1 + \frac{m}{\eta_n - m}\right) \rho_n \left[\frac{t_0}{t}\right]^{\eta_n} t^{m-\eta_n}\bigg|_{t=t_0}^{t=\infty},$$

(24)

when \(m \neq \eta_n\). Since the \(\eta_n\)’s increase monotonically with \(n\), it is necessary and sufficient that the condition \(\eta_1 = j_1D_0/R_0^2 > m\) holds for \(\langle t^m \rangle\) to be finite. When this is the case, the upper boundary term vanishes and one finally obtains

$$\langle t^m \rangle = t_0^m + m \sum_{n=1}^{\infty} \rho_n \frac{t_0}{\eta_n - m}.\quad (25)$$

For large \(n\), one has \(\eta_n \propto j_n \propto n\), and \(\rho_n \propto (-1)^{n-1}n^{(d-3)/2}\). Hence, the above series converges in one, two, and three dimensions for any \(m > 0\). The condition \(\eta_1 > 1\) implies that the diffusion coefficient
must exceed a threshold value,

\[ D > \frac{1}{J_{d/2-1,1}} \frac{R_0^2}{t_0} \]  

for the mean first-passage time \( \langle t \rangle \) to exist. We have restored the full notation for the \( j_n \)'s to emphasize the dependence on dimensionality. In more general terms, if the condition \( m + 1 \geq \eta_1 > m \) holds, i.e., if

\[ \frac{m + 1}{J_{d/2-1,1}} \frac{R_0^2}{t_0} \geq D > \frac{m}{J_{d/2-1,1}} \frac{R_0^2}{t_0} \]  

holds, the \( m \)th moment of the diffusion coefficient is still finite, but neither the \( m + 1 \)th moment nor higher order moments exist in one, two, or three dimensions. Note that, when \( \eta_1 = m \), the \( m \)-th moment diverges logarithmically.

- **Case \( \gamma > 1/2 \)**

As we have seen in 3.1.1, one has \( S(\tau_\infty) > 0 \) with \( \tau_\infty = t_0/(2\gamma - 1) \). Thus, since \( S(t \to \infty) \neq 0 \), one concludes that neither the mean first-passage time nor any moments of positive integer order exist.

### 3.2. The target problem

In this subsection, we shall study the survival probability of an immobile target surrounded by one or more traps. Traditionally, the term “target problem” makes reference to the case of multiple traps, but here we shall also apply it to the single-trap case, which is the first setting we shall be dealing with.

#### 3.2.1. The target problem with a single trap

Consider a hyperspherical, impenetrable target centered at the origin whose radius \( R_y = a(t)R_0 \) grows at the same rate as the embedding domain. A point trap is initially placed at a distance \( r_0 > R_0 \) from the target. At time \( t = t_0 \), the trap starts moving diffusively, and if it ever hits the target surface both the target and the trap are assumed to disappear. We seek the probability that the trap has not
collided with the target up to time \(t\), i.e., the survival probability \(S_{\text{target}}(t) = S_{\text{trap}}(t) \equiv S(t)\).

If one assumes that the initial distribution of the trap position does not depend on the angular variables, Eq. (12) for the radial motion of the trap in comoving space holds, i.e.,

\[
\frac{\partial Q(r, r_0, \tau)}{\partial \tau} = D \left\{ \frac{\partial^2}{\partial r^2} + \frac{d - 1}{r} \frac{\partial}{\partial r} \right\} Q(r, r_0, \tau),
\]

where the additional argument \(r_0\) in \(Q\) emphasizes the dependence on the initial position of the particle. The initial condition is formally written as \(Q(r, r_0, \tau = 0) = \delta_d(r) \delta(r - r_0)\). Additionally, one has the boundary conditions

\[
Q(r = R_0, r_0, \tau) = 0, \quad (29a)
\]

\[
\lim_{r \to \infty} Q(r, r_0, \tau) = 0. \quad (29b)
\]

The survival probability of both target and trap is given by the formula

\[
S(R_0, r_0, \tau) = \int_{R_0}^{\infty} Q(r, r_0, \tau) \delta_d(r) \, dr.
\]

In terms of the adjoint diffusion equation, the relevant boundary value problem is formulated as follows:

\[
\frac{\partial S(R_0, r_0, \tau)}{\partial r_0} = D \nabla_{r_0}^2 S(R_0, r_0, \tau), \quad (30a)
\]

\[
S(R_0, r_0, 0) = 1, \quad (30b)
\]

\[
S(R_0, R_0, \tau) = 0, \quad (30c)
\]

\[
\lim_{r_0 \to \infty} S(R_0, r_0, \tau) = 1. \quad (30d)
\]

The solution of the above problem in the case of a static domain has a closed form in Laplace space, which also leads to exact expressions valid for arbitrary times in \(d = 1\) and \(d = 3\).\(^{30-32}\) For the case of a growing domain, the solution is obtained by performing the replacement \(t \to \tau\) in these expressions. One then has

\[
S(R_0, r_0, \tau) = 1 - \left( \frac{R_0}{r_0} \right)^\alpha \text{erfc} \left( \frac{r_0 - R_0}{2\sqrt{D\tau}} \right), \quad (31)
\]
where $\alpha = 0$ for $d = 1$ and $\alpha = 1$ for $d = 3$. In the $d = 1$ case, one has

$$S(0, r_0, \tau) \equiv S(r_0, \tau) = \text{erf} \left( \frac{r_0}{2\sqrt{D\tau}} \right)$$  \hspace{1cm} (32)$$

in the limit $R_0 \to 0$ of a point target. Note that, for a sufficiently fast expansion ($\tau_\infty < \infty$), the trap is spared with a finite probability $\text{erf} \left( \frac{r_0}{2\sqrt{D\tau_\infty}} \right)$. In contrast, the death of the trap is of course a certain event in the case of a static domain.

Alternatively, Eq. (32) can be obtained by noting that the trap density is given by the Green’s function

$$Q_{1d}^{R_0=0}(r, r_0, \tau) = G_D(r, r_0, \tau) \equiv \frac{1}{(4\pi D\tau)^{1/2}} \left\{ \exp \left[ -\frac{(r-r_0)^2}{4D\tau} \right] - \exp \left[ -\frac{(r+r_0)^2}{4D\tau} \right] \right\}, \quad r > 0,$$

which is easily obtained by the method of images.\(^7\) The integral

$$S(r_0, \tau) = e^{-\int_0^\infty G_D(r, r_0, \tau) \, dr}$$

then yields the desired probability. Alternatively, one may write

$$S(r_0, \tau) = 1 - \int_0^\tau \, dr' \, F(0, r_0, \tau') = 1 - \int_0^\tau \, dr' \, D \partial_r G_D(r, r_0, \tau') \bigg|_{r=0},$$

where $F(0, r_0, \tau')$ stands for the first-passage density.

### 3.2.2. The target problem with multiple traps

One can now take advantage of the 1$d$ result (32) to study the survival probability of a point target surrounded by a sea of diffusing, non-interacting point traps that are initially randomly scattered on the real axis. Assuming that the trap concentration is equal to $c$, the survival probability $S_{mt}(\tau)$ of the target in the multiple-trap problem is\(^{32-36}\):

$$S_{mt}(\tau) = \exp \left[ c \int_0^\infty dr_0 \, (1 - S(r_0, \tau)) \right] = \exp \left[ -4(Dc^2\tau/\pi)^{1/2} \right].$$

(35)
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The above result implies that, for a fast expansion, a non-zero final survival probability \( \exp[-4(Dc^2r_\infty/\pi)^{1/2}] \) is obtained even in the case of multiple traps.

4. A First-Passage Problem Approach to the Kinetics of the \( A + A \rightarrow A \) Reaction on a 1d Growing Domain

In what follows we shall take advantage of the results in 3.2.1 to deal with the problem of the coalescence reaction \( A + A \rightarrow A \) on a 1d growing domain. The following discussion is based on the initial work by Doering and ben-Avraham,\(^{14}\) and on a subsequent summary of the main results given by Redner in his monograph.\(^{7}\) These two works refer to the case of a static domain, but we shall see that the applied methodology also works in the case of a growing domain.

Let us first recall the method of solution for the case of a static domain. The main idea is to reduce to the multiple-body problem to an effective one-body problem. This is easily done without loss of generality by considering an asymmetric version of the model in which a diffusing particle is killed when it meets its left nearest neighbor, whereas the particle continues to survive if it meets its right neighbor. To obtain the survival probability of an arbitrary particle, one only needs to consider a particle and its left neighbor, since the former will remain unaffected by collisions with particles to its right. Because both the particle and its left neighbor have diffusivity \( D \), computing the survival probability of the particle amounts to solving the problem of a single particle with diffusivity \( 2D \) that moves in the presence of a stationary absorbing point.

The above arguments remain valid for a growing domain; the only difference is that the above first-passage problem must be formulated in terms of the comoving coordinate \( x \) and of the scaled time \( \tau \) (see discussion at the end of Section 2 and see also Section 3.2.1). We now proceed to give some details.
4.1. **General expressions**

The density function \( \rho(x, \tau) \) associated with the probability that the separation between the two particles (measured in comoving coordinates) equals \( x \) at a scaled time \( \tau \) obeys an ordinary diffusion equation with diffusivity \( 2D \). Besides, it satisfies the boundary conditions \( \rho(0, \tau) = \rho(\infty, \tau) = 0 \). The solution of this problem is easily extrapolated from the static case and involves the Green’s function already introduced in Section 3.2.1:

\[
\rho(x, \tau) = \int_0^\infty dx' G_{2D}(x, x', \tau) \rho(x', 0). \tag{36}
\]

The survival probability \( S(\tau(t)) \) is just the probability that the inter-particle distance remains positive, i.e.,

\[
S(\tau(t)) = \int_0^\infty dx \rho(x, \tau) = \int_0^\infty dx' \left[ \int_0^\infty dx G_{2D}(x, x', \tau) \right] \rho(x', 0)
\]

\[
= \int_0^\infty dx' \text{erf}\left(\frac{x'}{2 \sqrt{2D\tau}}\right) \rho(x', 0), \tag{37}
\]

where Eq. (32) has been used in the last step. The average concentration (number of particles per unit length in comoving space) is then simply

\[
c(\tau(t)) = c_0 S(\tau(t)), \tag{38}
\]

whereas the IPDF or interparticle distribution function \( p(x, \tau) \) (distance distribution of the surviving particles in the many-body problem) is

\[
p(x, \tau) = \rho(x, \tau)/S(\tau). \tag{39}
\]

4.2. **Discussion of the main results**

4.2.1. **Behavior of the survival probability**

For the case of a periodic initial distribution \( p(x, 0) = \delta(x - 1/c_0) \), Eq. (37) trivially yields

\[
S_{\text{per}}(\tau(t)) = \text{erf}\left(\frac{1}{\sqrt{8Dc_0^2\tau(t)}}\right), \tag{40}
\]
Fig. 1. Survival probability versus $t - t_0$ for the coalescence reaction. Solid lines represent theoretical results (given by Eq. (41)), whereas symbols are simulation results. Here we have used $10^5$ particles with $c_0 = 1/100$ and $D = 1/2$. Different uniform expansions of the domain are considered, i.e., power-law expansions with $t_0 = 10^3$ and $\gamma = \{2, 3/4, 1/3, -2, -6\}$, exponential expansions with $H = \{10^{-4}, -10^{-4}\}$. Results for the static case ($\gamma = 0$) are also given. Dashed lines correspond to the asymptotic value $S_\infty$ for $\gamma = 2$ ($S_\infty \approx 0.823$), $\gamma = 3/4$ ($S_\infty \approx 0.644$) and $H = 10^{-4}$ ($S_\infty \approx 0.523$).

whereas for a fully random initial condition $\rho(x, 0) = p(x, 0) = c_0 \exp(-c_0 x)$, one finds

$$S_{\text{rand}}(\tau(t)) = \exp\left[2c_0^2 D \tau(t)\right] \text{erfc}\left(\sqrt{2c_0^2 D \tau(t)}\right).$$  \hspace{1cm} (41)$$

Figure 1 shows the behavior of the survival probability for a given initial concentration $c_0$ of randomly distributed particles and different types of exponential and power-law expansions. In those cases where the expansion is sufficiently fast (finite $\tau_\infty$), the survival probability tends asymptotically to a constant value $S_\infty$ which strongly depends on the domain growth rate. This is completely at odds with the fluctuation-dominated long-time decay to the empty state observed in the case of a static domain ($S(t) \approx (2\pi D t)^{-1/2}$). The expressions derived previously remain valid in the case of a contracting domain ($\gamma < 0$ or $H < 0$); as one can easily anticipate, a contracting domain leads to an accelerated decay to the empty state.

Displayed in Fig. 2 is the time evolution of the survival probability for the case of an exponential domain growth. Both a periodic and a
fully random initial condition with the same value of $c_0$ are considered. As one can see, the final value of the survival probability turns out to depend not only on $c_0$, but also on the details of the initial particle arrangement. Most reactive events take place in the short-time regime, and here the high particle clustering induced by a fully random initial condition increases the encounter rate and decreases the survival probability with respect to the case of a periodic initial distribution. Therefore, $S_{\text{per}} > S_{\text{rand}}$. These strong memory effects arising from the lack of mixing are in sharp contrast with the results for the static case, where the asymptotic long-time decay completely loses the memory of the initial condition (see both dashed lines in Fig. 2). The above results do not come entirely as a surprise, since for a static domain, similar memory effects are observed for immobile reactants with short-range interactions, again as a consequence of poor mixing.\textsuperscript{37}

4.2.2. Behavior of the IPDF

Let us now briefly discuss the behavior of the IPDF $p(x, \tau(t))$ when $\tau_\infty < \infty$. We first recall the main findings for the static case. Starting from the exponential form characteristic of a random initial condition, a gap of the scaled IPDF $c(\tau(t))^{-1} p(x, \tau(t))$ as a function of the rescaled distance $z = c(\tau(t))x$ progressively develops
Fig. 3. Scaled IPDF versus \( c(t) \) for coalescence and three different expansions with \( \tau_\infty < \infty \). The three thick lines from left to right near the origin depict the limiting IPDFs, respectively, obtained for \( t \to \infty \) in two different cases of power-law expansion, i.e., \( \gamma = 2 \left( S_\infty \approx 0.823 \right) \), \( \gamma = 3/4 \left( S_\infty \approx 0.645 \right) \), as well as for an exponential expansion with \( H = 10^{-4} \left( S_\infty \approx 0.523 \right) \). The thin line is the IPDF for a time at which \( S(t) = 0.75 \), whereas the dashed line is the long-time asymptotic IPDF for the static case. The symbols are simulation results for (i) power-law expansions with \( \gamma = 2 \) and \( t \) such that \( S(t) \approx 0.826 \), \( \gamma = 3/4 \) and \( S(t) \approx 0.75 \), \( \gamma = 3/4 \) and \( S(t) \approx 0.667 \) (with \( t_0 = 10^3 \) in all cases). (ii) Exponential expansions where \( H = 10^{-4} \) and \( S(t) \approx 0.75 \), and \( H = 10^{-4} \) and \( S(t) \approx 0.522 \). In all the cases depicted by thick lines, the curves are very close to the theoretical prediction for the corresponding stationary long-time curves; we have also checked within our numerical accuracy that the corresponding values of \( S(t) \) are very close to the theoretical values of \( S_\infty \).

as the reactions take place, indicating a dynamic self-ordering process characterized by the long-time asymptotic form \( p(z, t \to \infty) \approx \pi(z/2) \exp\{-\pi(z/2)^2\} \). This scaling form has a maximum at a characteristic value of the scaling variable \( z \) and is represented by the dashed line in Fig. 3. However, if one now considers sufficiently fast expansions with \( \tau_\infty < \infty \), the scaling form is never reached, and the IPDF freezes into a final state characterized by a displacement of the maximum of the IPDF to shorter distances (smaller \( z \)-values) and thus by a smaller gap (cf. Fig. 3). In other words, the deviation from the initial exponential distribution (which corresponds to maximum disorder) becomes less pronounced.
4.2.3. Power-law growth: Exact versus approximate solution

In the case of a power-law growth rate [cf. Eqs. (8a) and (8b)], it is interesting to consider the behavior of the concentration \( \hat{c}(t) = c(t)/a(t) \) in physical space. For a random initial condition, Eq. (41) yields

\[
\hat{c}(t) = \begin{cases} 
  b_<(\gamma, D) \, t^{-1/2} & \text{if } 0 < \gamma < 1/2, \\
  b_-(t_0, D) \, [t \ln(t)]^{-1/2} & \text{if } \gamma = 1/2, \\
  b_>(c_0, \gamma, t_0, D) \, t^{-\gamma} & \text{if } \gamma > 1/2,
\end{cases}
\]  

(42)

with suitably defined constants \( b_\prec \), \( b_\succ \) and \( b_- \). At the level of the decay exponent, agreement with the case of a static domain holds only as long as \( \gamma \leq 1/2 \), with a logarithmic correction for \( \gamma = 1/2 \).

In contrast, for \( \gamma > 1/2 \), the behavior is dominated by the dilution effect of the expansion.

This behavior can now be compared with an approximation obtained by adding to the right-hand side of the standard mean-field equation a term describing the global dilution effect induced by the domain growth. The resulting equation is

\[
\frac{d\hat{c}_{\text{app}}(t)}{dt} = -\frac{\dot{a}(t)}{a(t)} \hat{c}_{\text{app}}(t) - \alpha [\hat{c}_{\text{app}}(t)]^2.
\]  

(43)

In the long-time limit, this yields

\[
\hat{c}_{\text{app}}(t) = \begin{cases} 
  b_\prec'(\gamma, \alpha) \, t^{-1} & \text{if } 0 < \gamma < 1, \\
  [\alpha t \ln(t)]^{-1} & \text{if } \gamma = 1, \\
  b_\prec'(c_0, \gamma, t_0, \alpha) \, t^{-\gamma} & \text{if } \gamma > 1,
\end{cases}
\]  

(44)

with suitably defined coefficients \( b_\prec' \) and \( b_\prec'' \), implying that the agreement of the decay exponent with that of the exact solution is only reached for \( \gamma \geq 1 \).

5. Summary and Outlook

The first-passage properties of diffusing particles in the presence of absorbing boundaries can be used to study the kinetics of chemical
reactions localized at interfaces, or even to study the kinetics of cooperative processes characterized by the occurrence of reactive events at random locations. As we have seen, such properties are strongly altered when the embedding domain grows at a sufficiently fast rate.

In the first example considered (a diffusing particle initially localized at the center of a growing hypersphere with a fully absorbing surface), the behavior of the long-time survival probability and of the moments of the first-passage time distribution depends critically on the growth rate of the sphere. A rich phenomenology is observed in the case of a power-law growth, implying that the particle has a finite survival probability when \( \gamma > 1/2 \) (or, equivalently, when \( \tau_\infty < \infty \)). In this case, the moments of positive integer order do not exist, whereas in the marginal case \( \gamma = 1/2 \) the existence of the \( m \)th order moment depends on the diffusivity \( D \) of the particle, on the initial radius \( R_0 \) of the growing sphere, and on the initial time \( t_0 \).

The second example considered is the computation of the survival probability of a hyperspherical target which expands with the growing domain. The target is killed when hit by a diffusing point trap initially located at a certain distance (for practical purposes, the trap is also assumed to die). Already in one dimension, the target has a finite probability of eternal survival for a sufficiently fast domain growth (once again implying \( \tau_\infty < \infty \)). The behavior is thus markedly different from the case of a static 1d domain, in which the target is known to die with certainty due to the recurrence properties of the Brownian motion performed by the trap. Moreover, when \( \tau_\infty < \infty \), the target still has a non-zero survival probability when it is initially surrounded by a sea of non-interacting diffusing traps scattered at random along the real axis.

The result for the target problem with a single trap turns out to have important implications for the 1d kinetics of the \( A + A \rightarrow A \) reaction, which in the case of an expanding domain may still be effectively reduced to a first-passage problem for a single particle in the presence of a trapping point. Once again, the behavior depends on whether the expansion is fast enough to make \( \tau \) tend to a finite value at long times. If that is the case, the behavior is radically different from the case of a static domain; the system tends to a non-empty
state characterized by a survival probability which depends on the
details of the initial condition, reflecting an enhancement of memory
effects induced by the domain growth. In the case of a random initial
condition, the self-ordering processes induced by the reactions stop
prematurely, and the IPDF does not necessarily reach the asymptotic
long-time scaling form characteristic of the static case.

In the specific case of a power-law growth rate, when the exponent
$\gamma$ is gradually increased, the $A + A$ system undergoes a dynamical
phase transition from a slow long-time decay of the concentration in
physical space to a fast decay essentially driven by the dilution effect
associated with the domain growth. The decay for $\gamma < 1/2$ is pro-
portional to $t^{-1/2}$, and the system is essentially diffusion-controlled
as in the static case. For $\gamma > 1/2$, reactions become less frequent,
and the dilution effect prevails. In the marginal case $\gamma = 1/2$, a
logarithmic correction appears as a signature of the ultraslow decay
of the survival probability.

In view of the above findings, one can easily anticipate that a
subtle trade-off between diffusional mixing and particle separation
effects induced by the domain growth may give rise to a very rich
behavior in systems where both effects occur on comparable time
scales. To account for such effects, an extension of the current “first-
passage” picture of chemical kinetics will be needed.
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In this chapter, we illustrate recently obtained thermodynamic bounds for a number of enzymatic networks by focusing on simple examples of unicyclic or multicyclic networks. We also derive complementary relations which constrain the fluctuations of first-passage times to reach a threshold current.

1. Introduction

There are generally several parameters which determine the performance of a thermodynamic system. One parameter is the average output flux delivered by the system, which is related to its output power. Another parameter is the dissipation, which may be viewed as a cost for operating the system. For the behavior of the
system to be reliable and robust, one wants small fluctuations in the output flux while at the same time a small cost of operation. These goals are generally incompatible as emphasized by a trade-off known as thermodynamic uncertainty relations. This trade-off constrains the fluctuations in product formation in enzyme kinetics and can thus be used to infer information on the topology of the underlying chemical network or to estimate the dissipation from the fluctuations of observed fluxes. Suppressing fluctuations of an output flux is required to achieve some accuracy with Brownian clocks, while suppressing dissipation leads to an improvement in the thermodynamic efficiency of machines. This trade-off, originally obtained for non-equilibrium steady states, holds in fact for systems at finite time evolving in either continuous or discrete time. It has also been adapted to Brownian motion, non-equilibrium self-assembly, active matter, equilibrium order parameter fluctuations, phase transitions, and first-passage-time fluctuations, and it continues today to generate many new applications or extensions.

In this chapter, we focus on the implications of thermodynamic uncertainty relations for chemical kinetics. We illustrate the theoretical predictions by studying particle conversion fluxes and their fluctuations for both unicyclic and multicyclic chemical reactions. We also show the connection with the statistics of first-passage time, defined as the first time that a given number of particles has been converted.

This review is organized as follows. In Section 2, we illustrate bounds on the Fano factor for three examples of unicyclic networks, namely, the isomerization reaction, the Michaelis–Menten reaction, and the active catalysis. In Section 3, we study one example of a multicyclic network containing two cycles, which we call the misfolding reaction. In Section 4, we study complementary relations for the fluctuations of first-passage times. We conclude in Section 5.
2. Bounds for Unicyclic Networks

2.1. The isomerization reaction

Let us consider a single enzyme which can catalyze the transition between two isomers $E_1$ and $E_2$,

$$E_1 \overset{k^+}{\underset{k^-}{\rightleftharpoons}} E_2$$

with constant transition rates $k^+$ and $k^-$. This model can be mapped on a biased random walk, with a rate of forward jumps $k^+$ and of backward jumps $k^-$. The total displacement of this walker corresponds to the difference between the number of isomers $E_1$ converted into $E_2$ minus the number of reverse conversions. The master equation of this system is given by

$$\frac{d}{dt} P_n(t) = k^- P_{n+1}(t) - (k^+ + k^-)P_n(t) + k^+ P_{n-1}(t), \quad (1)$$

where $P_n(t)$ is the probability to be at time $t$ at the position $n$. The detailed balance relation takes the form

$$\frac{k^+}{k^-} = e^A, \quad (2)$$

where $A$ is the dimensionless affinity given our choice of units, $k_B T = 1$.

In order to characterize the fluctuations of the variable $n$, we introduce the generating function

$$\Psi(\lambda, t) = \sum_n e^{\lambda n} P_n(t). \quad (3)$$

Using the master equation (1), this generating function evolves according to the equation

$$\frac{d\Psi(\lambda, t)}{dt} = \theta(\lambda)\Psi(\lambda, t), \quad (4)$$

where we have defined

$$\theta(\lambda) \equiv \lim_{t \to \infty} \frac{1}{t} \ln(e^{\lambda t}) = k^- e^\lambda - (k^+ + k^-) + k^+ e^{-\lambda}. \quad (5)$$
The mean and the variance of $n$ can be expressed in terms of the derivatives of $\theta(\lambda)$ at $\lambda = 0$ as follows:

$$J = \lim_{t \to \infty} \frac{\langle n \rangle}{t} = \theta'(0) = k^+ - k^-,$$

$$D = \lim_{t \to \infty} \frac{(n^2) - \langle n \rangle^2}{2t} = \frac{\theta''(0)}{2} = \frac{k^+ + k^-}{2}.$$ (6)

(7)

Using these expressions, Barato et al.\textsuperscript{1} have derived an “uncertainty relation” involving the following measure of the precision of the fluctuating variable $n$:

$$\epsilon^2 = \frac{(n^2) - \langle n \rangle^2}{\langle n \rangle^2} = \frac{k^+ + k^-}{(k^+ - k^-)^2 t}.$$ (8)

For a duration $t$, the total energy cost $C$ is the product of the entropy production rate by the time $t$, so $C = \mathcal{A} J t$, where $J$ is the average conversion rate introduced above. Then the product of this cost $C$ by the relative uncertainty $\epsilon^2$ can be expressed by means of the detailed balance relation, Eq. (2), as

$$C\epsilon^2 = \frac{2D\mathcal{A}}{J} = \mathcal{A} \coth \left( \frac{\mathcal{A}}{2} \right) \geq 2,$$

(9)

where the last inequality follows from a well-known property of hyperbolic tangent. Importantly, this relation expresses a trade-off between the precision quantified by $\epsilon$ and the cost quantified by $C$. Note that the inequality in Eq. (9) holds arbitrarily far from equilibrium and becomes saturated only in the linear regime close to equilibrium when $\mathcal{A} \to 0$.

### 2.2. The reversible Michaelis–Menten reaction

We now consider another important unicyclic network, namely, the well-known Michaelis–Menten kinetics.\textsuperscript{3} In this chemical network, a substrate $S$ is transformed into a product $P$ due to the presence of an enzyme $E$ via the formation of an unstable complex $ES$

$$S + E \overset{k_1^+}{\underset{k_1^-}{\rightleftharpoons}} ES \overset{k_2^+}{\underset{k_2^-}{\rightleftharpoons}} P + E,$$
where $k_1^+$ is proportional to the substrate concentration and $k_2^-$ is proportional to the product concentration. The local detailed balance relation is now given by

\[ \frac{k_1^+ k_2^+}{k_1^- k_2^-} = e^A. \] (10)

We introduce $p_{\alpha,n}(t)$ as the probability to have the enzyme in the state $\alpha = 0, 1$ with $\alpha = 0$ representing the free state and $\alpha = 1$ the bound state, and with $n$ molecules of $P$ produced. This probability satisfies the master equations

\[
\frac{dp_{0,n}}{dt} = k_1^- p_{1,n} + k_2^+ p_{1,n-1} - (k_1^+ + k_2^-) p_{0,n},
\] (11)

\[
\frac{dp_{1,n}}{dt} = k_1^+ p_{0,n} + k_2^- p_{1,n+1} - (k_1^- + k_2^+) p_{1,n}.
\] (12)

We again introduce generating functions associated with these probability distributions by

\[
\Psi_\alpha(\lambda,t) = \sum_{n=-\infty}^{+\infty} e^{\lambda(n+\alpha/2)} p_{\alpha,n}(t).
\] (13)

By convention, a half integer value of $n$ is assigned to states where the enzyme is bound, and an integer number when the enzyme is free. By transforming the master equation into an evolution equation for the generating function, we find

\[
\frac{d}{dt} \begin{pmatrix} \Psi_0 \\ \Psi_1 \end{pmatrix} = L(z) \begin{pmatrix} \Psi_0 \\ \Psi_1 \end{pmatrix},
\] (14)

with the evolution matrix

\[
L(z) = \begin{pmatrix} -(k_1^+ + k_2^-) & z^{-1}k_1^- + zk_2^+ \\ zk_1^+ + z^{-1}k_2^- & -(k_1^- + k_2^+) \end{pmatrix}.
\] (15)

where $z = e^{\lambda/2}$. By the Perron–Frobenius theorem, there is a non-degenerate positive leading eigenvalue of $L$, which we denote $\theta(z(\lambda))$. 

Explicit evaluation of this function yields

\[ J = \frac{d\theta}{d\lambda} \bigg|_{\lambda=0} = \frac{k_1^+ k_2^- - k_1^- k_2^+}{k_1^+ + k_1^- + k_2^- + k_2^+}, \]  
(16)

\[ D = \frac{1}{2} \frac{d^2\theta}{d^2\lambda} \bigg|_{\lambda=0} = \frac{k_1^+ k_2^- + k_1^- k_2^+ - 2J^2}{2(k_1^+ + k_1^- + k_2^- + k_2^+)} \]  
(17)

In the context of enzymatic kinetics, the Fano factor characterizes the fluctuations in the formation of product by the enzyme. It is defined as

\[ F = \frac{2D}{J}. \]  
(18)

Using the above expressions for \( J \) and \( D \) together with the detailed balance condition (10), we find that

\[ F = \coth \left( \frac{A}{2} \right) - \frac{2k_2^- k_1^-(e^A - 1)}{(k_2^- + k_2^+ + k_1^- + k_1^+)^2}. \]  
(19)

A lower bound for the Fano factor can be obtained by minimizing the right-hand side of Eq. (19) with respect to all the transition rates. The minimum is obtained when \( k_1^+ = k_2^+ \equiv k^+ \), and \( k_1^- = k_2^- \equiv k^- \). Then, using the detailed balance condition, one proves the inequality

\[ F \geq \frac{1}{2} \coth \left( \frac{A}{4} \right) \geq \frac{2}{A}. \]  
(20)

Since the relation \( C e^2 = FA \) holds generally, both Eqs. (9) and (20) are particular cases of a general inequality for \( C e^2 \) valid for a unicyclic enzyme containing \( N \) states. In their original work, Barato \textit{et al.} provided an inequality involving \( A \) and \( N/n_c \) where \( n_c \), was defined as the number of consumed substrate molecules in each cycle. If one defines the Fano factor per molecule instead of per cycle, as we do here, there is no need for \( n_c \), and the result is simpler to state: the Fano factor of a unicyclic enzyme containing \( N \) states is bound
by an expression that only depends on $A$ and $N^7$

$$F \geq \frac{1}{N} \coth \left( \frac{A}{2N} \right). \quad (21)$$

The example we gave previously of an isomerization reaction satisfies this relation with $N = 1$, while the Michaelis–Menten scheme does so with $N = 2$. In Fig. 1, we verify this bound by computing the Fano factor for 1000 random transition rates of the form $k_1^+ = 10^{2r_1-1}$ where $r_1$ is a uniform random number in $[0, 1]$, while keeping a fixed value of the affinity $A$.

An affinity-independent bound follows from Eq. (21) by letting $A \rightarrow \infty$:

$$F \geq \frac{1}{N}. \quad (22)$$

The limit $A \rightarrow \infty$ is realized in practice as soon as at least one transition contributing to the affinity $A$ becomes irreversible. Note that Eq. (22) can also be derived from an analysis of current fluctuations in a periodic 1D lattice. It represents a central result of statistical kinetics, since it allows to estimate the number of states in an enzymatic cycle from measurements of fluctuations.

As shown in Fig. 1, all the points are indeed above the bound $F_{\text{min}} = 0.5$ in the case of Michaelis–Menten kinetics.

In order to explore further Fano factor bounds, we now move to more complex examples.

2.3. The active catalysis

In this type of chemical reaction, the folding of the substrate molecule $A$ into the product molecule $B$ is accompanied by the hydrolysis of an ATP molecule. This reaction can be represented as a unicyclic network with four intermediate states $E$, $E_1$, $E_2$, and $E_3$ for the enzyme and two substrates $A$ and $B$ as shown in Fig. 2. The various
Fig. 1. The Fano factor $F$ as a function of the affinity $A$ in the Michaelis–Menten kinetics. The black horizontal dashed line represents $F_{\text{min}} = 0.5$, the blue line the bound $2/A$, the green line is the hyperbolic bound of Eq. (20).

Fig. 2. Cycle representation of the reactions involved in the active catalysis.

reactions are

$$ATP + E \xrightleftharpoons[k_1]{k_1^+} E_1, \ E_1 + A \xrightleftharpoons[k_2]{k_2^+} E_2,$$

$$E_2 \xrightleftharpoons[k_3]{k_3^+} E_3 + ADP + P, \ E_3 \xrightleftharpoons[k_4]{k_4^+} E + B.$$
The local detailed balance condition takes the form
\[
\frac{k_1^+ k_2^+ k_3^+ k_4^+}{k_1^- k_2^- k_3^- k_4^-} = e^A,
\]
where the affinity of the cycle now reads \( A = \mu_A - \mu_B + \Delta \mu \), in terms of \( \mu_A \) (resp. \( \mu_B \)) the chemical potential of the substrate \( A \) (resp. \( B \)) and \( \Delta \mu \) the chemical potential difference associated with the ATP hydrolysis reaction.

The framework of the previous section applies again here: now the evolution of the generating function is governed by a \( 4 \times 4 \) matrix, and for this reason there is no simple analytic expression for its eigenvalues. Nevertheless, it is still possible to compute the corresponding currents and diffusion coefficients without having to obtain these explicitly by exploiting a method due to Koza as explained in Refs. 3, 35.

By following this method, we obtain the plot shown in Fig. 3. As shown in this figure, the bound satisfies the general property expected for a unicyclic enzyme given in Eq. (21) with \( N = 4 \) intermediate states.

![Fig. 3. The Fano factor \( F \) as a function of the affinity \( A \) for the active catalyst kinetics. The black horizontal dashed line represents \( F_{\text{min}} = 0.25 \), the blue line the bound \( \frac{2}{A} \), the green line is the hyperbolic bound of Eq. (21) with \( N = 4 \).](image-url)
3. Bounds for Multicyclic Networks: The Misfolding Reaction

We now switch to multicyclic reaction networks. As a simple example, we consider the misfolding reaction, which describes an enzyme that can make errors. More precisely, the enzyme can bind a molecule $A$ and lead to the production of the “correct” molecule, say, $B$, or a “wrong” one, say $C$. This scheme represents a network with two cycles, characterized by the same free and bound state of the enzyme. The two possible reactions that can occur are

$$
A + E \xrightleftharpoons[k_1^+]{k_1^-} E^* \xrightleftharpoons[k_2^+]{k_2^-} B + E,
$$

$$
A + E \xrightleftharpoons[k_1^+]{k_1^-} E^* \xrightleftharpoons[k_3^+]{k_3^-} C + E.
$$

We now have two different affinities driving each one of these reactions, defined by

$$
\frac{k_1^+ k_2^+}{k_1^- k_2^-} = e^{A_1}, \quad \frac{k_1^+ k_3^+}{k_1^- k_3^-} = e^{A_2}. \tag{24}
$$

The master equations describe the evolution of the probability of being in the two different enzyme states (bound and free) as a function with two integer chemical variables $n$ (resp. $m$), which represent the number of $B$ (resp. $C$) produced since an arbitrary time. We then have

$$
\frac{d p_0(n, m, t)}{dt} = k_1^- p_1(n, m, t) + k_2^+ p_1(n - 1, m, t) + k_3^+ p_1(n, m - 1, t)
$$

$$
- (k_1^+ + k_2^- + k_3^-) p_0(n, m, t),
$$

$$
\frac{d p_1(n, m, t)}{dt} = k_1^+ p_0(n, m, t) + k_2^- p_0(n + 1, m, t) + k_3^- p_0(n, m + 1, t)
$$

$$
- (k_1^- + k_2^+ + k_3^+) p_1(n, m, t). \tag{25}
$$

The generating function for this system can be defined by

$$
\Psi_\alpha(\lambda, t) = \sum_{n, m} e^{\lambda \cdot (n + \alpha/2, m + \alpha/2)} p_\alpha(n, m, t), \tag{26}
$$
where $\lambda$ is a vector containing the two variables $\lambda_1$ and $\lambda_2$ associated to the degrees of freedom $n$ and $m$, respectively. The evolution matrix that governs the dynamics of the generating function is given by

$$L(z_1, z_2) = \begin{pmatrix} -(k_1^+ + k_2^- + k_3^-)(z_1 z_2)^{-1} k_1^+ + \frac{z_2}{z_1} k_2^+ + \frac{z_1}{z_2} k_3^+ \\ z_1 z_2 k_1^+ + \frac{z_2}{z_1} k_2^- + \frac{z_1}{z_2} k_3^- \end{pmatrix}. \quad (27)$$

Again, the leading eigenvalue of $L(z_1, z_2)$, called $\Theta(z_1, z_2)$, allows us to obtain the currents $J_1$ and $J_2$ and their diffusion coefficients $D_1$ and $D_2$.

Using these parameters, we can compute two Fano factors $F_1$ and $F_2$, defined by $F_i = 2D_i/J_i$, where $i = 1, 2$. Similarly, we define the corresponding cost-fluctuations parameters $C\epsilon_i = F_i \Sigma/J_i$, which instead contain the total entropy production rate $\Sigma = A_1 J_1 + A_2 J_2$.

The error-cost parameters $C\epsilon_i$ are constrained by the uncertainty relation

$$C\epsilon_i^2 \geq \frac{1}{2} \coth \left( \frac{\bar{A}}{4} \right) \geq \max \left( 2, \frac{\bar{A}}{2} \right), \quad (28)$$

where $\bar{A}$ is the minimum of the two cycle affinities $A_1$ and $A_2$.

We have verified numerically this inequality in the left panel of Fig. 4, which was constructed by generating random transition rates for 5000 iterations and then evaluating the error-cost parameters and the two different cycle affinities $A_1$ and $A_2$ using the detailed balance conditions (24).

In this case where the affinities $A_1$ and $A_2$ differ, we observe that a bound of the form of Eq. (21) does not hold in general for the two Fano factors $F_i$ in terms of the affinities $A_i$ or $\bar{A}$. In contrast to that, the two Fano factors $F_i$ are always bound by $1/2$, which is the limit expected for unicyles with $N = 2$ states. This confirms that the bound in $1/N$ for the Fano factor — a central result in statistical kinetics — holds in general and is not just a consequence of the thermodynamic uncertainty relation.

In the particular case where the two affinities $A_1$ and $A_2$ are equal, then the bound of the form of Eq. (21) holds again for the two
Fig. 4. Left: Error-cost parameters $C_{\epsilon_i}^2$ as a function of the minimum $\bar{A}$ of the two different affinities $A_1$ and $A_2$ of the two cycles. The blue solid and black dashed line illustrate the bound of Eq. (28). Right: Fano factor $F_i$ as function of the single affinity $A = A_1 = A_2$. The blue solid and black dashed line illustrate the bound of Eq. (21). In both figures, red points represent $i = 1$ and green points $i = 2$.

Fano factors $F_i$ as shown in the right panel of Fig. 4. Thus, we have illustrated the bound for the error-cost parameter which is linked to the uncertainty relation, but importantly we find that no affinity-dependent bound of this type exists for the two Fano factors except in the particular case where all the cycles have the same affinity.

4. Bound on the Fluctuations of First-Passage Times

The Fano factor bounds derived above represent a general property of current fluctuations probed for a fixed observation time. It is also interesting to look at these results from a different point of view, which focuses instead on fluctuations of first-passage times to reach a threshold of time-integrated current.\textsuperscript{24}

In this section, we derive the corresponding relations for the examples we have studied above. We rely on the so-called renewal equation to analyze first-passage times for Markovian jump processes. This equation connects the propagator $p(n, t)$, i.e., the probability of being in $n$ at time $t$ given that one starts from 0 at time 0, to
the probability $F(n,t)$ to reach the state $n$ for the first time at time $t$ [36, p. 307]

$$p(n,t) = \delta_{n,0} \delta_{t,0} + \int_0^t d\tau F(n,\tau)p(0,t-\tau), \quad (29)$$

where one assumes that the initial state is at $n = 0$ and that the process is translation invariant. Taking the Laplace transform of this equation gives

$$\tilde{F}(n,s) = \frac{\tilde{p}(n,s)}{\tilde{p}(0,s)}, \quad (30)$$

with $\tilde{F}(n,s)$ (resp. $\tilde{p}(x,s)$) the Laplace transforms of $F(n,t)$ (resp. $p(n,t)$). Since $\tilde{F}(x,s)$ is the moment generating function of the first-passage time to reach $n$, which we now denote $T$, the first and second cumulants of $T$ are

$$\langle T \rangle = \left. -\frac{d}{ds} \ln \left( \tilde{F}(n,s) \right) \right|_{s=0},$$

$$\text{Var}(T) = \left. \frac{d^2}{ds^2} \ln \left( \tilde{F}(n,s) \right) \right|_{s=0}. \quad (31)$$

The connection between current fluctuations probed for a fixed observation time and first-passage times fluctuations goes in fact beyond the first and second moments. Indeed, let us evaluate the cumulant generating function of the first-passage time $T$

$$g(s) = \lim_{n \to \infty} \frac{1}{n} \ln \langle e^{-sT} \rangle = \lim_{n \to \infty} \frac{1}{n} \ln \tilde{F}(n,s). \quad (32)$$

One can then show that $g(s)$ is related to the cumulant generating function of the flux of $n$, which is the function we have denoted earlier by $\theta(s)$, by the following relation:

$$g(s) = \theta^{-1}(s). \quad (33)$$

### 4.1. Isomerization relation

Let us now verify these new relations, starting with the isomerization reaction. In this case, the equation obtained by Laplace transforming
the master equation Eq. (1) admits a solution of the form \( \tilde{p}_n(s) = N\lambda(s)^n \) when \( W^+ \geq W^- \) and \( n \geq 0 \), with

\[
\lambda(s) = \frac{s + W^+ + W^- - \sqrt{(s + W^+ + W^-)^2 - 4W^+W^-}}{2W^+}.
\] (34)

Using Eq. (30), one obtains \( \tilde{F}(n, s) = \lambda(s)^n \). Then with Eq. (31), one finds

\[
\langle T \rangle = \frac{n}{W^+ - W^-}, \quad \text{Var}(T) = \frac{n(W^+ + W^-)}{(W^+ - W^-)^3}.
\] (35)

We recall that the energy cost \( C \) is related to the entropy production rate \( \Sigma \) by \( C = t\Sigma = A J_t \), with the affinity \( A \) defined in Eq. (2) and the average current \( J \) defined in Eq. (6). Then, one obtains the uncertainty relation complementary to Eq. (9)

\[
\Sigma \frac{\text{Var}(T)}{\langle T \rangle} = A \coth \left( \frac{A}{2} \right) \geq 2.
\] (36)

This relation means that fluctuations in first-passage times can be reduced only at the price of an increase of dissipation. Note that fluctuations of first-passage times are not constrained by dissipation when \( W^+ \leq W^- \), because in this case the mean first-passage time is infinite.

The relation between the generating functions of first-passage time and current is also easily verified. Indeed, since \( \tilde{F}(n, s) = \lambda(s)^n \),

\[
g(s) = \ln \lambda(s).
\] (37)

Then, from the definition of the cumulant generating function of \( n \) introduced in Eq. (4), one finds

\[
s = \theta[\theta^{-1}(s)] = W^+ e^{\theta^{-1}(s)} + W^- e^{-\theta^{-1}(s)} - (W^+ + W^-),
\] (38)

therefore,

\[
\theta^{-1}(s) = \ln \left( \frac{s + W^+ + W^- - \sqrt{(s + W^- + W^+)^2 - 4W^-W^+}}{2W^+} \right).
\] (39)
which is clearly equivalent to plugging Eq. (34) into Eq. (37) in agreement with Eq. (33).

4.2. Michaelis–Menten reaction

The first-passage time uncertainty relation can be validated in an analogous way for the Michaelis–Menten reaction. We first need to determine \( \tilde{p}_{0/1, n}(n, s) \). This can be done by taking the Laplace transform of Eq. (12)

\[
(s + k_1^+ + k_2^-) \tilde{p}_{0, n} = k_1^- \tilde{p}_{1, n} + k_2^+ \tilde{p}_{1, n-1},
\]

\[
(s + k_1^- + k_2^+) \tilde{p}_{1, n} = k_1^+ \tilde{p}_{0, n} + k_2^- \tilde{p}_{0, n+1}.
\]

Along the lines of the isomerization reaction, we assume that \( \tilde{p}_{0/1, n}(s) = N_{0/1}(s) \), leading to

\[
\lambda(s) = \frac{s^2 + Ks + k^+ + k^- - \sqrt{(s^2 + Ks + k^+ + k^-)^2 - 4k^+k^-}}{2k^-},
\]

where we have introduced

\[
K = k_1^+ + k_2^+ + k_1^- + k_2^-,
\]

\[
k^- = k_1^- k_2^-,
\]

\[
k^+ = k_1^+ k_2^+\] (43)

to simplify notations. This again leads to the first two cumulants

\[
\langle T \rangle = \frac{Kn}{k^+ - k^-}, \quad \text{Var}(T) = \frac{(K^2(k^+ + k^-) - 2(k^+ - k^-)^2)n}{(k^+ - k^-)^3}.\] (44)

The thermodynamic uncertainty relation for first-passage times, as in Eq. (36), can now be verified easily.

As mentioned before, the cumulant generating function associated with the first-passage time is given by \( g(s) = \ln \lambda(s) \), where \( \lambda(s) \) is given by Eq. (42). One can invert this expression to determine the cumulant generating function \( \theta(\mu) \) associated with the number of produced particles

\[
\theta(s) = g^{-1}(s) = \frac{\sqrt{K^2 + 4(e^s - 1)(k^- - k^+e^{-s})} - K}{2}.
\] (45)
4.3. Misfolding reaction

As a final example, we shall now turn to the misfolding reaction. This reaction network can be decomposed into two independent fluxes: the production of \( B \) molecules and the production of \( C \) molecules. Let us focus on the first-passage time to produce \( n \) molecules of \( B \) type. This problem can be mapped on the Michaelis–Menten reaction: indeed \( B \) is produced from \( E^* \) at a rate \( k_1^+ \) and produces \( E^* \) at a rate \( k_2^- \). On the other hand, \( E^* \) is constructed from some other source (either \( A \) or \( C \)) at the rate \( k_1'^+ = k_1^+ + k_3^- \) and deconstructed at rate \( k_1'^- = k_1^- + k_3^+ \). Therefore, the system can be mapped onto a Michaelis–Menten system with \( k_1 \) replaced by \( k_1' \). One concludes that Eqs. (42–44) also hold for the misfolding reaction, with the appropriate change of rates. Using the expression for the entropy production rate \( \Sigma \) determined in Section 3 leads to the thermodynamic uncertainty relation in the form

\[
\Sigma \frac{\text{Var}(T)}{\langle T \rangle} \geq 2. \quad (46)
\]

5. Conclusion

In this chapter, we have illustrated a number of thermodynamic bounds for chemical kinetics and particularly for chemical cycles. In both unicyclic and multicyclic networks, we have confirmed the thermodynamic uncertainty relation which limits the precision that a chemical system can achieve for a given cost in terms of chemical dissipation. We have pointed out that only in unicyclic networks or in multicyclic networks subjected to a single affinity, there is a simple affinity-dependent bound. In contrast to that, there is always an affinity-independent bound for the Fano in terms of the inverse number of states, but this bound does not contain any trade-off.

Very recently, Gingrich and Horowitz reported a relation between the large deviation functions for currents and first-passage times in general Markov chains. They also made an interesting connection between the thermodynamic uncertainty relation and first-passage
time statistics. In this chapter, we have verified their result on our examples. In future work, we would like to explore this connection further, because it could be used in both ways: on the one hand, one could gain insights into currents fluctuations using results on first-passage time statistics, and on the other hand, one can understand better first-passage time statistics using large-deviation techniques, originally introduced for the analysis of current fluctuations in non-equilibrium systems.
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Quantitative studies of cell metabolism are often based on large chemical reaction network models. A steady-state approach is suited to analyze phenomena on the timescale of cell growth and circumvents the problem of incomplete experimental knowledge on kinetic laws and parameters, but it should be supported by a correct implementation of thermodynamic constraints. In this chapter, we review the latter aspect, highlighting its computational challenges and physical insights. The simple introduction of Gibbs inequalities avoids the presence of unfeasible loops allowing for correct timescale analysis, but leads to possibly non-convex feasible flux spaces whose exploration needs efficient algorithms. We briefly review the implementation of thermodynamics through variational principles in constraint-based models of metabolic networks.
1. Introduction

Because of its uniquely universal nature, thermodynamics has been linked to physiology from its very inception, both to rationalize observations and to elucidate fundamental limits to physiological functions. With the advent of genetics and molecular biology, the discovery of the molecular mechanisms underlying physiology became the primary challenge. However, as the molecular actors and their interactions were mapped out at increasingly fine resolution, the focus gradually shifted to understanding their system-level organization. And, perhaps unsurprisingly, it has become more and more clear that thermodynamic aspects are crucial for the emergent large-scale behavior of these systems. Currently, renewed interest has flourished around the thermodynamics of cellular processes, only this time with the possibility of relying on a host of data at various scales for quantitative analyses.

In no area of physiology is thermodynamic analysis more central than in metabolic network modeling. In brief, metabolic networks encode the set of chemical reactions that, in any cell, break down nutrients and harvest free energy to synthesize the macromolecular building blocks essential to life (amino acids, nucleotides, fatty acids, etc.) and, ultimately, biomass. Their structures can be inferred by combining gene–enzyme reaction associations with regulatory information and transcriptional data. The availability of detailed metabolic network reconstructions for a large number of organisms and cell types is, in our view, among the most significant successes that computational methods have reaped in biology to date.

Building reliable and predictive dynamical models of metabolism based on this information is however challenging, mainly due to our vastly incomplete knowledge about intracellular enzyme kinetics, transport mechanisms, and rate constants. On the other hand, non-equilibrium steady-state approaches appear to be more feasible. Such methods are perhaps best represented by the broad class of computational schemes known as “constraint-based models”.

From a physical viewpoint, such models should essentially rely on two “Kirchhoff-type” assumptions regarding (a) mass balance for...
chemical species (i.e., metabolic homeostasis) and (b) energy balance for reactions (i.e., thermodynamic feasibility of material fluxes). In the most basic setup, energy balance simply requires reaction fluxes at steady state to proceed downhill in free energy, in accordance with the second law of thermodynamics. Unfortunately, implementing this constraint in genome-scale models is drastically harder than enforcing the stationarity of metabolite concentrations. Inclusion of thermodynamic constraints is however essential not only to obtain physically viable flux patterns, but also to highlight timescales and turnover rates and to allow for the estimation of metabolite concentrations. Needless to say, the range of applications of such results, from biotechnology to pharmacology, would be enormous.

Our main goal here is to present this problem and its multiple ramifications, which span from basic biochemistry to some fundamental algorithmic challenges, under a statistical physics lens. We shall discuss what, in practice, makes it so hard to solve efficiently and review some of the alternative approaches that have been attempted. Finally, we will point to some recent developments that may hold some promising keys to finally unlock the puzzle of metabolic network thermodynamics at the genome scale.

2. Background

In the most simple setting, metabolism can be modeled in terms of the dynamics of the chemical compounds concentration levels. Upon assuming well-mixing and neglecting noise, we still have a large possibly nonlinear dynamical system whose parameters could be not known in their entirety. For a chemical reaction network in which $M$ metabolites participate in $N$ reactions with the stoichiometry encoded in a matrix $\mathbf{S} = \{S_{\mu i}\}$, the concentrations $c_\mu$ change in time according to mass-balance equations

$$\dot{\mathbf{c}} = \mathbf{S} \cdot \mathbf{v},$$

(1)

where a component of the vector $\mathbf{v}$, $v_i$, is the flux of the reaction $i$ that is in turn a (possibly unknown) function of the concentration levels
\(v_i(c)\) (and several other parameters, like enzyme copy number, etc). On the other hand, in order to analyze phenomena with timescales longer than diffusion and typical turnover times (like cell growth), it is possible to assume a steady state, i.e., a flux configuration satisfying

\[ S \cdot v = 0. \]  

In so-called constraint-based modeling, apart from mass balance, fluxes are bounded in certain ranges \(v_r \in [v_r^{\text{min}}, v_r^{\text{max}}]\) that take into account thermodynamic irreversibility, kinetic limits, and physiological constraints. The set of constraints

\[ S \cdot v = 0, \quad v_r \in [v_r^{\text{min}}, v_r^{\text{max}}] \]  

defines a convex closed set in the space of reaction fluxes: the polytope of feasible steady states. The productive capabilities of the network can be investigated computationally by maximizing suited linear objective functions in the aforementioned space, in particular the biomass growth itself (flux balance analysis, based on linear programming). On the other hand, more generic inference problems can be afforded quite efficiently with Monte Carlo methods given the convexity of the space. It should be noted that thermodynamics is implemented in a very simple way, i.e., by setting reaction reversibility, i.e., \(f_i \geq 0\) for some reactions. When flux bounds are not provided, it is customary to set them to an arbitrary large number, \(f_i \in [-C, C]\) (typically \(C = 10^3, 10^4\)), that, for a meaningful model, will not influence the results. On the other hand, a more rigorous yet simple approach consists in postulating that fluxes shall follow a free energy gradient. If \(f_i \neq 0\), then \(f_i \Delta G_i < 0\) (Gibbs inequality), where \(\Delta G_i\) is the free energy change of reaction \(i\). The \(\Delta G_i\)'s can be written as the difference between the chemical potentials \(g_\mu\) of products and substrates through the stoichiometric matrix.
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\[ \Delta G_i = \sum_\mu S_{i\mu} g_\mu. \]

In terms of chemical potentials, we thus have a system of linear inequalities

\[ \sum_\mu \xi_{i\mu} g_\mu > 0 \quad \forall i, \]

whose feasibility (existence of a solution \( g_\mu \)) is necessary for the thermodynamic feasibility of the flux configuration. Even in this basic approach, the addition of free energy variables (\( g_\mu \) and \( \Delta G_i \)) makes the problem nonlinear, in particular quadratic and possibly non-convex. On the other hand, upon conditioning on flux variables, we can get useful hints from duality theorems of the alternatives that characterize thermodynamic feasibility in terms of the unfeasibility of particular flux configurations. Specifically, according to the Gordan theorem, we have that system (4) has a feasible solution if and only if

\[ \sum_i S_{i\mu} k_i = 0 \quad k_i \geq 0 \quad \forall \mu \]

has no non-trivial solutions (unfeasible loops). Such a duality can be exploited in order to define efficient algorithms, as we discuss in the following section.

3. Relaxational Algorithms

Reconstruction of complete metabolic networks is becoming, thanks to new, modern, and accurate experiments, a possible option for many simple organisms. What is important in the present context is that this reconstruction needs to be compatible with thermodynamic principles, and that implementing thermodynamic requirements can help in an accurate reconstruction of the network. This is sometimes a difficult computational problem, and we describe here a useful algorithm to implement thermodynamic consistency and use this to help in (correct) network reconstruction.

In this way, we will gather information about Gibbs free energy and about their landscape, which will have to be compatible with
the selected vector of reaction directions. We use stoichiometric information via a constructive algorithm inspired by perceptron\textsuperscript{14} learning approach. In the method we use a preliminary reconstruction of the network structure to iteratively build up correlations between the chemical potentials of the chemical species, until we reach a thermodynamically consistent profile. The algorithm is nicely scalable, and it can allow the crucial result of guaranteeing the feasibility of flux configurations, or of identifying and removing unfeasible cycles. The algorithm can also be useful to get an estimate of reaction affinities, and it can be used to derive bounds for concentrations.

We consider the Gibbs energy at temperature $T$ and volume $V$

$$G \equiv E - PV - TS,$$

where $E$ is the internal energy of the systems, $P$ its pressure and $S$ the entropy. Let us call $\delta_i$ the direction of chemical reaction $i$: $\delta_i = \pm 1$, i.e., the reaction can proceed in the “forward” direction or in the reverse direction. If $\Delta G_i$ is the Gibbs energy difference induced by reaction $i$, one needs that $\delta_i \Delta G_i \leq 0 \forall i$ (the Gibbs energy cannot increase in the direction where the chemical reaction operates). Let us consider now the stoichiometric coefficients, that are $S_{\mu,j} < 0$ for substrates and $S_{\mu,j} > 0$ for products. Let us also define the vector $g \equiv \{g_\mu\}$ of the Gibbs energies per mole of species $\mu$. In terms of $g$, we have that $\Delta G_i = S^T_{j,\mu} g_\mu$. Now we can discuss the following problem. Given a set of reaction directions $\{\delta_i\}$ (that have been inferred in the first step of the procedure) determine, if it exists, $g$ such that

$$\Delta_i \equiv -\delta_i \sum_\alpha S_{j,\mu} g_\mu \geq 0 \forall i.$$  

(7)

For fixed $\delta_i$, the solution space is convex. Relaxation methods are a typical, and potentially effective choice, for solving a problem of this kind. If a solution does not exist, the reconstructed network is not consistent and it has, at best, to be cured.

To solve this problem, we have introduced\textsuperscript{13} an algorithm based on the so-called MinOver approach,\textsuperscript{14} which was originally developed for neural network learning. The algorithm starts from a configuration...
of the $g_\mu$, that is extracted under the probability distribution $P_0(g)$. $P_0$ is selected a priori after phenomenological considerations. All the experimental input to the algorithm is indeed in the choice of $P_0$. We assume the simple ansatz

$$P_0(g) = \prod_{\alpha=1}^{M} P_0^\mu(g),$$

where $P_0^\mu$ is uniform around the values estimated from experiments with a range also suggested from experimental data. We now generate a random vector under $P_0(g)$ and we compute the vector $\Delta = \{\Delta_i\}$ from 7. Let us call $i_0$ the index of the most broken constraint, i.e., let us set

$$i_0 = \arg \min_i \Delta_i.$$  

Now if $\Delta_{i_0} \geq 0$ $g$ is a thermodynamically consistent chemical potential, and solves our problem, we can accept it and exit, or look for more solutions (including the one already found) by restarting the algorithm from a different seed. If instead $\Delta_{i_0} < 0$, we do not have a solution and we update $g$ by setting

$$g \rightarrow g - \lambda \delta_{i_0} S_{i_0},$$

with $\lambda$ an appropriate constant. One iterates till convergence, that is guaranteed (maybe after a very long, unpractical time) if a solution exists.

If the problem has no solutions, the assignment of the directions is not consistent. This happens if and only if there is at least one unfeasible loop. The main problem at this point is that it is not easy to find a loop that can be, in principle, also very long. We can phrase better the problem by saying that there is an unfeasible loop if there is a set $I$ of reactions such that a set of positive constants $k_i > 0$ exists such that

$$\sum_{i \in I} k_i \delta_i S_{\mu,i} = 0 \forall \mu.$$
If there is a loop, the algorithm does not converge, since the least satisfied constraint rotates on the loop and does not get fixed. If this is happening, we can start from our algorithm to localize and kill not too long loops in the following way. After discarding the first part of the iteration steps (where we typically are in a transient region) we start storing the values of \( i_0(t) \) (where \( t \) labels the iterations of the procedure), i.e., the value of the most broken constraint at iteration \( t \) of the MinOver procedure. Now we look among the reactions appearing in the set of the \( \{i_0(t)\} \) for \( t > \tilde{T} \), where we can vary the minimum iteration \( \tilde{T} \), and we search for loops of length \( L \), starting from \( L = 3 \), and increasing it if needed. When we find a loop, we change one of the directions and try the MinOver procedure again. The loops in the dual space can be searched exhaustively or with aid of Monte Carlo methods.\(^{15}\)

The possibility of improving the reconstruction of a network, making it compatible with thermodynamical basic principles, is important, and our algorithm helps in this direction.

4. Flux Scales

It is interesting to note that scales analysis in metabolic networks need implementation of thermodynamics constraints beyond reversibility assignment. This leads to a geometrically more complex picture of the flux space, but its lack leads possibly to wrong conclusions. Previous work on sampling the flux space seemed to show scale free distributions,\(^ {16}\) in contradiction with the existence of physical limiting factors, e.g., resources availability\(^ {17}\) or maximum ribosome elongation rate.\(^ {18}\) As we stressed in the background, models of metabolic networks come with arbitrary bounds on the fluxes, upon which the solution space could depend, in turn hampering scaling analysis, in particular in presence of the aforementioned unfeasible loops. Suppose in fact that \( f_{i,0} \) is a feasible state and \( k_i \) is a solution of (5), the line \( f_i(L) = f_{i,0} + k_i s_i L \) verifies the steady-state mass balance constraints by construction and it will be inside the polytope till \( L \) possibly reaches the arbitrary bounds. A simple illustration is
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Fig. 1. A simple three reaction network and its stationary flux space \((x, u)\), \(u \in [-1, 1]\) and \(x \in [-3, 3]\): thermodynamics constraints impose \(ux \geq 0\) \(|x| \leq |u|\).

depicted in Fig. 1: \(A\) is injected with rate \(u\), it can be transformed either in \(B\) and subsequently in \(C\) with rate \(x\) or directly in \(C\) with rate \(u - x\), that is consumed with rate \(u\). (if \(u < 0\), \(C\) is injected and \(A\) consumed). The variable \(x\) is unbounded unless closed loops are forbidden, leading to the nonlinear constraints \(ux \geq 0\), \(|x| \leq |u|\). In general, thermodynamics forbids the orthants in the flux space that include closed loops: the remaining feasible space is not convex anymore (see Fig. 1), but its scales now reflect true physical constraints.
These issues have been studied in a genome scale metabolic network model, specifically the typical steady states of the *E. coli* metabolic network iJR904\(^1\) in a glucose limited minimal medium in aerobic conditions.\(^2\) Flux configurations have been uniformly sampled and corrected from unfeasible loops with the methods described in the previous section. Results for the distribution of flux intensities \(|f_i|\) are shown in Fig. 2, before and after correcting for unfeasible loops. The long tail corresponding to the uniform sampling depends on the arbitrary constant fixed for flux bounds. After thermodynamic correction, the flux intensity distribution has a cut-off that scales simply with the glucose input.\(^3\)

### 5. Enhanced Turnover

What is the overall turnover time of metabolism? This question receives useful hints from thermodynamic information even if the knowledge of reactions kinetics is lacking. In particular, fluctuation analysis upon application of the fluctuation theorem returns a faster picture of metabolism with respect to standard turnover estimates.\(^4\) In general and formally, relaxation times are calculated from a linear stability analysis of the steady states, but this requires detailed knowledge of reactions kinetics. On the other hand, if at least fluxes and concentrations are experimentally known, it is possible to calculate the metabolites turnover times \(\tau\), i.e., the ratio between the concentration \(c\) and the net flux of production \(P\) (or equivalently consumption \(D\), given the steady state), schematically

\[
\dot{c} = P - D = 0, \quad \tau = \frac{c}{P}, \tag{11}
\]

where, e.g., the flux \(P\) can be calculated from the network and the flux configuration for a given metabolite \(\mu\) (\(\theta\) is the Heaviside step function)

\[
P_\mu = \sum_i \theta(S_{i\mu}v_i)S_{i\mu}v_i, \tag{12}
\]
Table 1. Turnover times of selected compounds in *E. coli* metabolism simulated for a genome scale model in aerobic glucose limited minimal environment, from net fluxes and corrected for fluctuations.

<table>
<thead>
<tr>
<th>Metabolic compound</th>
<th>Turnover time estimated from net flux (s)</th>
<th>Turnover time corrected for fluctuations (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATP</td>
<td>2.0 ± 0.1</td>
<td>0.4 ± 0.2</td>
</tr>
<tr>
<td>ADP</td>
<td>0.120 ± 0.005</td>
<td>0.02 ± 0.01</td>
</tr>
<tr>
<td>AMP</td>
<td>0.5 ± 0.1</td>
<td>0.11 ± 0.06</td>
</tr>
<tr>
<td>NAD</td>
<td>1.1 ± 0.1</td>
<td>0.3 ± 0.1</td>
</tr>
<tr>
<td>NADH</td>
<td>3.5 ± 0.2 · 10^{-2}</td>
<td>1.0 ± 0.4 · 10^{-2}</td>
</tr>
<tr>
<td>NADPH</td>
<td>1.6 ± 0.2 · 10^{-3}</td>
<td>2 ± 1 · 10^{-4}</td>
</tr>
<tr>
<td>Glutamate</td>
<td>9 ± 1 · 10^{-2}</td>
<td>2 ± 1 · 10^{-2}</td>
</tr>
<tr>
<td>3-Phosphoglycerate</td>
<td>2.0 ± 0.2</td>
<td>0.12 ± 0.6</td>
</tr>
</tbody>
</table>

Such turnover time is the typical time it takes to fully replenish a given metabolic pool. On the other hand, net fluxes result from the difference between forward and backward contributions $\nu = \nu^+ - \nu^-$, and the latter can be estimated by the fluctuation theorem if the free energy $\Delta G$ change is known

$$\frac{\nu^+}{\nu^-} = e^{-\Delta G/RT}. \quad (13)$$

Upon taking into account the backward contribution, the turnover time can be shorter, i.e., schematically

$$\dot{c} = (P^+ + D^-) - (D^+ + P^-) = 0,$$

$$\tau = \frac{c}{P^+ + D^-}. \quad (14)$$

For instance, consider Glucose-6-phosphate in the human red blood cell. This is produced by the Hexokinase enzyme ($\Delta G_1 \simeq -29$ KJ/mol), and consumed by the phosphoglucoisomerase enzyme ($\Delta G_2 \simeq -2.9$ KJ/mol). At $RT = 2.5$ KJ/mol, the turnover time $\tau_0$ estimated only from net fluxes overestimates the one $\tau$ that takes into account backward contribution by a factor

$$\frac{\tau_0 - \tau}{\tau} \simeq \frac{1}{e^{-\Delta G_2/RT} - 1} \simeq 45%. \quad (15)$$
Such analysis has been performed for the genome scale *E. coli* metabolic network iJR904\(^{19}\) in a glucose limited minimal medium in aerobic conditions,\(^{21}\) returning a faster picture of intermediate metabolism, that we summarize in Table 1, reporting the turnover times estimate from net and total fluxes of the metabolites ruling the energetics of the network.

### 6. Variational Principles

An alternative route to implementing thermodynamic feasibility at network scale consists in devising global variational principles ensuring that optimal mass-balanced flux patterns are void of cycles. The simplest such principle is perhaps given by the minimization of the total flux

\[
Q(v) = \frac{1}{N} \sum_{i=1}^{N} v_i^2, \tag{16}
\]

where it is understood that flux vectors \(v = \{v_i\}\) satisfy the mass balance conditions \(Sv = 0\) with predefined ranges of variability for fluxes (as well as the additional constraints that may be required on a case-by-case basis). An argument proving that \(Q\) is minimum for flux configurations that are thermodynamically viable (assuming such configurations exist for the network under study) is as follows. Consider a mass-balanced flux configuration \(v\) and assume it contains an infeasible cycle. Such a cycle must be described by a non-zero solution \(k\) to the system

\[
\sum_i \Omega_i^\mu k_i = 0, \tag{17}
\]

where \(\Omega_i^\mu = -v_i S_i^\mu\). Now consider the flux configuration \(w\) defined by

\[
w_i = v_i + \alpha k_i v_i, \tag{18}
\]
with \( \alpha \) a constant. Clearly, if \( \mathbf{v} \) is mass-balanced, so is \( \mathbf{w} \). However, \( Q(\mathbf{v}) > Q(\mathbf{w}) \) provided \( \alpha \) is such that \( \frac{\partial Q(\mathbf{w})}{\partial \alpha} = 0 \). In particular, one finds

\[
Q(\mathbf{v}) = Q(\mathbf{w}) + \frac{\left( \sum_i k_i v_i^2 \right)^2}{\sum_i k_i^2 v_i^2}.
\]

In other terms, given a thermodynamically infeasible mass-balanced flux configuration, it is always possible to construct another mass-balanced flux configuration whose total flux is lower. In turn, the resulting flux pattern has to be thermodynamically feasible when \( Q \) is minimized.

This idea, originally put forward in Ref. 22, has been applied in various computational schemes for genome-scale metabolism, such as pFBA (parsimonious Flux Balance Analysis), CycleFreeFlux, the global method to remove infeasible cycles from NESS flux configurations introduced in Ref. 15. Clearly, it is useful in practice whenever one is interested in finding a single feasible flux pattern as long as the minimum of \( Q \) lies within the solution space defined by mass balance constraints. A more integrative principle has been proposed in Ref. 25. It is most easily expressed by distinguishing forward (\( F \)) and reverse (\( R \)) directions for each flux, so that the net flux \( v_i \) can be written as \( v_i = v_{i,F} - v_{i,R} \) (with \( v_{i,F} \geq 0 \) and \( v_{i,R} \geq 0 \)), as well as exchange fluxes corresponding to sources or sinks of the reaction network (\( v_{i,E} \)). In brief, it states that the triplet \((\mathbf{v}_F, \mathbf{v}_R, \mathbf{v}_E)\) satisfies a Flux Balance Analysis-like problem (i.e., is mass balanced and maximizes a given linear objective function) thermodynamically, provided it minimizes the functional

\[
\mathcal{F}(\mathbf{v}_F, \mathbf{v}_R) = \mathbf{v}_F \cdot \left[ \log(\mathbf{v}_F + \mathbf{c} - \mathbf{1}) \right] + \mathbf{v}_R \cdot \left[ \log(\mathbf{v}_R + \mathbf{c} - \mathbf{1}) \right],
\]

subject to

\[
\mathbf{S}_I(\mathbf{v}_F - \mathbf{v}_R) + \mathbf{S}_E \mathbf{v}_E = \mathbf{0},
\]

where \( \mathbf{S}_I \) and \( \mathbf{S}_E \) stand for the intracellular and exchange parts of the stoichiometric matrix, \( \mathbf{c} \) is a generic vector in \( \mathbb{R}^N \) and \( \mathbf{1} \) is the
vector with all entries equal to 1. In other terms, if $v^*_E$ is the vector of optimal exchange fluxes for the solution of an FBA problem, one can obtain a thermodynamically viable solution to the same FBA problem by minimizing $F$. Importantly, the vector $g$ of chemical potentials are related to the vector $\lambda$ of Lagrange multipliers enforcing (21) by

$$g = -2RT\lambda. \quad (22)$$

This result follows from standard convex analysis (see Ref. 25 for details) and benefits from the standard conceptual and computational advantages of convex optimization problems with linear constraints (uniqueness of solution, efficient computational implementation). In addition, it is fully generic, in the sense that each thermodynamically viable mass-balanced flux vector must minimize $F$ for a certain choice of $c$. It therefore provides a rather transparent description of thermodynamic feasibility (as far as optimality is concerned). On the other hand, the existence of a free parameter constitutes a limitation, at least in part. The most serious drawback, in our view, however, derives from the fact that the above formulation does not allow to account for explicit constraints on net fluxes (as discussed in Ref. 25).

Thermodynamic arguments have also inspired different types of variational principles that effectively extend the reach of flux-based models by allowing to account for concentrations. For instance, in Ref. 26, feasible NESS are assumed to minimize the function

$$H = \sum_{\mu \in \text{Ext}} \frac{(u^\mu)^2}{c_{\mu}^{\text{ext}}} \quad (23)$$

over exchange fluxes $u$ and intracellular fluxes $v$, subject to

$$Sv = u \quad (24)$$

and with prescribed bounds of the form $u^\mu \in [u_{\mu\text{min}}, u_{\mu\text{max}}]$ and $v_i \in [v_{i\text{min}}, v_{i\text{max}}]$ for each extracellular compound $\mu$ and each intracellular reaction $i$. The explicit dependence of $H$ on external
concentrations (considered as fixed parameters) makes it possible to use the above principle to infer intracellular reaction rates given the levels of a set of extracellular metabolites. On the other hand, the minimization of (23) does not ensure that the resulting flux pattern is thermodynamically viable, unless in specific cases. The reader is referred to Ref. 27 for details.

7. Conclusions

Integrating thermodynamics with genome-scale biochemical reconstructions is perhaps the central theoretical open challenge of metabolic network modeling. Basically, two classes of approaches are currently being attempted that can mutually benefit from each other. On the one hand, novel empirical data and biochemical methods are employed to estimate more accurate standard-free energies for reactions and chemical potentials for metabolites. Superscript 28,29 Having better estimates of such quantities is crucial, especially if they cover a larger part of the reactome and of the metabolome than the ones currently available. On the other hand, optimization principles based on different physico-chemical arguments can be used to obtain approximate (but genome-scale) estimates, whose accuracy depends on the prior biochemical information as well as on the underlying assumptions. The key issue to be faced here is computational, relating both to the scalability of the algorithms required for the study of genome-scale networks and to the fact that thermodynamics may require the study of non-convex optimization problems. At the same time, ongoing work is uncovering how thermodynamics constrains flux patterns at steady state starting from the kinetics of individual enzymes, with results which suggest that the problem of computing thermodynamic potentials described here might have to be modified as more is known about individual reaction mechanisms, at least to some degree. Superscript 30 In this respect, it is the convergence of novel statistical physics, Superscript 31–34 biochemical and algorithmic ideas that will likely provide the tools to effectively tackle this challenge.
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All living systems can function only far away from equilibrium, and for this reason chemical kinetic methods are critically important for uncovering the mechanisms of biological processes. Here we present a new theoretical method of investigating dynamics of protein–DNA interactions, which govern all major biological processes. It is based on a first-passage analysis of biochemical and biophysical transitions, and it provides a fully analytic description of the processes. Our approach is explained for the case of a single protein searching for a specific binding site on DNA. In addition, the application of the method to investigations of the effect of DNA sequence heterogeneity and the role of multiple targets and traps in the protein search dynamics are discussed.
1. Introduction

One of the most striking features of living systems is their dynamic nature.\textsuperscript{1,2} Biological processes involve time-dependent fluxes of energy and materials, which makes them strongly deviate from the equilibrium. This implies that concepts of equilibrium thermodynamics have limited applications for biological systems, while the role of chemical kinetic methods that study the dynamical transformations is significant.\textsuperscript{3} In this chapter, we present a new theoretical method of investigating the complex mechanisms of chemical and biological phenomena, which is based on explicit calculations of dynamic properties via a first-passage analysis. The first-passage ideas have been already widely utilized in studies of various processes in chemistry, physics, and biology.\textsuperscript{4,5} Our method employs these ideas in developing a discrete-state stochastic framework for analyzing the dynamics of protein–DNA interactions.

It is known that many biological processes start when protein molecules bind to specific target sequences on DNA to initiate cascades of biochemical reactions.\textsuperscript{1,2} This fundamental aspect of protein–DNA interactions has been studied extensively by various experimental and theoretical methods.\textsuperscript{6–8} Although a significant progress in understanding the protein search phenomena has been achieved, the detailed molecular mechanisms remain not well clarified. Furthermore, there are extensive theoretical discussions on how to explain the fast dynamics of the protein search for the targets on DNA, which is also known as a facilitated diffusion.\textsuperscript{8}

A large amount of experimental observations, coming mostly from the single-molecule measurements, suggests that the protein search is a complex dynamic phenomenon which combines 3D (in the bulk solution) and 1D (on DNA) motions.\textsuperscript{6–8} But the most paradoxical observation is that the protein molecules spend most of the search time (≥90–99%) on the DNA chain where they diffuse very slowly, and they still find the targets very fast, in some cases faster than the bulk diffusion would allow.\textsuperscript{6–8} Several theoretical ideas discussing the role of lowering of dimensionality, electrostatic effects,
correlations between 3D and 1D motions, conformational transitions, bending fluctuations, and hydrodynamics effects have been proposed. However, the analysis shows that none of these mechanisms can fully explain the facilitated diffusion. To investigate the mechanisms of protein–DNA interactions, we developed a discrete-state stochastic framework to take into account the most relevant chemical states and transitions in the system. The application of first-passage approach allows us to explicitly evaluate the dynamic properties and to clarify several important molecular aspects of protein–DNA interactions.

2. Discrete-State Stochastic Model of Protein Search for the Specific Target on DNA

To explain our method in detail, let us consider a simple model where one protein molecule diffuses through the bulk solution around the DNA molecule with occasional non-specific bindings to DNA (when the scanning along the chain is taking place) until the specific target site is located, as shown in Fig. 1. In the discrete-state model the
DNA chain has $L$ binding sites, and one of them at the position $m$ is the target for the protein molecule. Because the diffusion of the proteins in the bulk is very fast, all solutions states for the protein are combined into one state that we label as a state 0: see Fig. 1. It is assumed then that from the bulk solution the protein can bind with equal probability to any site on DNA, and the total association rate to DNA is equal to $k_{on}$, while the dissociation rate from DNA is $k_{off}$. The non-specifically bound proteins can diffuse along the DNA contour with a rate $u$ (see Fig. 1).

Since the search process ends as soon as the protein molecule arrives to the specific site for the first time, we introduce a function $F_n(t)$, which is defined a probability density function of reaching the site $m$ (target site) at time $t$ if at $t = 0$ the protein started in the state $n$ ($n = 0$ is the bulk solution, and $n = 1, \ldots, L$ are protein–DNA bound states). This function is also known as a first-passage probability density function.$^4,^5$ To determine these first-passage probabilities, we utilize backward master equations that describe the temporal evolution of these quantities.$^4,^5,^9$

\[
\frac{dF_n(t)}{dt} = u[F_{n+1}(t) + F_{n-1}(t)] + k_{off}F_0(t) - (2u + k_{off})F_n(t),
\]

for $2 \leq n \leq L - 1$, while at the boundaries ($n = 1$ or $n = L$) we have

\[
\frac{dF_1(t)}{dt} = uF_2(t) + k_{off}F_0(t) - (u + k_{off})F_1(t),
\]

and

\[
\frac{dF_L(t)}{dt} = uF_{L-1}(t) + k_{off}F_0(t) - (u + k_{off})F_L(t).
\]

For the state $n = 0$, the backward master equation is

\[
\frac{dF_0(t)}{dt} = \frac{k_{on}}{L} \sum_{n=1}^{L} F_n(t) - k_{on}F_0(t).
\]

In the last equation, we used the fact that the rate to bind to any site on DNA is $k_{on}/L$, while the total association rate to DNA is $k_{on}$. In addition, the initial conditions require that $F_m(t) = \delta(t)$ and $F_{n \neq m}(t = 0) = 0$. 
It is important to explain the physical meaning of the backward master equations because they differ from classical forward master equations widely employed in chemical kinetics. All trajectories that start at the state \( n \) and end the target at the state \( m \) can be divided into several groups. For example, for \( 2 \leq n \leq L \), all trajectories starting at \( n \) will go to the state \( n - 1, n + 1 \), or to the state 0 in the next time step, and the fraction of those trajectories is given by \( u/(2u + k_{\text{off}}) \), \( u/(2u + k_{\text{off}}) \), and \( k_{\text{off}}/(2u + k_{\text{off}}) \), respectively.

Equation (1) describes this partition of the trajectories in a time-dependent manner. Thus, the backward master equations reflect the temporal evolution of the first-passage probabilities.

The most convenient way to analyze the dynamics in the system is to use Laplace representations of the first-passage probability functions, \( \hat{F}_n(s) = \int_0^\infty e^{-st}F_n(t)dt \). Then, Equations (1), (2), (3), and (4) can be written as simpler algebraic expressions:

\[
\begin{align*}
(s + 2u + k_{\text{off}})\hat{F}_n(s) &= u \left[ \hat{F}_{n+1}(s) + \hat{F}_{n-1}(s) \right] + k_{\text{off}}\hat{F}_0(s), \\
(s + u + k_{\text{off}})\hat{F}_1(s) &= u\hat{F}_2(s) + k_{\text{off}}\hat{F}_0(s), \\
(s + u + k_{\text{off}})\hat{F}_L(s) &= u\hat{F}_{L-1}(s) + k_{\text{off}}\hat{F}_0(s), \\
(s + k_{\text{on}})\hat{F}_0(s) &= \frac{k_{\text{on}}}{L} \sum_{n=1}^{L} \hat{F}_n(s).
\end{align*}
\]

In addition, we have \( \hat{F}_m(s) = 1 \). These equations are solved assuming that the general form of the solution is \( \hat{F}_n(s) = A y^n + B \), where the unknown coefficients \( A \), \( y \), and \( B \) are determined from the initial and boundary conditions. One could argue that the target site \( m \) divides the DNA molecule into two homogeneous segments (1 \( \leq n \leq m \) and \( m \leq n \leq L \)), at which these parameters should have different values. It was shown that this approach leads to explicit expressions for the first-passage probability functions. Specifically, one obtains

\[
\hat{F}_0(s) = \frac{k_{\text{on}}(k_{\text{off}} + s)S_1(s)}{Ls(k_{\text{off}} + k_{\text{on}} + s) + k_{\text{off}}k_{\text{on}}S_1(s)}.
\]
with an auxiliary function $S_1(s)$ defined as
\[
S_1(s) = \frac{y(1+y)(y^{-L} - y^L)}{1-y(y^{1-m} + y^m)(y^{m-L} + y^{1+L-m})},
\]
and with the parameters $y$ and $B$ given by
\[
y = \frac{s + 2u + k_{\text{off}} - \sqrt{(s + 2u + k_{\text{off}})^2 - 4u^2}}{2u},
\]
\[
B = \frac{k_{\text{off}} \tilde{F}_0(s)}{(k_{\text{off}} + s)}.
\]

Explicit expressions for the first-passage probabilities provide a full dynamic description of the protein search processes. For example, the mean search time from the bulk solution, which is inversely proportional to the chemical association rate for the specific target site, can be found from
\[
T_0 \equiv -\frac{\partial \tilde{F}_0(s)}{\partial s} \bigg|_{s=0} = \frac{1}{k_{\text{on}}} \frac{L}{S_1(0)} + \frac{1}{k_{\text{off}}} \frac{L - S_1(0)}{S_1(0)}.
\]

This result has a clear physical meaning. Here the parameter $S_1(0)$ describes the average number of sites that the protein molecule scans during each visit to DNA while searching for a single specific site. Then, on average, to find the target the protein must make $L/S_1(0)$ visits to DNA. Each visit, on average, lasts $1/k_{\text{on}}$ while the protein scans for the target diffusing along the DNA chain. The protein also makes $L/S_1(0) - 1$ dissociations back into the solution. The number of dissociation events is smaller by one than the number of association events because the last binding to DNA leads to finding the specific site.

The results of our calculations for the mean search times are presented in Fig. 2. Three dynamic search regimes are predicted depending on the values of kinetic parameters. If the protein molecule has a strong affinity to bind non-specifically the the DNA molecule (small $k_{\text{off}}$), then there will be only one searching cycle. After binding to DNA the protein will not dissociate until it finds the target. In this case, the mean search time scales $\sim L^2$ because the DNA-bound protein does a simple unbiased random walk. We call this dynamic phase
Fig. 2. Average times to find the target on DNA for the protein molecule starting from the solution as a function of the scanning length $\lambda = \sqrt{u/k_{\text{off}}}$. The parameters are $L = 10^3$ bp, $u = k_{\text{on}} = 10^5$ s$^{-1}$, and $m = L/2$. The transition rate $k_{\text{off}}$ is varied to change $\lambda$.

a random walk regime. In the opposite limit of weak attractions between DNA and protein molecules (large $k_{\text{off}}$), the protein can bind to DNA but it cannot slide. So that the scanning length is of order of 1, and the protein makes $L$ searching cycles ($T_0 \sim L$). This dynamic regime is called a jumping regime. The most interesting behavior is observed for intermediate interactions, which we label as a sliding regime. Here the scanning lengths are larger than one but smaller than the length of DNA $L$, and the number of searching cycles is also proportional to $L$. But in this regime the system can reach the most optimal dynamic behavior with the smallest search time. This search facilitation is achieved due to the fact that the fluxes to the target are coming from both the bulk solution and from the DNA chain.

3. Multiple Targets and Traps

The advantage of our method is the ability to extend and generalize it to more complex situations that can better describe the real biological systems. Let us present several examples to illustrate this.
In eukaryotic cells there are multiple target sites on accessible DNA fragments, which raises a question how long does it take for a protein to find any specific binding site on DNA. It has been argued that the mean search time in this system might not decrease proportionally to the number of targets, as one would naively expect, due to the complex mechanism of the search that involves both 3D and 1D motions. So we extended our discrete-state stochastic framework to consider a model with multiple targets as presented in Fig. 3. To describe the search dynamics in this system, we again introduce a first-passage probability function $F_n(t)$ of finding any of the target at time $t$ if the process started at $t = 0$ at the site $n$. Solving the corresponding backward master equations leads to the explicit expression for the mean search time for any number of targets,

$$T_0 = \frac{1}{k_{on}} \frac{L}{S_i(0)} + \frac{1}{k_{off}} \frac{L - S_i(0)}{S_i(0)},$$

(14)

with the function $S_i(0)$ describing the average number of scanned sites on DNA with $i$ targets. This formula clearly is a generalization of Eq. (13) when there is only one target ($i = 1$). Specific expressions for $S_i(0)$ for various numbers of randomly distributed targets have
been obtained.\textsuperscript{10} For example, for $i = 2$ it was shown that

\[ S_2 = \frac{(1 + y)[2(1 - y^{2L+m_1-m_2}) + (1 - y^{m_2-m_1})(y^{2m_1-1} + y^{1+2(L-m_2)})]}{(1 - y)(1 + y^{2m_1-1})(1 + y^{1+2(L-m_2)})(1 + y^{m_2-m_1})}, \]

\hfill (15)

where the parameter $y$ is given in Eq. 11.

The results of explicit calculations for the mean search times are presented in Fig. 4. The presence of multiple targets does not affect the overall dynamic phase diagram: three search regimes are observed depending on the size of the scanning length and the size of the DNA segment, and in most cases the search is faster. However, increasing the number of specific sites might not always accelerate the search. To quantify this effect, we introduced an acceleration parameter, $a_n = T_0(n)/T_0(1)$, where $T_0(n)$ is the mean search for the system with $n$ targets. This ratio gives a numerical value of how faster the search in the presence of $n$ targets in comparison with a single-target system. It is interesting to analyze the results given in Fig. 5. One can see that there is a range of parameters when, surprisingly, the search dynamics in the system with two targets can be slower than the dynamics in the system with one target. This happens in the effectively 1D search regime when the single target is located in the middle of the DNA chain, while two targets are close to each other and located near one of the ends of the DNA segment. Our theoretical analysis predicts that the degree of acceleration due to the presence of multiple targets depends on the nature of the dynamic search phase and on the location of the specific sites.\textsuperscript{10}

Another important factor in the protein search is the existence of DNA sequences that have chemical compositions similar to the specific targets. Because the protein molecule can be trapped in these sites, the dynamics might be strongly affected. To analyze this effect, we extended the original model to include the possibility of traps, assuming that associations to these semi-specific sites are irreversible.\textsuperscript{11} This assumption is reasonable because the search times
Fig. 4. Dynamic phase diagrams for the protein search on DNA with one target at the position $m$, with two targets at the positions $m_1$ and $m_2$ and with the target and the trap at the positions $m_1$ and $m_2$. Parameters used for calculations are: $k_{on} = u = 10^5 \text{ s}^{-1}$ and $L = 10,000$. (a) $m = L/2$, $m_1 = L/4$, and $m_2 = 3L/4$, (b) $m = L/4$, $m_1 = L/4$, and $m_2 = L/2$, and (c) $m = L/2$, $m_1 = L/2$, and $m_2 = L$. (Reproduced from Ref. 11 with the permission of AIP Publishing.)
in many systems are relatively short and the experimental observations also have limited duration times. Our first-passage method can be easily applied here, but we have to notice that only a fraction of trajectories will reach the target site. Then the main quantity of our calculations, the first-passage probability function $F_n(t)$, is now a conditional probability for the protein molecules not captured by the trap to find the target site.

Let us consider a system consisting of a single target at the site $m_1$ and a single trap at the site $m_2$ on the DNA molecule with $L$ sites.\(^{11}\) Solving the corresponding backward master equations yields the Laplace transform of the first-passage probability function to find the target if the protein starts from the bulk solution,\(^{11}\)

$$\tilde{F}_0(s) = \frac{k_{\text{on}}(k_{\text{off}} + s)S_0(s)}{Ls(k_{\text{off}} + k_{\text{on}} + s) + k_{\text{off}}k_{\text{on}}S_2(s)}. \quad (16)$$
with
\[ S_0(s) = \frac{(1 + y)(1 - y^{m_1 + m_2 - 1})}{(1 - y)(1 + y^{2m_1 - 1})(1 + y^{m_1 - m_2})} \quad (17) \]
and the parameters \( y \) and \( S_2 \) given in Eqs. (11) and (15), respectively. This allows us to evaluate all dynamic properties in the system. The probability to reach the target (the fraction of successful trajectories) is given by the so-called splitting probability function,
\[ \Pi = \overline{F_0(s = 0)} = \frac{S_0(0)}{S_2(0)}. \quad (18) \]
The mean search time, which is the conditional mean first-passage time to reach the target, can be estimated by averaging over the successful trajectories, producing
\[
T_0 \equiv -\frac{\partial \overline{F_0(s)}|_{s=0}}{\Pi} = \frac{1}{k_{on}} \frac{L}{S_2(0)} + \frac{1}{k_{off}} \frac{L - S_2(0)}{S_2(0)} + \Pi \frac{\partial}{\partial s} \left[ \frac{S_2(s)}{S_0(s)} \right]_{s=0}. \quad (19)
\]
It is interesting to note that the first two terms in this expression is exactly the mean search time for the system with two targets (at the sites \( m_1 \) and \( m_2 \)) as we discussed above,\(^{10}\) while the third term is a correction which accounts for the fact that the site at \( m_2 \) is a trap. The main reason for this is the observation that the sites \( m_1 \) and \( m_2 \) are special locations where all trajectories are end up in both systems, with two targets and with the target and the trap. For the two-target case the mean search times are averaged over all trajectories, while for the target and the trap system the mean search times are obtained only by considering the trajectories finishing at the target.\(^{11}\)

Theoretical calculations for dynamic properties of the protein search in the presence of traps are illustrated in Figs. 4 and 6. Again three dynamic search phases are predicted, but adding the trap generally facilitates the search dynamics: see Fig. 4. However, this acceleration (in comparison with the single-target system) is associated with lowering of the probability of reaching the specific target, as
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shown in Fig. 6. In addition, the search dynamics depends on the nature of the dynamic phase. The strongest effect is observed in the random-walk regime (because it has only one searching cycle) where the locations of the target and the trap strongly influence the search.

4. Sequence Heterogeneity

It is known that real DNA are heterogeneous polymer molecules consisting of several types of subunits, and the interactions between protein and DNA molecules depend on the DNA sequence at the interaction site. Obviously, this should affect the protein search dynamics because the diffusion rate for the non-specifically bound proteins must be position-dependent. Our theoretical framework is a convenient tool to investigate this problem.\(^{12}\)

To model the role of DNA sequence heterogeneity on protein search dynamics, we assume a simplified picture in which each monomer in DNA can be in one of two chemical species, A or B.\(^{12}\)
When the protein is bound to the subunit $A(B)$, it interacts with energy $\varepsilon_A(\varepsilon_B)$, and the difference between interaction energies is given by $\varepsilon = \varepsilon_A - \varepsilon_B \geq 0$. This means that the protein attracts stronger to the $B$ sites than to the $A$ sites. The protein molecule can diffuse along DNA with a rate $u_A \equiv u$ or $u_B = ue^{-\varepsilon}$, where $\varepsilon$ is measured in $k_BT$ units. In addition, we assume that, independently of the chemical nature of neighboring sites, sliding out of the sites $A$ is characterized by the rate $u_A$, while the diffusion out of the sites $B$ is given by $u_B$. From the solution the protein associates with any site $A$ or $B$ on DNA with the corresponding rates $k_{on}^A = k_{on}$ or $k_{on}^B = k_{on}e^{-\theta\varepsilon}$. Note that for convenience the on-rates defined here as the rates per unit site, in contrast to our definitions in the previous sections. Similarly, the dissociations from the DNA chain are described by the rates $k_{off}^A = k_{off}$ and $k_{off}^B = k_{off}e^{(\theta-1)\varepsilon}$. Here, the parameter $0 \leq \theta \leq 1$ specifies how the protein–DNA interaction energy is distributed between the association and dissociation transitions. The physical meaning of this parameter is that the protein molecule tends to bind faster and to dissociate slower from the stronger attracting sites $B$, as compared with weaker attracting $A$ sites. The parameter $\theta$ accounts for these effects. To quantify the role of sequence heterogeneity, we consider the DNA molecule with a fixed chemical composition (the fractions of $A$ and $B$ monomers are the same), but with different arrangements of subunits. Two limiting cases are specifically analyzed. One of them views the DNA molecule as two homogeneous segments of only $A$ and only $B$ subunits separated by the target in the middle of the chain. Another one is the DNA chain with the alternating $A$ and $B$ sites. The block copolymer has a more homogeneous sequence, while the alternating polymers are more heterogeneous. It is important to note that in both cases, the overall interaction between the protein and DNA is the same (because the overall chemical composition in both cases is identical), and thus our analysis probes only the effect of the heterogeneity.

Applying the first-passage approach to calculate the dynamic properties in this system leads to the explicit expressions for mean search times for all situations. For example, for the block copolymer
sequences, we obtain

\[ T_0 = \frac{k_{\text{off}} + k_{\text{on}} [(L/2 - P_A) + \epsilon \xi (L/2 - P_B)]}{k_{\text{on}}k_{\text{off}}(1 + P_A + e^{\theta \xi} P_B)}, \quad (20) \]

where

\[ P_i = \frac{x_i^{1-L/2} - x_i^{1+L/2}}{(1 - x_i)(x_i^{1+L/2} + x_i^{L/2})}, \quad (21) \]

\[ x_i = \frac{2u_i + k_{\text{off}}^{(i)}}{2u_i} - \sqrt{(2u_i + k_{\text{off}}^{(i)})^2 - 4u_i^2}, \quad (22) \]

for \( i = A \) or \( B \). The expressions for the mean search time for alternating sequences are more bulky and they can be found in Ref. 12. The results of our calculations are presented in Fig. 7 where the ratio of the mean search times for the block copolymer and alternating sequences are plotted.

Fig. 7. The ratio of the mean search times for the alternating DNA sequences and for the block copolymer DNA sequences as a function of the scanning length \( \lambda = \sqrt{u/k_{\text{off}}} \). Three different chemical compositions near the target (T) are distinguished, namely, ATA, ATB, BTB. The transition rates are \( u = 10^5 \text{ s}^{-1} \) and \( k_{\text{on}} = 0.1 \text{ s}^{-1} \). The DNA length is \( L = 1,000 \), the loading parameter is \( \theta = 0.5 \), and the energy difference of interactions for the protein with A and B sites is \( \epsilon = 5 k_B T \). (Reproduced from Ref. 12 with the permission of AIP Publishing.)
One can see that the effect of the sequence heterogeneity on protein search dynamics depends on the nature of the dynamic phase. In the jumping regime when the protein does not slide along the DNA contour ($\lambda < 1$, where the parameter $\lambda$ is proportional to the number of visited sites during each binding to DNA), the symmetry of the sequence does not play any role. This is because in this case, the process is taking place only via associations and dissociations (3D search), and the structure of the DNA chain is not important. The situation is different for the intermediate sliding regime (3D+1D search, $1 < \lambda < L$) where in most cases, the search on alternating sequences is faster. This can be explained by noticing that the search time in this dynamic phase is proportional to $L/\lambda$, which gives the average number of cycles before the protein can find the target. In the block copolymer sequence, the protein mostly comes to the target from the $B$ segment because of stronger interactions with these sites. In the alternating sequences, the protein can reach the target from both sides of DNA, and this lowers the overall search time. It can be shown analytically that the scanning length on the alternating segment is larger than the scanning length for the $B$ segment, i.e., $\lambda_{AB} > \lambda_B$.\textsuperscript{12} Then the search is faster for the alternating sequence because $L/\lambda_{AB} < L/\lambda_B$, i.e., the number of searching cycles is lower for the alternating sequences. The only deviation from this picture is found in $ATA$ sequences where for the small range of parameters the search is slower than in the block copolymer sequence. This effect can be explained by the fact that the protein does not sit at $A$ sites for the long time and it moves quickly away, effectively increasing the barrier to enter the target via DNA.\textsuperscript{12}

In the random-walk regime (1D search, $\lambda > L$), the effect of the sequence heterogeneity is even stronger: the protein molecule finds the specific binding site up to 2 times faster for more heterogeneous alternating DNA sequences. To understand this behavior, we note that in this case the mean first-passage time to reach the target is a sum of residence times on the DNA sites since the protein will not dissociate until the target is located. Because the target is in
the middle of the chain, the mean time to reach the target from the block copolymer sequence will be \( T_0 \simeq (L/4)\tau_B \), where \( \tau_B \) is the average residence time at any site B. The protein prefers to start the search at any position on the B segment with equal probability, i.e., the distance to the target varies from 0 to \( L/2 \). Then, the average starting position of the protein is \( L/4 \) sites away from the target. For the alternating sequences, the average distance to the target is approximately the same (\( L/4 \)), but the chemical composition of intermediate sites on the path to the target is different, yielding, \( T_0 \simeq (L/8)\tau_A + (L/8)\tau_B \) (\( \tau_A \) is the residence time on A sites).

The protein spends much less time on A subunits, and this leads to faster search for the alternating DNA sequences. For \( \tau_A \ll \tau_B \), this also explains the factor of 2 in the search speed. In this case, the B subunits can be viewed as effective traps that slow down the search dynamics. Thus, our theoretical calculations make surprising predictions that the sequence heterogeneity almost always accelerates the protein search for targets on DNA. And the stronger the contribution of 1D search modes, the stronger will be the effect of the sequence heterogeneity.

5. Other Problems

In addition to problems discussed above, we extended and generalized the first-passage method to a variety of problems associated with protein–DNA interactions. More specifically, the role of crowding on DNA during the protein search was explicitly investigated.\(^{13}\) It was found that the mobility of crowding agents (other DNA bound proteins) is a key factor affecting the facilitated diffusion: highly mobile crowders do not affect the search, while slow crowders inhibit the search dynamics. Similar analysis have been done for the protein search in the presence of static and dynamic obstacles (particles that occupy specific sites on DNA).\(^ {14}\) In this case, it was found that the key properties determining the search dynamics are size of...
the obstacle, the distance between the obstacles and the target, the dynamics of the obstacle and the nature of the dynamic search phase. We also analyzed the role of DNA looping for the target search by multisite proteins.\textsuperscript{15} In addition, the effect of protein conformational transitions on the target search has been also explored.\textsuperscript{16} Furthermore, we studied the surface-assisted dynamic processes by generalizing our method to 2D surfaces.\textsuperscript{17} It is also important to note that our theoretical method has been successfully applied for analyzing of several experimental observations, including the kinetic studies of inducible transcription factor Egr-1,\textsuperscript{18} the mechanism of the homology search by RecA protein filaments,\textsuperscript{19} and the dynamics of genome interrogation by CRISPS-Cas9 protein–RNA systems.\textsuperscript{20}

6. Conclusions

A new theoretical method to investigate the dynamics of protein–DNA interactions is presented. It utilizes a discrete-state stochastic framework where dynamic properties are explicitly evaluated using the first-passage approach. Our approach takes into account the most relevant biochemical states and transitions. Because of exact calculations, it allows us to clarify many features of the complex mechanisms in these biological systems. The method is also successfully applied for understanding various experimental results. Thus, our theoretical approach is a powerful tool in studying protein–DNA interactions. There are several directions that we are planning to follow in the future studies. They include the role of coupling between 1D, 2D, and 3D motions, the effect of crowding in the bulk solutions, heterogeneity of the transition rates, DNA topological effects, and many others.
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We discuss recent progress in the theoretical description of chemotaxis by coupling the diffusion equation of a chemical species to equations describing the motion of sensing microorganisms. In particular, we discuss models for autochemotaxis of a single microorganism which senses its own secretion, leading to phenomena such as self-localization and self-avoidance. For two heterogeneous particles, chemotactic coupling can lead to predator–prey behavior, including chase and escape phenomena, and to the formation of active molecules, where motility spontaneously emerges when the particles approach each other. We close this chapter with some remarks on the collective behavior of many particles where chemotactic coupling induces patterns involving clusters, spirals, or traveling waves.

1. Introduction

Chemotaxis plays a crucial role in the life of many microorganisms. It allows them to navigate toward food sources and away from toxins, but it is also used for signaling underlying self-organization.
in multicellular communities. Here, microorganisms sense the concentration of a chemical and adjust their motion to the chemical gradient: if the corresponding chemical signal is externally imposed and, say, a food source, microorganisms will try to move up the gradient towards the food source (“chemoattraction”, or “positive chemotaxis”). In the opposite case of a toxin, microorganisms migrate down the gradient (“chemorepulsion”, or “negative chemotaxis”).

Many microorganisms can produce the chemicals to which they respond themselves and use chemotaxis for signaling. Here, chemotactic behavior strongly couples to chemical kinetics, which is the main topic of the present book.

In this chapter, we review recent progress in the theoretical description of chemotaxis beyond present textbook knowledge. Modeling of chemotaxis concerns the coupling between the dynamics of the chemical described by the diffusion equation together with appropriate source and sink terms, and the motion of microorganisms. Therefore, we discuss the basic equations for the chemical diffusion and the motion of bacteria (or other microorganisms) which is coupled to the chemical field. We then proceed step by step from few to many bacteria, where the chemotactic response of a bacterium to chemicals produced by another one lead to chemical interactions, or signaling, among microorganisms.

The simplest case of a single bacterium (or “particle”) which senses its own secretion is discussed first. This case, also called autochemotaxis, is both of biological relevance and of fundamental importance as it may lead to effects such as self-localization. This in turn leads to dynamical scaling laws for the mean-square-displacement of the particle which are different from ordinary diffusion and are therefore of general interest. We then proceed to a two-particle predator and prey system governed by chemotactic sensing and finally discuss the general case of many (more than two) particles which probably play a key role for dynamical cluster formation and other patterns. Since chemotaxis allows microorganisms to navigate, and also allows to steer synthetic microswimmers, it is
linked to the rapidly expanding research field of active particles; for recent reviews, see Refs. 6–9.

2. Basics: Diffusion of Chemicals in Different Spatial Dimensions and Chemotactic Coupling

2.1. Diffusing chemicals around static (non-moving) point sources

To set a theoretical framework for chemotaxis, we first explore the kinetics of the chemical that constitutes the chemotactic signal. We start with the diffusion equation for a chemical concentration field \( c(\vec{r}, t) \) in solution with a point source emitting the chemical with a rate \( \lambda_e(t) \), which may generally depend on time, at fixed position \( \vec{r}_0 \)

\[
\frac{\partial c(\vec{r}, t)}{\partial t} = D_c \Delta c(\vec{r}, t) - \mu c(\vec{r}, t) + \lambda_e(t) \delta(\vec{r} - \vec{r}_0). \tag{1}
\]

Here, \( D_c \) is the diffusion coefficient of the chemical in solution. The chemical may also evaporate (or disappear) with a rate \( \mu \), e.g., due to another chemical reaction. In the following, we focus on constant emission rates. The diffusion equation (1) can be considered in \( d = 1, 2, 3 \) spatial dimensions, where \( d = 1 \) corresponds to an effective slab and \( d = 2 \) to an effective cylindrical geometry. Accordingly, \( \Delta \) denotes the Laplacian operator in \( d \) spatial dimensions. For an instantaneous onset of chemical emission at \( t = 0 \), i.e., \( \lambda_e(t) = \lambda_e \Theta(t) \), where \( \Theta(t) \) denotes the unit step function and \( \mu = 0 \), the solution of Eq. (1) is given in \( d \) dimensions by

\[
c(\vec{r}, t) = \lambda_e \int_0^t dt' \frac{1}{(4\pi D_c|t - t'|)^{d/2}} \exp\left(-\frac{(\vec{r} - \vec{r}_0)^2}{4D_c|t - t'|}\right). \tag{2}
\]

By substituting \( t' \rightarrow s := (\vec{r} - \vec{r}_0)^2/(4D_c|t - t'|) \), this expression can also be written in terms of the upper incomplete Gamma function

\[
\Gamma(a, b) = \int_0^b e^{-x}x^{a-1}dx,
\]

\[
c(\vec{r}, t) = \frac{\lambda|\vec{r} - \vec{r}_0|^{2-d}}{4\pi^{d/2}D_c} \Gamma\left(\frac{d}{2} - 2, \frac{(\vec{r} - \vec{r}_0)^2}{4D_c t}\right). \tag{3}
\]
Expression (2) can be generalized for $\mu \neq 0$ to

$$c(\vec{r}, t) = \lambda e \int_0^t \frac{1}{(4\pi D_c|t - t'|)^{3/2}} \exp \left( -\frac{(\vec{r} - \vec{r}_0)^2}{4D_c|t - t'|} - \mu|t - t'| \right) \, dt'. \tag{4}$$

In many cases, the dynamics of the chemical is fast compared to all other relevant time scales in a given system (e.g., the response time of a microorganism). In these cases, we are mainly interested in the chemical steady-state profile, corresponding to $\dot{c} = 0$ in Eq. (1). This steady-state problem is formally equivalent to screened electrostatics, or in other words, to linear Debye–Hückel theory of screening with an inverse screening length $\kappa$ now given by

$$\kappa = \sqrt{\frac{\mu}{D_c}}, \tag{5}$$

while without evaporation ($\mu = 0$) we have an analogy to the Poisson’s equation of ordinary (unscreened) electrostatics. Therefore, in various spatial dimensions the solutions $d$, for a localized initial state, are as follows:

(i) In $d = 1$, there is an “exponential orbital” around the secreting source fixed at the origin of the coordinate system such that for a spatial coordinate $x$, the concentration field is for $\mu > 0$

$$c(x) = \frac{\lambda e}{\sqrt{4\pi D_c\mu}} \exp(-\kappa|x|). \tag{6}$$

For $\mu = 0$, the steady-state solution becomes unphysical; in that case, the time-dependent solution does not converge to a steady state but increases forever.

(ii) For $d = 2$, there is a “Macdonald orbital”

$$c(r) = \frac{\lambda e}{D_c} K_0(\kappa r), \tag{7}$$

with $r$ denoting the radial distance in two dimensions from the source. Here, $K_0(x)$ is a Macdonald function (or modified Bessel function) (see e.g., Eq. (39) in$^{12}$). Like in $d = 1$, for $\mu = 0$ the
chemical density does not converge and the steady-state solution becomes unphysical.

(iii) Finally, for \( d = 3 \), there is a radial-symmetric Debye–Hückel (or Yukawa) orbital around the point source

\[
    c(r) = \frac{\lambda_e}{4\pi D_c r} \exp(-\kappa r),
\]

which reduces for \( \mu = 0 \) to the classical Coulomb solution

\[
    c(r) = \frac{\lambda_e}{4\pi D_c r},
\]

again with \( r \) denoting the radial distance from the point source.

### 2.2. Moving point sources

When the point source is moving with a constant velocity \( \vec{v} \), the general diffusion equation for constant emission rate is

\[
    \frac{\partial c(\vec{r}, t)}{\partial t} = D_c \Delta c(\vec{r}, t) - \mu c(\vec{r}, t) + \lambda_e \delta(\vec{r} - \vec{r}_0 - \vec{v}t).
\]

By a Galilean transformation from the laboratory frame into the moving particle frame, this equation can be transformed such that it reads under steady-state conditions as follows:

\[
    -D_c \Delta c(\vec{r}) + (\vec{v} \cdot \nabla) c(\vec{r}) + \mu c(\vec{r}) = \lambda_e \delta(\vec{r}).
\]

Solutions of Eq. (11) go beyond textbook knowledge and have not been discussed yet in this context. In general, the Green’s function associated with Eq. (11) can be expressed as a Fourier integral as

\[
    c(\vec{r}) = \frac{\lambda}{(2\pi)^d} \int_{-\infty}^{\infty} d^d k \frac{e^{-i\vec{k} \cdot \vec{r}}}{D_c k^2 + i\vec{v} \cdot \vec{k} + \mu}.
\]

Evaluating this integral in one spatial dimension (\( d = 1 \)) yields a solution consisting of two exponentials with different decay lengths.
in the front and in the rear of the moving source

\[ c(x) = \frac{\lambda e}{\sqrt{4Dc\mu}} \left\{ \begin{array}{ll}
  e^{-\chi_+ |x|} & \text{for } x \geq 0 \\
  e^{-\chi_- |x|} & \text{for } x < 0
\end{array} \right. \quad (13) \]

with \( \chi_{\pm} = \sqrt{\frac{\mu}{Dc} + \frac{v^2}{4D_c^2}} \pm \frac{v}{2Dc} \). \quad (14)

This solution is plotted in (1). Clearly, increasing the speed of the source enhances the front-rear asymmetry while at \( v = 0 \) we recover the solution (6) of a static point source. Increasing the evaporation rate basically decreases the range of the chemical concentration around the source.

For the corresponding solution in two dimensions, we find

\[ c(\vec{r}) = \frac{\lambda e}{Dc} K_0(\tilde{\kappa}r) \exp \left( \frac{-\vec{v} \cdot \vec{r}}{2Dc} \right) \quad \text{with } \tilde{\kappa} = \sqrt{\frac{\mu}{Dc} + \frac{v^2}{4D_c^2}} \quad (15) \]

and in three dimensions

\[ c(\vec{r}) = \frac{\lambda e}{4\pi Dc r} \exp \left( -\tilde{\kappa}r - \frac{\vec{v} \cdot \vec{r}}{2Dc} \right). \quad (16) \]

For \( \mu = 0 \), in a coordinate system whose \( x \)-axis points along \( \vec{v} \), the three-dimensional solution reduces to

\[ c(\vec{r}) = \frac{\lambda e}{4\pi Dc r} \exp \left[ -\frac{|\vec{r}|(x + |\vec{r}|)}{2Dc} \right]. \quad (17) \]

Remarkably, in the rear of the moving source \((x < 0 \text{ at } y = z = 0)\) the chemical concentration decays algebraically as \(1/|x|\) while in all other directions it decays with a Yukawa-behavior as \( \exp(-vx/Dc)/x \), i.e., algebraically for \( r \ll \sqrt{Dc/\mu} \) and exponentially at longer distances. This asymmetry indicates the significance of the source trail and a memory effect about the past of the secreting particle (Fig. 1).
2.3. Chemotactic coupling and secreting particle dynamics

For chemotaxis in its simplest form, the particle directs its motion according to the gradient of the chemical field. We describe this coupling to the chemical concentration as an effective force

$$\vec{F} = \alpha \nabla c(\vec{r}, t)$$

acting on the particle. Here positive $\alpha$ values represent “positive” chemotaxis or “chemoattraction”, whereas negative $\alpha$ values represent “negative” chemotaxis or “chemorepulsion”. The linear coupling to the gradient is the simplest possible form, but other couplings like logarithmic ones are also conceivable and probably relevant for microbiological systems\(^{13}\) where

$$\vec{F} = \alpha \nabla \ln c(\vec{r}, t) = \alpha \frac{\nabla c(\vec{r}, t)}{c(\vec{r}, t)}.$$ (19)

A more complicated coupling involves a concentration-dependent prefactor $\alpha$ as proposed in Ref. 14. We will basically use and discuss formula (18) in the sequel.

The effective chemotactic force typically acts on a completely overdamped particle with position $\vec{r}_p(t)$, leading to the following
equation of motion

$$\gamma \frac{d}{dt} \vec{r}_p(t) = \alpha \nabla c(\vec{r}_p(t), t). \quad (20)$$

Here, $\gamma$ is the Stokes drag coefficient. If necessary, additional noise terms can be added to Eq. (20) in order to model the stochastic collisions of the particle with the solvent molecules. Here, we neglect any hydrodynamic flow effects stemming from a finite radius of the point source. Their inclusion would require a more sophisticated analysis.

3. Autochemotaxis for a Single Particle

If a single particle emits a chemical to which it responds itself, we call this “autochemotaxis”. Here, Tsori and de Gennes\textsuperscript{15} have coupled the chemical diffusion equation to an equation of motion for a particle. For the chemoattractant case at vanishing evaporation rate $\mu = 0$, they have found “self-trapping” of the particle in a spatial dimension $d = 1, 2$ but not for $d = 3$. This implies that a particle traps itself if it moves towards the chemical which it has secreted in the past. The concept of “perfect” self-trapping was subsequently questioned by Grima\textsuperscript{16,17} in a model with a positive evaporation rate $\mu > 0$. Here, it turned out that self-trapping is a transient phenomenon at $\mu > 0$ and crosses over to normal diffusion at very long times even for $d = 1, 2$. For sufficiently strong negative chemotaxis, Grima found long-time diffusive or ballistic motion depending on the secretion rate $\lambda_c$. This result which was obtained for any dimensionality $d$ suggests that a particle might self-propel if it avoids the region where it has been in the past, and in some sense constitutes a link between repulsive autochemotaxis and the rapidly growing research field of active particle or microswimmers\textsuperscript{7,9,18} (Note, however, that while self-propulsion due to autochemorepulsion might apply to particles on a surface, for microorganisms in bulk, which oblige momentum conservation, self-propulsion based on autochemorepulsion is conceptually not immediate and would probably need to involve some combination of parity-symmetry breaking and phoresis.)
Now, we shall mainly review subsequent studies which include Brownian noise due to solvent molecules acting on the self-driven particles. Noise statistics is a relevant part of the actual trajectories of self-propelled particles both for microorganisms and synthetic microswimmers.\textsuperscript{19–21} It is expected that noise will destroy the perfect localization for positive autochemotaxis as well as the ballistic long-time motion for negative autochemotaxis. Indeed, this was confirmed by numerical work and theoretical analysis in a subsequent paper of Sengupta \textit{et al.}\textsuperscript{22} which we shall discuss in the following in more detail.

The governing equations of the Brownian noise model introduced by Sengupta \textit{et al.}\textsuperscript{22} describe a coupling between the diffusion equation of the chemical concentration field $c(\vec{r}, t)$ and the trajectory of the secreting particle $\vec{r}_p(t)$. At vanishing evaporation rate $\mu$, the chemical is emitted with a constant rate $\lambda_e$ and is diffusing in $d$ spatial dimensions according to

$$\frac{\partial c(\vec{r}, t)}{\partial t} = D_c \nabla^2 c(\vec{r}, t) + \lambda_e \delta(\vec{r} - \vec{r}_p(t)).$$  \hspace{1cm} (21)$$

The equation of motion for the emitting particle is given by

$$\gamma \ddot{\vec{r}}_p(t) = \vec{F}(\vec{r}_p, t) + \vec{\eta}(t).$$  \hspace{1cm} (22)$$

Here, $\vec{\eta}(t)$ is an effective Gaussian white noise with zero mean and variance

$$\langle \eta_i(t) \eta_j(t') \rangle = 2\gamma\beta^{-1} \delta_{ij}(t - t'),$$  \hspace{1cm} (23)$$

with $i$ and $j$ denoting the Cartesian spatial components and $\beta$ an effective inverse thermal energy. In Ref. 22, the chemotactic force $\vec{F}(\vec{r}_p, t)$ depends on the history of the particle trajectory $\vec{r}_p(t)$ apart from a delay (or memory) time $t_0$ which takes into account that a finite time is needed for sensing the chemical. Integrating or superimposing over the Green’s function of chemical diffusion, Eq. (4), the chemotactic force $\vec{F}(\vec{r}_p, t)$, Eq. (18), is modeled as

$$\vec{F}(\vec{r}, t) = -2\alpha \lambda_e \int_{t-t_0}^{t} dt' \frac{\dot{\vec{r}}_p(t')}{4D_c|t - t'|} \exp \left[ \frac{-(\vec{r} - \vec{r}_p(t'))^2}{4D_c|t - t'|} \right].$$  \hspace{1cm} (24)$$
Fig. 2. (a) Snapshot of the instantaneous density profile $c(x, y)$ of the chemorepellent released by the microorganism moving in two dimensions, obtained from simulation, at time instant $t = 10$ (in units of $\lambda^{-1}$). (b) The entire trajectory, shown as the red (thick) curve, of the microorganism. The current position of the microorganism $\vec{r}_p$ is indicated by the blue (black) dot in both the figures, and the direction of motion is indicated by arrows along the trajectory. The corresponding coupling strength is $|\lambda| = 10,000$. The parameters are $D \equiv 1/\beta \gamma = 0.1 \ell_0^2/\tau_0$, $D_c/D = 100$, $\ell_0 = 0.001 \tau_0$ with length, time, and energy scales of $\ell_0 = \sqrt{D_c D/\lambda e}$, $\tau_0 = 1/\lambda e$, $1/\beta$. (Reproduced from Ref. 22 with the permission of American Physical Society.)

For $d = 2$, a typical particle trajectory in the chemorepellent case and the associated chemical density field are shown in Fig. 2. Clearly, the particle avoids its own trail and where it had been in the past, giving rise to a persistent random walk along the arrow shown in Fig. 2.

Results for the “exact” numerical solution of these governing equations are presented in Fig. 3 for the chemoattractive case.
There is long-time diffusive behavior with a long-time diffusion coefficient $D_l$ but for stronger couplings $\alpha$, an intermediate transient time region shows up where the particle is quasi-localized. This localization is most pronounced in low spatial dimensions $d$. The long-time self-diffusion coefficient $D_l$ drops strongly with the coupling $\alpha$ for any $d$ (see Fig. 3(d)) and scales with $1/\alpha^2$ in agreement with scaling arguments proposed in Ref. 22.

Figure 4 shows the chemorepulsive case. Here, we again have a transient ballistic transient regime which is most pronounced in low

Fig. 3. Mean-square displacement $\langle (\vec{r}_b(t) - \vec{r}_b(0))^2 \rangle$ of the microorganism as a function of time $t$ with chemoattractant in (a) $d = 1$ with $\alpha = 20,500,5,000$, (b) $d = 2$ with $\alpha = 1,000,10,000,40,000$, (c) $d = 3$ with $\alpha = 1,000,10,000,40,000$. The non-chemotactic diffusion reference lines are also indicated as $2Dt$, $4Dt$, and $6Dt$ correspondingly for $d = 1,2,3$. Reference lines (thick dotted) are used to indicate the long-time diffusive behavior ($t$) wherever possible. The relative long-time diffusivity $D_l/D$ is shown as a function of $\alpha$ in (d) for $d = 1,2,3$. The reference line (thick dotted) shows a power-law scaling behavior $1/\alpha^2$ (see text). The parameters are as in 2, $D = 1/\beta\gamma$ is the short-time particle diffusivity and the coupling parameter $\alpha$ is measured in terms of $\ell_d^0/\beta$. (Reproduced from Ref. 22 with the permission of American Physical Society.)
spatial dimensions. A simple theory put forward in Ref. 22 describes the strong increase of the long-time particle diffusivity with the coupling strength $|\lambda|$.

At this stage, we mention that it is now possible to create synthetic particles which react in principle such that they avoid their own secretion trail. One important example discussed recently is an oil droplet in an aqueous surfactant solution which "remembers" the surfactant concentration which constitutes its self-propagation.23
Another idea is to dynamically control the motion of colloidal particles by optical fields which are dynamically adapted (programmed) such that the colloids avoid positions where they have been at earlier times; this leads to self-propulsion.\(^{24}\) A third realization in the macroscopic world are robots which can be programmed at wish.\(^{25}\) Moreover, there are further but related theoretical models for particles avoiding their own past trails\(^{26,27}\) or that involve memory effects leading to similar phenomena\(^{28,29}\).

### 4. Chemotactic Predator–Prey Dynamics

Next, we shall explore two particles which are sensing each other via chemotaxis mimicking signaling among microorganisms. One particle (“predator”) is attracted by the chemical secreted by the second particle and the latter (“prey”) is repelled by the chemical secreted by the first one. Here, we follow the model of Ref. 10. Now we have two chemicals characterized by concentration fields \(c_i(\vec{r}, t)\) \((i = 1, 2)\) and two trajectories \(\vec{r}_i(t)\). In the absence of chemical evaporation \((\mu = 0)\), the concentration fields read

\[
c_i(\vec{r}, t) = \lambda_i \int_0^t dt' \frac{1}{(4\pi D_{ci}|t-t'|)^{3/2}} \exp\left(-\frac{(|\vec{r} - \vec{r}_i(t')|^2}{4D_{ci}|t-t'|}\right), \tag{25}
\]

which is the solution of the chemical diffusion equation for given trajectories \(\vec{r}_i(t)\) with \(D_{ci}\) denoting the diffusion coefficient of the two chemicals and \(\lambda_i\) being the production rate of chemical species \(i\). The equation of motion determining the predator trajectory reads

\[
\gamma_1 \ddot{\vec{r}}_1 = +\alpha_1 \nabla c_2(\vec{r}_1, t) + \vec{\eta}_1(t), \tag{26}
\]

and the equation of motion for the prey is

\[
\gamma_2 \ddot{\vec{r}}_2 = -\alpha_2 \nabla c_1(\vec{r}_2, t) + \vec{\eta}_2(t), \tag{27}
\]

where \(\gamma_{1,2}\) are friction coefficients and \(\alpha_{1,2}\) are chemotactic coupling coefficients.

As in Eq. (22), we generally allow for Gaussian white noise, represented by \(\vec{\eta}_{1,2}(t)\).
It is important to remark here that the chemically mediated interaction between the predator and the prey is non-reciprocal, i.e., the force exerted by the predator acting on the prey is unequal to the force acting on the predator due to the prey particle. This violation of Newton’s third law stems from the non-equilibrium conditions and applies to the effective interaction among predator and prey; the microscopic interactions among all solvent molecules, and the predator and the prey particle are of course reciprocal so that momentum conservation applies and any net motion of the predator–prey-pair (in bulk) will be generally balanced by a counter-propagating flow of solvent (and or chemicals). Such non-reciprocal interactions are frequently encountered in situations away from equilibrium, e.g., in dusty plasmas.\textsuperscript{30}

A typical snapshot in the noise-free case is shown in Fig. 5 which highlights the two concentration fields and the predator (left particle) following the prey (right particle).

As a result of the analysis performed in Ref. 10, there are basically two dimensionless parameters which govern the escape and chase scenario, still in the case of vanishing noise. The first parameter is...
the reduced length scale $\Delta^*$ depending on $r_{12}$ which is the steady-state distance between the particles; the second parameter is a sensibility ratio $\delta$; see Ref. 10 for details. The state diagram is shown in Fig. 6 in the parameter plane, spanned by $\Delta^*$ and $\delta$, and shows regions of escape and capture. For $\delta > 1$, there is always trapping, independent of the initial conditions. For $\delta < 1$, it depends on the initial particle separation $r_{0}^*$ (see Fig. 6(b)) in which effective $\Delta^*$ is realized. On the separation line, there is steady-state motion with a constant particle separation, i.e., both particles move with the same speed. This line can be calculated analytically and is given by

$$\delta(\Delta^*) = (1 + \Delta^*)\exp(-\Delta^{-1}).$$

The particular form of the diffusing chemical field in the absence of evaporation, Eq. (17), allows the prediction of two scaling laws. The first one applies to escape situations and shows that the distance $x$ between the two particles increases subdiffusively with time $t$ as $t^{1/3}$, while the second one applies to trapping situations and predicts that the distance between predator and prey decreases as $(t_{\text{trap}} - t)^{1/3}$ with a finite trapping time $t_{\text{trap}}$ where $x = 0$. 

---

Fig. 6. (a) Dynamical phase diagram of the chemotactic predator–prey system, constructed in the $\Delta^* - \delta$ parameter space, showing the trapped (shaded) and escaped phases. The phase boundary (thick solid line) is obtained analytically and matches the simulation data (boxes). The horizontal thin dotted line ($\delta = 1$) represents the upper bound for the trapped-to-escaped dynamical phase transition (see text). (b) The dependence of the catching range ($\Delta^*$) on the initial separation ($r_{0}^*$), as obtained from simulations. (Reproduced from Ref. 10 with the permission of American Physical Society.)
As a final remark, there are also other predator–prey models which model the predator and prey dynamics either on a lattice or with more complex models designed for real bacteria. A marvelous realization of a synthetic predator–prey system employs a pair of an ion-exchange resin and a passive charged colloidal particle which moves autonomously as a “modular swimmer”; another interesting realization of a predator–prey-like pair is based on two different particles, which are actuated as a pair.

5. Collective Behavior of Few and Many Active Particles

Tsori and de Gennes have pointed out the analogy between chemoattractive matter and gravity in three spatial dimensions. In fact, the chemotactic coupling (18) together with the Coulomb orbitals (9) and the linearity of the diffusion equations implies that a one-component system is identical to gravitating particles. The dynamics will lead to clustering and finally to a collapse (“black hole”). Hence, one can study aspects of the dynamics of a black hole collapse scaled down in a Petri dish, see e.g., Ref. 35 for a similar idea.

Binary mixtures of particles with chemotactic coupling coefficients of opposite sign lead to a similar physical behavior as oppositely electrically charged mixtures. These systems form interesting cluster structures and lead to effectively non-reciprocal forces, i.e., they break Newton’s third law, actio=reactio. These non-reciprocal forces can lead to self-propulsion and self-rotation, which only emerge if different colloids closely approach each other and form “active molecules” appearing in a broad variety of shapes as movers, rotators and circle swimmers. The simplest example of such an active molecule is a moving dimer similar to the predator–prey system discussed in the previous section. A direct experimental confirmation of active molecules consisting of two species was found in Ref. 39 where two different types of ion exchange resins provide the active constituents.
The full many-body behavior of a binary mixture interacting with chemotactic-based non-reciprocal interactions was studied in Ref. 40, however, in the different context of complex plasmas. In Ref. 36, the connection to chemotaxis was worked out explicitly. One example for the collective behavior in a binary system of chemotactically coupled species is shown in Fig. 7 at vanishing noise. On the $x$-axis, a relative wake charge is plotted which corresponds to

![State diagram in the zero-temperature limit](image)

*Fig. 7. State diagram in the zero-temperature limit, plotted in the plane of a reduced number density $\rho$ and relative wake charge $\tilde{q}$. Color coding depicts results obtained from the stability analysis, symbols show numerical results. Inactive systems (+) can be either stacked hexagonal solid (green background) or interdigitated hexagonal solid (blue background). For active fluid regimes (○, red background), the average particle velocities are indicated by a gray scale. Diamonds (★) are used instead of circles if active doublets emerge whose decay time $\tau_D$ exceeds a threshold of $10^3\tau$. The states are illustrated by typical snapshots. (Reproduced from Ref. 40 with the permission of AIP Publishing.*)
the non-reciprocity governed by the asymmetry in the sensing mechanisms of the two particles. The $y$-axis shows the two-dimensional particle density. There is a rich steady-state diagram with four different dynamical states involving inactive (i.e., non-moving) states and active ones. The latter are either swarms or orientationally disordered active fluids.

A further interesting setup of particles interacting via chemotaxis is provided by autophoretic Janus colloids. These particles catalyze a chemical reaction on part of their surface only, resulting in a chemical gradient across their own surface. This self-produced gradient sets them into motion via diffusiophoresis or a similar mechanism. Remarkably, a Janus colloid does not only respond to self-produced gradients, but also to gradients produced by other Janus colloids, essentially by chemotaxis (or taxis with respect to another phoretic field). Thus, phoretic Janus colloids interact “chemically” and provide a synthetic analogon to microbiological signaling.\textsuperscript{14,41,42} These chemical interactions play a crucial role for the collective behavior of large suspensions of Janus colloids\textsuperscript{43} and can generate patterns including clusters,\textsuperscript{41–45} traveling waves\textsuperscript{43} and continuously moving patterns\textsuperscript{42} and, in case of chiral active particles, also spiral patterns and phase separation with traveling waves emerging within the dense phase.\textsuperscript{46}

\section{Conclusions}

In conclusion, we have discussed models for chemotactic behavior of microorganisms and synthetic particles in a diffusing chemical concentration field focusing on three different scenarios: (i) autochemotaxis of a single particle, (ii) predator–prey models arising from chemotactic coupling to two different chemicals secreted by the predator and the prey, (iii) clusters and collective behavior of many particles coupled via their chemotactic response to chemical fields produced by other particles. Here, attractive autochemotaxis may lead to self-localization, while repulsive autochemotaxis leads to trajectories avoiding their own past. We have also discussed that
a moving chemotactotic source leads to a front-rear asymmetry in the chemical field resulting in marked scaling laws for predator–prey systems. Finally, chemotaxis in multispecies systems provides an avenue towards a new world of active molecules where we have just started to tap the full potential of the novel cluster formation processes. Collective behavior includes a swarming of chemotactically coupled particles at finite concentrations.

We close with an outlook to future problems. First, at high chemical concentration or strongly coupled chemical fields, the simple diffusion equation picture will break down, calling for new models. This is in particular important for multivalent microions at high concentrations. Recent developments have considered these effects of strong coupling in using nonlinear diffusion equations. These equations can be based on the dynamical version of classical density functional theory, so-called dynamical density functional theory (DDFT). In this framework, the equations of motion of a chemical around a point source are given by

$$ \frac{\partial c(\vec{r}, t)}{\partial t} = D \nabla^2 c(\vec{r}, t) \nabla \frac{\delta F[c(\vec{r}, t)]}{\delta c(\vec{r}, t)} - \mu c(\vec{r}, t) + \lambda e \delta(\vec{r}), \quad (29) $$

where $F[n(\vec{r})]$ is the equilibrium free energy density functional. For a non-interacting system (ideal gas), the functional is known explicitly and in this limit the traditional diffusion equation (1) is recovered. Non-trivial particle correlations as arising from interactions among the chemical species are contained in the functional in the general case and make the diffusion equation nonlinear. In certain cases, linearization is possible and corresponding analytical solutions for the Green’s function of diffusing interacting particles can indeed be found within DDFT.

A second important generalization concerns time-dependent secreting rates as embodied in a non-constant function $\lambda_c(t)$ such as, e.g., an emission rate that is periodic in time. This situation has recently been considered and leads to propagating density waves of the chemical around the emitting source. Again, in
some special cases, the Green’s function can be found analytically within DDFT.\(^{54}\)

Third, in terms of predator–prey models, the situation of a single predator and a single prey can be generalized towards a herd of prey and to a group of chasers. This has been discussed in the literature within different models, see e.g.,\(^{55–58}\) but needs to be extended within the chemotactic context. Efficient chase and escape strategies\(^{59}\) may depend on the details of predator/prey perception.

Fourth, most of our considerations were done in the bulk. Confinement near system walls and crowding situations will change both the diffusion of the chemical as well as the chemotactic dynamics. Similarly, chemotaxis in complex environments, such as traveling waves, may lead to interesting transport effects.\(^{60}\) We are just at the beginning of a systematic understanding of chemotaxis in complex environments.

Finally, we have considered the evaporation of different chemicals by a constant rate in our modeling. If two different chemicals which, e.g., govern a predator–prey system or the formation of the active molecule, react between themselves this would constitute a more complicated and highly interesting problem with new scenarios induced by coupling nonlinear reaction-diffusion equations to the chemical kinetics and the particle motions.
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Chemically active particles, which are capable of moving within a fluid environment by promoting at (parts of) their surfaces chemical reactions in the surrounding solution, are of significant interest both for basic science, due to their intrinsic non-equilibrium nature, as well as for applied science, due to their envisioned role as carriers operating in novel lab-on-a-chip devices. Irrespective of the exact mechanism through which the non-equilibrium distribution of molecular species (“chemical field”) in the suspending medium is transduced to motility of the particle and hydrodynamic flow of the solution, that distribution must be explicitly determined. Here we discuss the use of the so-called boundary homogenization approximation, developed in the calculations of the reaction rate in chemical kinetics, in simple models of chemically active particles. The analytical results obtained based on this approximation capture
1. Introduction

Recently, there has been increasing interest in the development of chemically active particles which are capable of moving within a fluid environment by promoting at (parts of) their surfaces chemical reactions involving their surrounding solution.\textsuperscript{1–5} Such particles exhibit motility in the absence of external forces or torques acting on them or on the fluid. Their motion is intrinsically connected with a “chemical field”, i.e., the distribution of number densities of the various chemical species present in the solution, and with hydrodynamic flow of the solution around the particle. Typical experimental realizations of such systems involve aqueous suspending solutions, molecularly sized, fast diffusing reactants and products, and micrometer-sized particles moving at speeds of the order of a couple of particle diameters per second. Therefore, they operate at very small Reynolds number in Newtonian fluids,\textsuperscript{1,4,5} a regime in which viscous friction dominates over inertial effects as far as hydrodynamics is concerned. Consequently, achieving motility is not a straightforward issue: It requires the development of ways of breaking the time-reversibility of the Stokes equations (i.e., to avoid the “scallop theorem” of Purcell, Edward M.).\textsuperscript{6,7} These systems are thus valuable both from a theoretical perspective, serving as paradigms for non-equilibrium processes, as well as from an application viewpoint, according to which active particles are envisioned to play the role of carriers (“engines”) in novel lab-on-a-chip devices.

A wide variety of such particles has been proposed and studied experimentally.\textsuperscript{8–28} The mechanisms of motility have been the topic of numerous theoretical studies.\textsuperscript{29–47} Irrespective of the exact mechanism through which the non-equilibrium chemical field is transduced to the motility of the particle, the chemical field must be determined in order to find the (translational and rotational) velocity of the particle at steady state.\textsuperscript{30,34,37,48} Certain significant simplifications...
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are possible in many cases by noting that the aforementioned available experimental realizations typically deal — as discussed above — with molecularly sized, fast diffusing reactants and products and with hydrodynamic flow velocities of the order of micrometer per second. Therefore, typically the Péclet numbers of the reactant and product species are very small; accordingly, transport of the reactant and product species by diffusion dominates that by advection.\textsuperscript{1,2,5,30,36}

In this case, the chemical field decouples from the hydrodynamics and, at the steady state, it is determined as the solution of Laplace equation subject to suitable boundary conditions.\textsuperscript{2,5,30,31,34,37,39} The latter account for the reaction(s) taking place at the surface of the particle and, typically, for prescribed bulk (i.e., far from the particle) values of the number densities of the various chemical species present in the solution.

In such cases, it was noticed by Ref. 44 that the problem of determining the chemical field of an active particle is similar to the one in the context of chemical kinetics concerning the calculation of the reaction rate,\textsuperscript{49–52} formulated as a diffusion problem by Smoluchowski, Marian in the classic theory of kinetics of coagulation\textsuperscript{53} (and later generalized by Collins and Kimball\textsuperscript{54}). Regarding the reaction rate, the case of spherical objects with anisotropic reactivity, which is most relevant for the discussion here, has been the subject of numerous studies, both concerning the steady state (including the cases in which the reactants experience an interaction field or in which the diffusion constant varies spatially)\textsuperscript{55–68} as well as the time dependence.\textsuperscript{69–72} The theory or reaction rate has been further extended to account for the effect of hydrodynamic interactions between the reacting species (see, e.g., Ref. 73) as well as for competitive effects between spatially distributed reactive particles.\textsuperscript{56,74–77}

In determining the steady-state chemical field of an active particle that promotes on its surface, e.g., a first, order chemical reaction,\textsuperscript{31,36,37,44,78} one of the significant difficulties in theoretical analyses is represented by the mixed boundary conditions at the surface of the particle: chemical reaction on some parts, chemically inert on the rest. There are cases in which the solution of such equations
can be obtained analytically (see Ref. 79 for a rather exhaustive list), but these cases are the exception rather than the rule; therefore, in general, the theoretical analysis is restricted to approximate solutions (see, e.g., Refs. 69 and 76). In view of the aforementioned similarity with the study of reaction rate in chemical kinetics, one can adapt and make use of the wealth of results and techniques available in that field for studies of the motility of chemically active particles.

Here we discuss the use of the so-called boundary homogenization method,\textsuperscript{65–68} which is known to provide very good approximations for the reaction rate, to the case of chemically active spherical particles.\textsuperscript{44} We focus on the analytical estimates for the first four coefficients in the multipole expansion of the chemical field. (These coefficients are important because, e.g., for simple models of self-motility they determine the far-field hydrodynamic flow induced by the particle\textsuperscript{78,80} and the leading order contributions to the interaction of such particles with boundaries.\textsuperscript{30,80–82}) We show that for simple geometries, such as those shown in Fig. 1, the results obtained within this approach compare very well with the exact ones obtained by numerically solving the corresponding mixed boundary problem.

2. Chemical Field of Model Active Particle

The system of interest in this work is a spherical particle of radius $R$, with inhomogeneous surface properties, immersed in a well-stirred bath of solvent, $S$, and reactant, $A$, molecular species. On parts $\Sigma_a$ of the surface of the particle (the dark gray areas in Fig. 1), an “annihilation” chemical reaction $A \rightarrow S$ is promoted; the rest, $\Sigma_i$, of the surface (light gray areas in Fig. 1) is chemically inert. We shall consider various geometries with axial symmetries for the reactive regions\textsuperscript{30} (see Fig. 1): (a) a spherical cap of opening angle $\theta_0$; (b) two spherical caps of same opening angle $\theta_0$; and (c) a ring, centered on the equator (the complement of the two caps of opening angle $\theta_0$ from (b)). The particle is impenetrable to both solvent and reactant molecules. Furthermore, we shall consider the (dilute) limit of small number density $c(r)$ of reactant molecules, i.e., we effectively
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approximate the reactant as an ideal gas of non-interacting, point-like molecules freely diffusing in the solution with diffusion constant $D$. The system is unbounded and is in contact with a reservoir of particles which fixes the chemical potentials of the solvent and reactant species; thus, implicitly the value $c_\infty > 0$ of the number density of reactant molecules in the bulk (far away from the particle) is also fixed. For the calculation of the chemical field, it is convenient to consider the particle to be immobile (e.g., by being held within an optical trap); the system of coordinates is chosen such that the origin coincides with the center of the particle, and the $z$-axis is along the axis of symmetry of the particle (see Fig. 1). The excess interaction of the reactant molecules, over that of the solvent molecules, with the surface of the particle gives rise to body forces on the surrounding solution; this induces hydrodynamic flow of the solution. We further assume, motivated by the typical experimental realizations, that the diffusion of the reactant dominates the advective transport by such flows (see the corresponding discussion in Section 1). We shall focus on the case in which the annihilation reaction obeys first-order kinetics, i.e., the rate of conversion of $A$ to $S$ on the small area element centered at the point $r_P \in \Sigma_a$ is proportional to the local number density $c(r_P)$.

Fig. 1. (a)–(c) Spherical particles with inhomogeneous surface properties immersed in a well stirred bath of reactants (not shown); dark gray areas denote the regions $\Sigma_a$ on the particle where a reaction $A \rightarrow S$ can take place, while gray depicts the inert (non-reactive) areas $\Sigma_i$. In all three geometries shown here the particles have axial symmetry and the angles $\theta_0$ indicate the opening angle of the corresponding spherical caps.
2.1. Mathematical formulation

Under these assumptions, at steady state the number density \( c(r) \) of reactant molecules is the solution of the Laplace equation

\[
\nabla^2 c(r) = 0 \quad \text{for } |r| > R, \tag{1}
\]

subject to boundary conditions (BCs) at infinity (far from the particle)

\[
c(|r| \to \infty) \to c_\infty \tag{2a}
\]

and at the surface of the particle

- on the reactive part

\[
\mathbf{n} \cdot [-D \nabla c(r)] = -kc(r) \quad \text{for } r \in \Sigma_a, \tag{2b}
\]

- on the inert part

\[
\mathbf{n} \cdot [-D \nabla c(r)] = 0 \quad \text{for } r \in \Sigma_i, \tag{2c}
\]

where \( \mathbf{n} \) denotes the normal to the surface of the particle pointing into the solution and the constant \( k \) (units of m/s) is positive (consistent with an “annihilation” reaction). \( ^a \)

The solution \( c(r) \) of Eq. (1), which has axial symmetry and satisfies the boundary condition at infinity (Eq. (2a)), can be conveniently expressed as a multipole series expansion in terms of the spherical coordinates \( (r, \theta, \phi) \) (defined in the usual way)

\[
c(r, \theta) = c_\infty \left[ 1 + \sum_{n=0}^{\infty} a_n \left( \frac{R}{r} \right)^{n+1} P_n(\cos \theta) \right], \tag{3}
\]

where \( P_n \) denotes the Legendre polynomial of degree \( n \) and the dimensionless coefficients \( \{a_n\}_{n \geq 0} \) are to be determined from the BC at the surface of the particle, Eqs. (2b) and (2c).

\( ^a \)In principle, this description holds only in the region outside the range of the interaction between the reactant molecules and the surface of the particle. Since these interactions are short-ranged, with a range \( \lambda \) much smaller then the typical values (micrometers) of the radius \( R \) of the particle, the error made by imposing the boundary conditions at \( R \) rather than at \( R + \lambda \) is negligibly small.
Before proceeding with the calculation of the coefficients \( \{a_n\}_{n \geq 0} \), we note that the particle geometries in the cases (b) and (c) are symmetric with respect to the transformation \( z \mapsto -z \), i.e., \( \theta \mapsto \pi - \theta \). Therefore, in these cases the solution \( c(r) \) must have the additional property \( c(r, \theta) = c(r, \pi - \theta) \). By noting that \( \cos(\pi - \theta) = -\cos \theta \), and that the Legendre polynomials possess parity, i.e., \( P_n(-x) = (-1)^n P_n(x) \), one concludes that for the geometries in (b) and (c) all the coefficients \( a_n \) of odd index \( n \) vanish.

2.2. Dual series equation for the coefficients \( \{a_n\}_{n \geq 0} \)

By plugging Eq. (3) into Eqs. (2b) and (2c), and defining the Damköhler number (dimensionless) as

\[
\text{Da} := \frac{kR}{D},
\]

one arrives at the following so-called “dual series” equation\(^{69,76,79} \) for the yet to be determined coefficients \( \{a_n\}_{n \geq 0} \)

\[
- \sum_{n=0}^{\infty} (n+1)a_n P_n(\cos \theta) = \text{Da} \times \begin{cases} 1 + \sum_{n=0}^{\infty} a_n P_n(\cos \theta) & \text{for } \theta \in \Sigma_a, \\
0 & \text{for } \theta \in \Sigma_i. \end{cases}
\]

After multiplying both sides of Eq. (5) with \( \sin \theta P_k(\cos \theta) \), integrating over \( \theta \in [0, \pi] \), exploiting the orthogonality of the Legendre polynomials,

\[
\int_0^\pi d\theta \sin \theta P_n(\cos \theta)P_k(\cos \theta) = \frac{2}{2n+1} \delta_{n,k}
\]

and defining

\[
H_{n,k} := \int_{\Sigma_a} d\theta \sin \theta P_n(\cos \theta)P_k(\cos \theta),
\]

\[
b_n := -\int_{\Sigma_a} d\theta \sin \theta P_n(\cos \theta),
\]
one arrives at the following infinite system of linear equations for the coefficients $\{a_n\}_{n \geq 0}$

$$
\sum_{k \geq 0} \left( H_{n,k} + \frac{1}{Da} \frac{2(k+1)}{2k+1} \delta_{n,k} \right) a_k = b_n, \quad n = 0, 1, \ldots \quad (8)
$$

In general, the above system of equations cannot be analytically solved (i.e., the operator acting on the infinitely dimensional vector $(a_0, a_1, \ldots)^T$ cannot be inverted analytically); for the geometries of interest here (Fig. 1), various analytical systematic approximations, allowing one to obtain accurate estimates for (a number of) the coefficients $a_n$, have been proposed and discussed in detail (see, e.g., Refs. 69 and 76). The alternative path, which will be followed here (see, c.f., Section 3), is to obtain numerical solutions by truncating the system at a sufficiently large order $n_{\text{max}} = N$.

### 2.3. Approximate analytical solution via boundary homogenization

The so-called “boundary homogenization” approximation was introduced by Ref. 65 (see also Ref. 67) as a mean to obtain explicit analytical estimates for the reaction rate of spherical objects with anisotropic reactivity. The method was later refined and further extended to more complex shapes (e.g., patchy planes or stripped rods). In the context of chemically active colloids, this approximation has been first used recently by Ref. 44.

The approximation consists in replacing the position dependent right-hand side (rhs) of the boundary condition at the reactive part of the surface of the particle, Eq. (2b), with a constant one, i.e.,

$$
n \cdot [-D \nabla c(r)] = -kc_\infty Q, \quad \text{for } r \in \Sigma_a. \quad (9)
$$

The dimensionless constant $Q > 0$ (consistent with “annihilation” reaction) is determined from the self-consistency condition that the former Eq. (2b) holds only as an integral over the active region $\Sigma_a$,
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i.e.,

\[ kc_{\infty} Q A(\Sigma_a) = - \int_{\Sigma_a} ds \ k c(R, \theta), \]  

(10)

where \( A(\Sigma_a) \) denotes the area of the surface \( \Sigma_a \) and \( ds \) denotes the area element on the surface of the particle.

By plugging Eq. (3) into the left-hand side (lhs) of Eqs. (9) and (20), multiplying both sides of the equations with \( \sin \theta P_k(\cos \theta) \), integrating over \( \theta \in [0, \pi] \), and using the definition of \( b_n \) (Eq. (7b)) one arrives at

\[ a_n = \frac{2n + 1}{2(n + 1)} b_n Da Q. \]  

(11)

Combining Eqs. (3), (11), and (10), and introducing the geometric factor\(^{65,73}\)

\[ f_g := \frac{A(\Sigma_a)}{4\pi R^2}, \]  

(12)

i.e., the proportion of the area of the particle taken by the active region, one arrives at

\[ Q := \left(1 + \frac{1}{4} Da \sum_{n \geq 0} \frac{2n + 1}{n + 1} f_g^2 \right)^{-1}. \]  

(13)

Equations (13) and (11) provide the approximate solution for the coefficients \( \{a_n\}_{n \geq 0} \).

3. Results and Discussion

The choice of the geometries shown in Fig. 1 allows one to explore the dependence of the chemical field both on the extent of the reactive part (i.e., varying \( \theta_0 \)) as well as on the spatial distribution of the reactive parts at fixed total extent (i.e., compare the three cases at the same value of the area of the dark gray patches).\(^{30}\) In what concerns the coefficients \( \{a_n\} \), the extent of the reactive part is characterized by the geometrical factor \( f_g \) (Eq. (12)), while the geometry of reactive area is encoded in the parameters \( H_{n,k} \) and \( b_n \) (Eq. (7)).
For the geometries shown in Fig. 1, most of these parameters can be computed analytically\(^{80}\); in terms of \(\omega_0 := \cos \theta_0\), they are given by

- **geometry (a)** \((\theta_0 \in [0, \pi], \omega_0 \in [-1, 1])\):
  \[
  f_g^{(a)}(\omega_0) = \frac{1 - \omega_0}{2},
  \]
  \[
  b_n^{(a)}(\omega_0) = \begin{cases} 
  -1 + \omega_0 & \text{for } n = 0, \\
  (1 - \omega_0^2)^{1/2}P_n^{(1)}(\omega_0) / n(n+1) & \text{for } n \geq 1,
  \end{cases}
  \]
  \[
  H_{n,k}^{(a)}(\omega_0) = \begin{cases} 
  \int_{\omega_0}^{1} dx [P_n(x)]^2 & \text{for } k = n, \\
  -(1 - \omega_0^2)^{1/2}P_n^{(1)}(\omega_0)P_n(\omega_0) - P_n^{(1)}(\omega_0)P_k(\omega_0) / k(k+1) - n(n+1) & \text{for } k \neq n,
  \end{cases}
  \]
  where \(P_n^{(1)}\) is the associated Legendre polynomial of degree \(n\) and order 1.

- **geometry (b)** \((\theta_0 \in [0, \pi/2], \omega_0 \in [0, 1])\):
  \[
  f_g^{(b)}(\omega_0) = 2f_g^{(a)}(\omega_0),
  \]
  \[
  b_n^{(b)}(\omega_0) = [1 + (-1)^n] b_n^{(a)}(\omega_0),
  \]
  \[
  H_{n,k}^{(b)}(\omega_0) = [1 + (-1)^{n+k}] H_{n,k}^{(a)}(\omega_0).
  \]

- **geometry (c)** \((\theta_0 \in [0, \pi/2], \omega_0 \in [0, 1])\):
  \[
  f_g^{(c)}(\omega_0) = 1 - 2f_g^{(a)}(\omega_0),
  \]
  \[
  b_n^{(c)}(\omega_0) = -2\delta_{n,0} + [1 + (-1)^n] b_n^{(a)}(\omega_0),
  \]
  \[
  H_{n,k}^{(c)}(\omega_0) = \frac{2}{2n+1} \delta_{n,k} - [1 + (-1)^{n+k}] H_{n,k}^{(a)}(\omega_0).
  \]

In what concerns the calculation of the coefficients \(a_0 - a_3\) by solving the corresponding linear system, Eq. (8), it turns out that the truncation converges very fast for all values \(\omega_0\) in the corresponding ranges, as well as for values of \(Da\) in the broad range \(10^{-2} \leq Da \leq 10^2\) (see also the discussion of the dependence on \(Da\) below). This is in agreement with the findings of previous reports\(^{69,76}\). All the results...
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reported here correspond to the choice \( N = 30 \) for the truncation-order; although this is a relatively large value, we note that solving such system on modern computers is a very quick and simple task\(^5\). Regarding the calculations within the boundary homogenized approximation, the series in the expression for \( Q \), Eq. (13), was calculated by truncating it to 100 terms at small values of \( \theta_0 \) (\( \theta_0 \leq 0.1 \)) and to 30 terms otherwise. These cut-offs ensured the convergence of the series while maintaining the CPU-time demands within reasonable limits.

In addition to the dependence on the geometry of the reactive areas, the number density of reactant molecules (i.e., the coefficients \( \{a_n\} \)) depends also on the relative importance of the rate of annihilation by the chemical reaction at the surface of the particle, as compared with the transport of reactant molecules to the particle by diffusion; this comparison is encoded by the Damköhler number \( Da \) (see Eqs. (8), (11), and (13)).

The case in which the Damköhler number is very small, \( Da \ll 1 \), corresponds to the so-called reaction-limited regime. In this case, the rhs of the BC in Eq. (2b) can be accurately approximated by \( kc_\infty \), i.e., at the reactive part of the particle one has effectively a “constant flux” boundary condition (see, e.g., Ref. 89). This implies that in this regime the boundary homogenization approximation, Eq. (9), is practically exact. Furthermore, from Eq. (13) one infers that \( Q(Da \ll 1) \simeq 1 \); therefore, Eq. (11) (which for \( Da \ll 1 \) is also practically an exact result) renders

\[
a_n(Da \ll 1) \propto Da,
\]

where the \( n \)-dependent proportionality factor follows immediately from Eq. (11) and the parameter \( b_n \) of the corresponding geometry, Eqs. (14)–(16). Therefore, in the followings we focus the discussion to the cases \( Da \sim O(1) \) and \( Da \gg 1 \) (the latter corresponds to

\(^5\)For example, by taking advantage of the coefficients as given by Eqs. (14)–(16) and employing Mathematica 11 under Linux on a laptop, we obtained the corresponding solutions for all 3 geometries, for 50 values of the parameter \( \theta_0 \) and another 50 for the parameter \( Da \), in less than an hour.
the so-called diffusion-limited regime). In the diffusion-limited regime \( Da \gg 1 \), in order for the number density \( c(r) \) to remain bounded, the BC on the reactive part of the particle, Eq. (2b), turns into that of a perfectly absorbing sink, i.e., \( c(r \in \Sigma_a) \approx 0 \). This implies that in this limit the coefficients \( \{a_n\} \) become practically independent of \( Da \). This qualitative feature is well captured by the boundary homogenization approximation: since \( Q(Da \gg 1) \approx Da^{-1} \) (Eq. (13)), from Eq. (11) it follows that \( a_n(Da \gg 1) \propto Da^0 \).

After these general considerations, we turn now specifically to the discussion of the coefficients \( a_0-a_3 \). Their importance for the motility of the chemically active particles can be intuitively grasped in the context of self-phoresis of particles with phoretic-slip hydrodynamic boundary condition at their surface, i.e., tangential relative velocity proportional to the gradient along the surface of the number density \( c(r) \) in the particular case that the proportionality factor (the so-called “phoretic mobility”) does not vary over the surface of the particle.\(^{30,39,80}\) In this case, the coefficient \( a_1 \) determines the velocity of the (force- and torque-free) motile particle,\(^{30,48}\) the coefficient \( a_2 \) determines the magnitude of the leading order (in the far-field) hydrodynamic flow of the particle, decaying as \( r^{-2} \), while \( a_3 \) and \( a_1 \) determine the amplitude of the first subleading term in the hydrodynamic flow (decaying as \( r^{-3} \)).\(^{40,80}\) The monopole coefficient \( a_0 \) (which from the perspective of chemical kinetics is directly connected with the effective reaction rate, see below), does not contribute to the motility in an unbounded suspension. However, its significance arises from that it contributes to the leading order (in the far-field) interaction of such an active particle with a confining boundary.\(^{30,80-82,90-93}\)

### 3.1. The monopole amplitude \( a_0 \) and the effective reaction rate

In chemical kinetics, the effective reaction rate \( K \) (units of \( m^3/s \)) is defined as the flux of reactants that would pass through the surface of the particle, as if the particle were porous to the reactant, divided by the bulk density. For the system under consideration here, by using
Eq. (3) one arrives at
\[ K := \frac{1}{c_\infty} \int_{\Sigma_a \cup \Sigma_i} -\mathbf{n} \cdot [-D \nabla c(r)] ds = -\frac{4\pi RD}{K_D} a_0, \]  
(18)
where \( K_D \) is the classic Smoluchowski expression of the rate constant; i.e., the dependences of the effective rate constant on the geometry and on \( Da \) are encoded in the monopole amplitude \( a_0 \) of the multipole expansion of the number distribution of the reactant.

As discussed above, in the limit of small \( Da \) numbers the boundary homogenization approximation becomes quasi-exact. Combining Eqs. (17) (with \( Q \approx 1 \)) and (14)–(16) for the corresponding values of \( b_0 \) and \( f_g \), it follows from Eq. (11) that for \( Da \ll 1 \) one has \( a_0(\omega_0) \approx -Da f_g(\omega_0) \) irrespective of the geometry of the reactive part of the particle. Thus, for \( Da \ll 1 \) the effective reaction rate is proportional to \( Da \); factoring this out, the remainder is decreased, with respect to the Smoluchowski value, solely by the geometric factor \( f_g \), consistent with the discussion above of an effective “constant flux” BC at the surface of the particle.

In Fig. 2 we show the parametric dependence of \( -a_0(\omega_0) = K/K_D \) on the geometric factor \( f_g(\omega_0) \) (which can vary from \( f_g = 0 \), for completely inert particles, to \( f_g = 1 \), when the whole surface is reactive) for all three geometries from Fig. 1 and for several values \( Da \geq 1 \). (The results at small values of \( Da \) are not shown because, as discussed above, in that regime the analytical theory is practically exact.) This representation allows one to easily read-off the influence of the exact geometry of the reactive part of the particle for a given total area of the reactive part (i.e., a fixed value of \( f_g \)). It can be seen that in all cases the boundary homogenization approximation provides very accurate estimates for \( a_0 \), which is consistent with previous reports.\(^{68,83,85,87}\) The results show that for each geometry, and at each value of \( Da \), the monopole amplitude depends significantly on the extent of the part that is active, i.e., on \( f_g \), and it increases with \( f_g \), as expected. For large \( Da \), the dependence on \( f_g \) is clearly non-linear in \( f_g \), which reflects that the reaction rate is reduced from the Smoluchowski value beyond the trivial decrease due to the active area.
Fig. 2. The dependence of the negative of the monopole amplitude, \(-a_0\) (which equals \(K/K_D\)), on the geometric factor \(f_g\) for various values \(Da \geq 1\). From top to bottom, the panels correspond to the geometries shown in Figs. 1(a)–(c).

being just a fraction of the whole surface (a behavior well known in the chemical kinetics literature).\(^{56,71,73}\) Furthermore, at large \(Da\), the monopole amplitude \(-a_0\) approaches the value 1 at \(f_g = 1\), which is the expected behavior since this is the limit of a perfectly absorbing
sphere (for which the reaction rate is $K = K_D$). At fixed geometry, i.e., one of the panels, the curves $-a_0(f_g)$ indeed seem to approach a limiting form with increasing value of Da, in agreement with the independent of Da behavior predicted for Da $\gg 1$ within the boundary homogenization approximation. Finally, we note that the dependence on the exact geometry of the reactive part is weak (compare the three panels at a given value of $f_g$), but particularly noticeable when one compares the ring geometry, (c), with the cap geometry, (a), and the two-cap geometry, (b).

3.2. The dipole ($a_1$) and octopole ($a_3$) amplitudes

As noted in Subsection 2.1, the additional “top-bottom” symmetry of the two caps and of the ring geometry (Figs. 1(b) and 1(c)), respectively, implies that for these systems the dipole and octopole amplitudes vanish: $a_1 = a_3 = 0$. This is correctly captured both by the numerical solution of the dual series equation (results not shown), which provides a cross-check of the numerics, as well as by the boundary homogenization approximation, see Eqs. (11), (15), and (16) (for the latter two, the second line of each). Therefore, these amplitudes will be discussed only for the single cap geometry of the active particle (Fig. 1(a)).

For both amplitudes, the boundary homogenization approximation perfectly captures the qualitative behavior, and it remains quantitatively accurate over the whole range of $f_g$ at Da = 1, i.e., well above the reaction-controlled kinetics regime (see Fig. 3). At large values of Da, i.e., upon approaching the limit of diffusion-controlled kinetics, quantitative discrepancies — more pronounced in the case of the amplitude $a_3$ — are noticeable once the active cap occupies more than 20–30% of the surface. While for $a_1$ the discrepancies are always in the direction of an underestimate of the exact value by the approximation (i.e., a larger magnitude $|a_1|$, which for the motile particle translates into a larger velocity), for $a_3$ both under- and over-estimates occur in different ranges of $f_g$. It should be also noted that the boundary homogenization approximation predicts that the
Fig. 3. The dependence of the dipole, $a_1$ (top panel), and octopole $a_3$ (bottom panel) amplitudes on the geometric factor $f_g$ for various values $Da \geq 1$ and for the case of the geometry shown in Fig. 1(a).

zero-crossings by $a_3$ are independent of $Da$ (these are determined by $b_1 = 0$ and $b_3 = 0$, respectively; see Eq. (11)), which contrasts with the exact result of weak, but noticeable, shifts of these crossings toward smaller values of $f_g$ with increasing $Da$.

3.3. The quadrupole amplitude ($a_2$)

For simple models of motile particles, the quadrupole amplitude $a_2$ determines the magnitude of the leading-order (in the far-field) hydrodynamic flow induced by the particle. Its sign distinguishes between “puller” and “pusher” type of motile particles (or “neutral”, if the amplitude $a_2$ vanishes). As shown in Fig. 4, similarly to the conclusions drawn for the other amplitudes considered in the
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Fig. 4. The dependence of the quadrupole amplitude, $a_2$, on the geometric factor $f_g$ for various values $Da \geq 1$. From top to bottom, the panels correspond to the geometries shown in Figs. 1(a)–(c).

previous subsections, for all three geometries considered the boundary homogenization approximation leads to excellent qualitative predictions, and it is quantitatively accurate over the whole range of $f_g$ even for $Da$ values as large as $Da = 1$. (Note that the quite distinct qualitative behaviors exhibited by the amplitude $a_2$ in the three
model geometries — compare, e.g., the top and the middle panels — provide a solid test for the approximation.) Finally, we remark that (as also noted for $a_3$ in the previous subsection) the zero-crossing occurring in the geometry (a) near $f_g = 0.5$ cannot be captured accurately by the approximate theory (which predicts the crossing to be set by $b_2^{(0)} = 0$, independent of Da). Although the quantitative differences are not very large, yet they should still be approached cautiously if the sign of $a_2$ is used, as noticed above, to infer a “puller” or “pusher” character.

4. Conclusions

The use of the so-called boundary homogenization approximation in studies of chemically active spherical particles was recently proposed by Ref. 44. Here we have studied in detail, for a simple model of a spherical particle and an annihilation reaction of first-order kinetics, the accuracy of the approximate analysis in terms of the dependences of the first four coefficients in the multipole expansion of the chemical field on the geometry of the reactive part and on the Damköhler number $Da$. Our results show that for simple geometries of the reactive part, such as those shown in Fig. 1, the results obtained within the confines of this approximation provide estimates that are in excellent qualitative agreement with the exact solutions. Furthermore, even for Damköhler numbers as large as $Da = 1$ (a range that compares favorably with estimates, based on $k \sim 10^{-6}$ to $10^{-4}$ m/s, of the values in experimental studies of chemically active particles) the results obtained via the boundary homogenization approximation are quantitatively accurate over the whole range of geometries (configurations (a)–(c) in Fig. 1) and values of the geometric factor $f_g$ (see Section 3.1).

In view of these promising outcomes, it would be interesting to further assess the robustness of the boundary homogenization approximation by testing more complex cases, such as particles with ellipsoidal shapes or particles with reactive zones that do not possess axial symmetry.
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We present a diffusion–advection-reaction equation to describe the dynamics of a mixture of two types of surfactants at the interface of an emulsion droplet. The advective current follows from a non-uniform surface-tension field at the interface, which induces Marangoni flow. We apply this theory to two examples for producing active emulsions.

First, bromine dissolved in water droplets reacts with the surfactants and locally enhances surface tension. For sufficiently strong gradients quantified by the Marangoni number $M$, a symmetry breaking transition toward a swimming droplet occurs followed by stopping and oscillating states with increasing $M$. Taking into account thermal fluctuations of the surfactant mixture, the coarsening dynamics toward the phase-separated profile is governed by an initially slow growth of domain size followed by a nearly ballistic regime. On larger time scales, thermal fluctuations cause random changes in the swimming direction, and the droplet performs a persistent random walk.

Second, we consider photosensitive surfactants, which can be switched between trans and cis isomers by light. Depending on the wavelength of the exciting light beam and the surfactant type in the outer bulk fluid, one can either push droplets along unstable trajectories or pull them along straight or oscillatory trajectories. We demonstrate these cases for strongly absorbing and for transparent droplets.
1. Introduction

This chapter talks about creating motion in the specific system of emulsion droplets, where fluid droplets are suspended in a fluid phase. Within the field of active motion, active emulsions have established an interesting research direction since they provide mechanisms to produce autonomous motion.\(^1\)\(^-\)\(^5\) Understanding swimming mechanisms of different types of microswimmers ranging from Janus particles driven by diffusiophoresis to microorganisms, which use beating and rotating flagella, has always initiated theoretical research in order to obtain a qualitative understanding and perform a quantitative description of the underlying processes.\(^6\)\(^-\)\(^13\)

Following this route, our work\(^2\)\(^,\)\(^5\)\(^,\)\(^14\) summarized in this chapter was motivated by a realization of active emulsions. Bromine water droplets with a typical radius of 80 μm placed into a surfactant-rich oil phase spontaneously start to swim with a typical speed of about 15 μm/s.\(^1\) Surfactants move to the droplet interface and form a dense monolayer, thereby lowering the surface tension \(\sigma\) of the interface. Bromine from within the droplet chemically reacts with surfactants and generates weaker surfactants, which give a higher surface tension. As a consequence, local gradients in \(\sigma\) induce flow at and close to the interface toward regions of higher surface tension. This phenomenon is called Marangoni effect. It advects surfactants and thereby further enhances the gradients of \(\sigma\). If the advective current exceeds the smoothing diffusion current, the surfactant mixture phase-separates. Thus, the original isotropic symmetry of the droplet interface is broken. The droplet develops a polar symmetry and starts to move in a random direction, which fluctuates around such that the droplet performs a persistent random walk. In parallel, brominated surfactants are constantly replaced by non-brominated surfactants from the oil phase by means of desorption and adsorption. The swimming motion comes to an end when the fueling bromine is exhausted.

Another means to generate a surfactant mixture is by using photoresponsive surfactants. They contain stereoisomers like azobenzene,\(^15\) spiropyran,\(^16\) or stilbene.\(^17\) They reversibly change shape
between \textit{trans} and \textit{cis} isomers under illumination with specific wavelengths of light and thereby change surface tension of a liquid interface.\textsuperscript{18} Consequently, Marangoni flow can be induced between illuminated and dark regions of the interface.\textsuperscript{14,19–21} Through this mechanism, photoresponsive surfactants offer a unique way to control fluid flow by shining static or changing patterns of light on an interface. This allows to move and position individual surfactant-covered droplets,\textsuperscript{22} to turn droplets into self-propelled particles,\textsuperscript{14} to move oil droplets\textsuperscript{20} or marbles\textsuperscript{23} on a photoresponsive fluid surface, to pump fluid near a planar water surface,\textsuperscript{19} to photocontrol the coffee-ring effect,\textsuperscript{24} and to explore photoresponsive fluid interfaces for feedback control.\textsuperscript{21}

The chapter is based on three papers published by the authors, where we formulated the theory of a surfactant mixture, which fully covers the interface of an emulsion droplet.\textsuperscript{2,5} The theory also needs the Marangoni flow field due to an arbitrary field of surface tension, which we derived in Ref. 14. After reviewing the complete theory in Section 2, we address in Section 3 the active emulsion droplets that swim based on the bromination reaction of surfactants. We characterize the different motional states induced by the spontaneous symmetry breaking and present them in a state diagram.\textsuperscript{2} Taking into account thermal fluctuations in the surfactant mixture,\textsuperscript{5} we study its coarsening dynamics toward full, motion-induced phase separation at the interface of the swimming droplet and also address rotational diffusion of the swimming direction. In Section 4, we explore light-induced motion of emulsion droplets using a beam of laser light and illustrate possible trajectories for adsorbing and transparent emulsion droplets initially covered either by \textit{trans} or \textit{cis} surfactants.\textsuperscript{14}

2. Theory

Active droplets are driven by Marangoni flow initiated by a non-uniform surfactant mixture at the droplet interface. To model their
dynamics, we formulate a diffusion–advection-reaction equation for the mixture order parameter $\phi$. We assume that the surfactants completely cover the droplet interface without any intervening solvent. The head area $\ell^2$ of both types of surfactant molecules (brominated and non-brominated or surfactants in the trans or cis state) are assumed to be the same so that they occupy the same area at the droplet interface. Their densities $c_1$ and $c_2$ in units of $\ell^{-2}$ then satisfy $c_1 + c_2 = 1$ and the mixture order parameter is the concentration difference $\phi = c_1 - c_2$. Local coverage with one type of surfactant is indicated by $\phi = 1$ and $-1$, respectively, and the surfactant densities are $c_1 = (1 + \phi)/2$ and $c_2 = (1 - \phi)/2$. Note that a theory without the constraint of full coverage is formulated in Ref. 21.

2.1. Diffusion–advection-reaction equation

We express the dynamics of the order-parameter field $\phi$ at the droplet interface in the form of a continuity equation with an additional source and thermal noise ($\zeta$) term,

$$\partial_t \phi = -\nabla_s \cdot (j_D + j_A) - \tau_R^{-1}(\phi - \phi_{eq}) + \zeta(r, t).$$ (1)

Here, $\nabla_s = P_s \nabla = (1 - n \otimes n) \nabla$ stands for the directional gradient on a sphere with radius $R$, where $\nabla$ is the nabla operator, $P_s$ the surface projector, and $n$ a unit vector along the surface normal. The current is split into a diffusive part $j_D$ and an advective part $j_A$, which arises due to the Marangoni effect. We explain these in Sections 2.2 and 2.3, respectively. The source term is a simplified phenomenological description for the adsorption and desorption of surfactants from and to the surrounding fluid. Without diffusive and advective currents, it gives a relaxation of the surfactant mixture to an equilibrium composition $\phi_{eq}$ during the relaxation time $\tau_R$. A more detailed model would include fluxes from and to the bulk fluid. In our first example, the source term describes the bromination reaction as well as desorption of brominated and adsorption of non-brominated surfactants to and from the outer fluid. Adsorption and desorption dominate for $\phi_{eq} < 0$, while bromination dominates for $\phi_{eq} > 0$. In the
second example of photoisomeric surfactants, we set $\phi_{eq} = -1$ or $+1$ to indicate that the outer fluid is laden with either trans or cis isomers, respectively. Finally, the thermal noise term is due to compositional fluctuations in the surfactant mixture. It is related to the diffusive current by the fluctuation–dissipation theorem as explained at the end of Subsection 2.2.

2.2. Diffusive current

To derive the diffusive current $j_D$, we start from a Flory–Huggins type free energy density $f$ for the surfactant mixture at the droplet interface in terms of the densities $c_1$ and $c_2$. It is composed of the mixing entropy plus terms mimicking attractive interactions between surfactants,

$$\begin{aligned} f &= \frac{k_B T}{\ell^2} \left[ c_1 \ln c_1 + c_2 \ln c_2 - b_1 c_1^2 - b_2 c_2^2 - b_{12} c_1 c_2 \right]. \quad (2) \end{aligned}$$

Here, $\ell^2$ denotes the area occupied by a surfactant in the interface, and $b_1$ and $b_2$ are dimensionless parameters characterizing the interaction between surfactant molecules of one type, while $b_{12}$ quantifies the interaction between surfactant molecules of different types. Rewriting this energy density in terms of the order parameter $\phi$, we obtain

$$\begin{aligned} f(\phi) &= \frac{k_B T}{\ell^2} \left[ \frac{1 + \phi}{2} \ln \frac{1 + \phi}{2} + \frac{1 - \phi}{2} \ln \frac{1 - \phi}{2} \\ - \frac{1}{4} (b_1 + b_2 + b_{12}) - \frac{\phi}{2} (b_1 - b_2) - \frac{\phi^2}{4} (b_1 + b_2 - b_{12}) \right]. \quad (3) \end{aligned}$$

The diffusive current is now driven by a gradient in the chemical potential derived from the total free energy functional $F[\phi] = \int \int f(\phi) \, dA$,

$$\begin{aligned} j_D &= - \lambda \nabla_s \frac{\delta F}{\delta \phi} = - \lambda f''(\phi) \nabla_s \phi \\
&= -D \left[ \frac{1}{1 - \phi^2} - \frac{1}{2} (b_1 + b_2 - b_{12}) \right] \nabla_s \phi, \quad (4) \end{aligned}$$
where \( f''(\phi) \) means second derivative with respect to \( \phi \) and the Einstein relation \( D = \lambda k_B T/\ell^2 \) relates the interfacial diffusion constant \( D \) to the mobility \( \lambda \). To rule out a double well form of \( f(\phi) \), which would generate phase separation of the surfactant mixture already in thermal equilibrium, we only consider \( b_1 + b_2 - b_{12} < 2 \) or with \( b_{12} = (b_1 + b_2)/2 \) require \( b_1 + b_2 < 4 \). The convex free energy \( (f''(\phi) > 0) \) also means that the diffusive current \( j_D \propto -\nabla_s \phi \) is for all \( \phi \) directed against \( \nabla_s \phi \).

From the free energy density \( f \) of Eq. (2) we derive the surface tension, the gradient of which drives the Marangoni flow. The surface tension \( \sigma \) is the thermodynamic force conjugate to the surface area. This gives

\[
\sigma = f - \frac{\partial f}{\partial c_1} c_1 - \frac{\partial f}{\partial c_2} c_2, \tag{5}
\]

which we identify as the Legendre transform of the free energy (2) to the chemical potentials \( \mu_i = \frac{\partial f}{\partial c_i} \). Hence, \( \sigma = \frac{k_B T}{\ell^2} (b_1 c_1^2 + b_2 c_2^2 + b_{12} c_1 c_2) \), and in terms of \( \phi \) using again \( b_{12} = (b_1 + b_2)/2 \), we arrive at the equation of state

\[
\sigma(\phi) = \frac{k_B T}{\ell^2} (b_1 - b_2) \left( \frac{3 b_1 + b_2}{8 b_1 - b_2} + \frac{1}{2} \phi + \frac{1}{8} \frac{b_1 + b_2}{b_1 - b_2} \phi^2 \right). \tag{6}
\]

We formulate the thermal noise term in Eq. (1) as Gaussian white noise with zero mean following Ref. 26,

\[
\langle \zeta \rangle = 0, \quad \langle \zeta(\mathbf{r},t)\zeta(\mathbf{r}',t') \rangle = -2k_B T \lambda \nabla_s^2 \delta(\mathbf{r} - \mathbf{r}') \delta(t - t'). \tag{7a}
\]

Here, the strength of the noise correlations is connected to the mobility \( \lambda \) of the diffusive current via the fluctuation–dissipation theorem.

2.3. Marangoni flow

The advective current for the order parameter \( \phi \) is given by

\[
j_A = \phi \mathbf{u} |_{\mathcal{R}}, \tag{8}
\]
where \( u|R \) is the flow field at the droplet interface. It is driven by a non-uniform surface tension \( \sigma \) and therefore called Marangoni flow.\(^{25,27}\) Since surfactants constantly enter or leave the interface, the surface flow has a non-zero surface divergence \( \nabla_s \cdot u|R \neq 0 \). In fact, it can be shown that an incompressible surface flow is not compatible with self-propulsion of the droplet.\(^{28}\)

In order to evaluate \( u|R \), one has to solve the Stokes equation for the flow field \( u(r) \) surrounding the spherical droplet \((r > R)\) as well as for the flow field \( \hat{u}(r) \) inside the droplet \((r < R)\). Both solutions are matched at the droplet interface \( r = R \) by the condition\(^{25}\)

\[
\nabla_s \sigma = P_s (\mathbf{T} - \hat{\mathbf{T}}) \mathbf{n} \bigg|_{r = R},
\]

where \( P_s \) is the surface projector introduced after Eq. (1) and \( \mathbf{n} = \mathbf{e}_r \) the radial unit vector. Equation (9) means that a gradient in surface tension \( \sigma \) is compensated by a jump in viscous shear stress. Here, \( \mathbf{T} = \eta [\nabla \otimes u + (\nabla \otimes u)^T] \) is the viscous shear stress tensor of a Newtonian fluid with viscosity \( \eta \) outside of the droplet and the same relation holds for \( \hat{\mathbf{T}} \) of the fluid with viscosity \( \hat{\eta} \) inside the droplet. We have performed the tedious evaluation of the complete flow field in Ref. 14 for an arbitrary but given surface tension field and only summarize the relevant results here. Alternative derivations are found in Ref. 29–32.

The Marangoni flow field \( u|R \) at the interface can be expanded into spherical harmonics \( Y_l^m(\theta, \varphi) \), where \( \theta, \varphi \) are the spherical angular coordinates

\[
u_s|_R = \frac{\eta}{2(\eta + \hat{\eta})} \mathbf{v}_D + \frac{1}{\eta + \hat{\eta}} \sum_{l=1}^{\infty} \sum_{m=-l}^{l} \frac{R_s l^m}{2l + 1} \nabla_s Y_l^m.
\]

The surface tension comes in through the expansion coefficients

\[
s_l^m = \int \sigma(\theta, \varphi) \overline{Y_l^m}(\theta, \varphi) \, d\Omega,
\]

where bar means complex conjugate. Equation (10) shows that Marangoni flow is directed along gradients in surface tension, but higher expansion modes contribute with a decreasing strength \( \propto \).
Equation (10) also contains the droplet velocity vector $v_D$. Using the Lorentz reciprocal theorem, one can calculate it by averaging the surface flow field $u_R$ or ultimately the surface tension gradient $\nabla_s \sigma$ over the whole interface,

$$v_D = -\frac{1}{4\pi R^2} \int u_R dA = -\frac{1}{4\pi R(2\eta + 3\hat{\eta})} \int \nabla_s \sigma dA.$$

(12)

The first relation reduces to the expression given in Ref. 28 for rigid active spherical swimmers ($\hat{\eta} \to \infty$). Finally, one realizes that the droplet velocity vector with its propulsion speed $v_D \geq 0$ and the swimming direction $e$ (with $|e| = 1$) is solely determined by the dipolar coefficients $(l = 1)$ of the surface tension,

$$v_D = v_D e = \frac{1}{\sqrt{6\pi}} \frac{1}{2\eta + 3\hat{\eta}} \begin{pmatrix} s_1 - s_1^{-1} \\ i(s_1^{-1} + s_i^{-1}) \\ -\sqrt{2}s_0 \end{pmatrix}.$$  

(13)

By setting $m = 0$, Eqs. (10) and (13) reduce to the case of an axisymmetric droplet swimming along the $z$-direction, which we studied in Ref. 2.

Together with the equation of state $\sigma(\phi)$ from Eq. (6), the advective current $j_A$ in Eq. (8) is now fully specified. Using the diffusion current $j_D$ from Eq. (4), the diffusion–advection-reaction equation (1) becomes a closed equation in $\phi$. We solve it numerically by a finite-volume method as detailed in Ref. 5.

2.4. Relevant system parameters

One can formulate Eqs. (1) and (7(b)) in dimensionless quantities by rescaling time by the characteristic diffusion time $\tau_D = R^2/D$ and lengths by droplet radius $R$. Thereby, the relevant system parameters become visible. The most important one is the Marangoni number

$$M = \frac{(b_1 - b_2) R}{\lambda(\eta + \hat{\eta})}.$$  

(14)
which compares the strength of the advective current or Marangoni flow to the diffusive current, which scale, respectively, as \( k_B T (b_1 - b_2) / [(\eta + \dot{\eta})\ell^2] \) and \( D / R = \lambda k_B T / (\ell^2 R) \). Furthermore, one has the ratio of shear viscosities, \( \nu = \ddot{\eta} / \eta \), for the fluids inside and outside of the droplet, respectively, and \( \kappa = \tau_D / \tau_R \) tunes the ratio between diffusion and relaxation time. Finally, the reduced noise strength \( \xi = \ell / R \propto 1 / \sqrt{N} \), where \( N \) is the total number of surfactants at the droplet interface, connects the droplet size \( R \) to the molecular length scale \( \ell \).

3. **Swimming Active Emulsion Droplets**

In the introduction we explained that a bromination reaction inside the emulsion droplet creates a mixture of two types of surfactants. Initially, the mixture will be uniform and then an instability arises, where it starts to demix. This creates gradients in surface tension and ultimately gives rise to the directed droplet motion. Suppose demixing spontaneously arises locally. The diffusive current \( j_D \propto -\nabla \phi \) will smooth out this demixing. For the advective current, we roughly found \( j_A \propto \phi \nabla \phi \) in Eq. (10), strictly valid for each \( lm \) mode. This means that for \( \phi > 0 \), the current \( j_A \) amplifies gradients in \( \phi \) by moving more \( +1 \) surfactants along the gradient than \( -1 \), which enhances demixing. Thus, \( j_D \) and \( j_A \) are competing and as soon as \( j_A \) dominates over \( j_D \) as quantified by the Marangoni number \( M \), the surfactant mixture phase-separates. The resting state becomes unstable and the droplet starts to swim.

In the following, we summarize the possible motional states and study the coarsening dynamics of the surfactant mixture as a result of compositional fluctuations.

3.1. **Motional states and state diagram**

All the results in this subsection are obtained for \( \kappa = \tau_D / \tau_R = 0.1 \) and \( b_1 = 2, b_2 = 1 \) so that \( b_1 + b_2 = 3 \). In Ref. 2, the dynamic equation without noise was solved for the uniaxial case. Starting from
a modulated order-parameter field (see Fig. 1(a)), \( \phi \) becomes uniform and the droplet does not move at low Marangoni numbers, it rests. At medium values it swims due to a smooth step in \( \phi \). Then, at high \( M \) the order-parameter field becomes symmetric about \( \theta = \pi/2 \) and the droplet stops. The corresponding longitudinal surfactant velocity profiles are plotted in Fig. 1(b) and the resulting droplet speeds in Fig. 2(a). In addition to the motional states as already discussed, we observe an oscillation state. The corresponding order-parameter field color-coded in Fig. 2(b) is no longer stationary but also varies periodically in time.

Finally, Fig. 3 shows a state diagram in the relevant parameter space \( \phi_{eq} \) versus \( M \) with the four motional states: resting, swimming, stopping, and oscillating occurring for increasing \( M \). There is no swimming motion possible for negative \( \phi_{eq} \) since both the advective and diffusive current are directed against the gradient in \( \phi \). In particular, the transition from resting to swimming shows a subcritical bifurcation, i.e., there is a region where both states are possible and the observed state depends on the initial order-parameter profile. Similar state diagrams occur for smaller values of \( \kappa \). For \( \kappa = 0.01 \), the swimming region increases in size and then shrinks again for \( \kappa = 0.001 \) until for \( \kappa = 0 \) swimming solutions are no longer
possible. On the other hand, for $\kappa = 1$ and 10, i.e., in the limit of fast bromination reaction and exchange of surfactants, only resting, stopping, and oscillating solutions but no stable swimming solutions occur.

3.2. Fluctuating order-parameter field and coarsening dynamics

For the following, we solved the full dynamic equation (1) including thermal noise. We studied the coarsening dynamics of the surfactant mixture starting from a uniform mixture at $\phi_{eq} = 0.5$ with
very small random fluctuations. Figure 4 shows the order parameter profile $\phi(\theta, \varphi)$ at various time steps. Shortly after the simulation starts, small islands or domains with $\phi > \phi_{eq}$ and $\phi < \phi_{eq}$ emerge,
which rapidly grow until $t \approx 1$. In this period, the droplet hardly moves. Then the coarsening or demixing process is slowed down. The domains coalesce on larger scales and the droplet speeds up significantly. Since the droplet interface area is finite, the domains ultimately coalesce to two large regions with $\phi < \phi_{eq}$ and $\phi > \phi_{eq}$ with each of them covering about half of the interface. This happens at about $t = 5$ (not shown), where the droplet speed is maximum. Then, the domain wall between the two regions moves to its final position closer to the south pole at $\theta = \pi$ and reaches it at $t \approx 9$. Simultaneously, the droplet speed decreases to its final value since closer to the south pole the area of the domain wall and therefore the region of non-uniform surface tension is smaller. The surface or Marangoni flow is concentrated on the region of the domain wall and points toward the south pole, where surface tension is largest. Thus, the droplet moves with the north pole in front and, in the language of microswimmers, it therefore is a pusher.

We also quantified the temporal evolution of the coarsening dynamics by introducing an average domain size $L$, which measures the mean lateral extension of all compact regions with $\phi > \phi_{eq}$. Figure 5 shows $L(t)$ versus time for different noise strengths $\xi$. 

**Fig. 5.** Mean domain size $L$ averaged over 200 simulation runs plotted versus reduced time in units of $\tau_D$ for different noise strengths $\xi$. A domain is defined by a compact region with $\phi > \phi_{eq}$. Same parameters as in Fig. 4 are used. (Reproduced from Ref. 5 with kind permission of EPJ; copyright (2016).)
A separation of time scales in the coarsening dynamics is clearly visible. At early times, we find a power-law behavior \( L(t) \propto t^{0.1} \). Without noise, coarsening then quickly speeds up at a rate \( L(t) \propto t^{1/2} \) and then slows down again to \( L(t) \propto t^{0.1} \). In contrast, thermal fluctuations in the order-parameter-profile hinder early coarsening and the mean domain size continues to grow slowly with \( L(t) \propto t^{0.1} \) over several decades and then crosses over to a fast final coarsening with rate \( L(t) \propto t^{0.8} \). The crossover time at \( t \approx 1 \) is only determined by the diffusion time \( \tau_D \) and does not depend on noise strength \( \xi \).

Interestingly, a similar scenario occurs for coarsening in the dynamic model \( H \), where the Cahn–Hilliard equation couples to fluid flow at low-Reynolds number via an advection term. A slow coarsening rate \( L(t) \propto t^{1/3} \) in a diffusive regime at short times is followed by an advection-driven regime with \( L(t) \propto t \) at later times.\(^{34,35}\) Although we cannot simply reformulate our model as an advective Cahn–Hilliard equation, since the phase separation in our case is driven by the interfacial flow \( u \mid_{R} \) itself, we observe similar coarsening regimes when we include some noise.

### 3.3. Rotational diffusion

Our solution of the dynamic equation (1) including thermal noise shows that in the stationary state of the order-parameter profile, the droplet performs Brownian motion in space when the droplet velocity \( \nu_{DE}(t) \) is integrated in time.\(^5\) The reason is that the profile as illustrated in Fig. 4 at time \( t = 9 \) or ultimately the domain wall exhibit thermal fluctuations. As a result, the swimming direction \( \mathbf{e}(t) \) performs a random walk on the unit sphere. In Ref. 5, we confirmed this scenario by directly measuring the orientational correlation function, which behaves as \( \langle \mathbf{e}(0) \cdot \mathbf{e}(t) \rangle = e^{-t/\tau_r} \). Here, the decorrelation time \( \tau_r = 1/(2D_r) \) is directly related to the rotational diffusion coefficient \( D_r \). For small thermal noise strengths \( \xi \), we observed a clear scaling \( \tau_r \propto 1/\xi^2 \). To rationalize the scaling, we succeeded to extract a stochastic equation for the Brownian motion on the unit sphere from Eq. (1). For times beyond the duration of coarsening, one projects the
fluctuations about the stationary solution on the spherical harmonics $Y_{l=1}^\pm$, since they are responsible for fluctuations in $\mathbf{e}(t)$. In particular, we found $D_r \propto \xi^2$ and thereby confirmed the observed scaling.

4. Light-Induced Motion of Emulsion Droplets

In this section, we consider the case where the mixture of surfactants is initiated locally by laser light. Certain surfactants are known to be photosensitive.\textsuperscript{36–39} For example, surfactants based on azobenzene can undergo photoisomerization, where UV light (365 nm) transforms a trans to a cis isomer and blue light (450 nm) causes a transformation from cis to trans. During the trans-cis isomerization, subunits within the molecule change their relative orientation. Naturally, a different molecular structure also affects the surface tension of a surfactant-covered interface. Experiments showed that surfactants in the cis state cause a higher surface tension compared to the ones in the trans state.\textsuperscript{37} This effect has recently been used to generate Marangoni flow.\textsuperscript{22}

In Ref. 14, we took up this idea and applied it to droplets in order to study their motion initiated by a laser beam. Figure 6 summarizes the four situations we have looked at: the droplets are either adsorbing so that only one light spot at the interface transforms the surfactants or they are transparent, where two light spots occur and where refraction has to be taken into account. In (a), the surrounding fluid and thereby the droplet interface is laden with trans surfactants. Then, UV light causes isomerization at the interface to the cis isomer, which results in a higher surface tension, and Marangoni flow toward the light spots at the interface is initiated. The droplet is pushed out of the beam. In (b), we consider that fluid and droplet interface are laden with cis isomers assuming that they are sufficiently stable against spontaneous conversion to trans isomers. Here, Marangoni flow goes away from the light spots and the droplet is pulled into and thereby kept in the laser beam.

We describe the dynamics of the surfactant mixture again by Eq. (1), neglecting any thermal noise. The order parameter is
chosen \( \phi = +1 \) or \(-1 \) in regions where all surfactants are either in the \textit{cis} or \textit{trans} state, respectively, while in mixtures of both surfactants \( \phi \) is in the range \(-1 < \phi < 1 \). Choosing again \( b_1 = 2 > b_2 = 1 \), we assure that the surface tension of Eq. (6) is larger for pure \textit{cis} isomers. The source term in Eq. (1) couples the interface to the outer fluid and thus \( \phi_{eq} = -1 \), when the fluid is laden with \textit{trans} molecules, and \( \phi_{eq} = 1 \) for \textit{cis} isomers. The cross-section of the light beam typically has a radius \( \rho = 0.2R \) and all the presented results are determined with \( M = 1 \) and \( \kappa = \tau_D/\tau_R = 1 \) if not stated otherwise.

4.1. \textit{Adsorbing emulsion droplets}

Figure 7 shows the order parameter and flow fields for adsorbing droplets either pushed by UV light (a) or pulled by blue light (b), when the laser beam is directed toward the droplet center (\( \Delta y = 0 \)). At \( \theta = 0 \), one recognizes the action of the laser beam and then \( \phi \) relaxes toward its bulk value. The Marangoni flow is largest where \( \phi \) and surface tension have a large gradient. In (a), the droplet is pushed away from the light source and acts as a pusher, while in (b), the droplet is a puller moving toward the source.
Fig. 7. Stationary solutions of the order-parameter field $\phi$ and the flow field $u_{\theta|R}$ for (a) A droplet pushed by UV light. (b) A droplet pulled by blue light. In both cases, the laser light hits the droplet interface at $\theta = 0$ with offset $\Delta y = 0$. (Reproduced from Ref. 14 with kind permission of AIP Publishing; copyright (2016).)

Pushing the droplet is an unstable motion since for a non-zero offset $\Delta y$ between beam axis and droplet center, the droplet moves out of the laser beam (Fig. 8, left (a)), while the pulling motion is stable against $\Delta y \neq 0$ (Fig. 8, left (b)). Here, the droplet relaxes back to the on-axis motion moving straight toward the light source. However, the pulled droplet develops an instability for decreasing $\kappa = \tau_D/\tau_R$ and an oscillatory motion about the laser beam occurs (see $\kappa = 0.1$, in Fig. 8, right). At $\kappa = 0.1$, the relaxation of the photoinduced trans surfactants toward the cis isomers is much slower than diffusive spreading. Thus, the swimming direction does not follow instantaneously the location of the light spot on the droplet interface but shows some persistence. This allows the droplet to cross the beam axis and to ultimately develop an oscillatory trajectory. In Ref. 14, we showed that the transition to the oscillatory motion occurs via a subcritical Hopf bifurcation.

4.2. Transparent emulsion droplets

We now discuss the case of an emulsion droplet with negligible light absorbance, where the laser beam traverses the droplet and also
actuates it at a second light spot (see Fig. 6, right). We focus on a water droplet immersed in a transparent oil phase. Due to the different refractive indices of oil and water, the transmitted beam is refracted at each interface according to Snell’s refraction law. We apply the refraction law to partial beams of the incident light so that it widens while crossing and leaving the droplet. In what follows, we use the refraction indices for oil ($n = 1.45$) and water ($\hat{n} = 1.35$), respectively. In our treatment, we neglect any reflection except for total reflection above the critical angle $\alpha_{\text{max}} = \arcsin(\hat{n}/n)$. Since the two light spots on the droplet interface (see Fig. 6, right) are well separated from each other, the droplet velocity vector is a superposition of the vectors induced by each spot. Note, for $\Delta y \neq 0$, the light spot for the laser beam leaving the droplet is noticeably larger and its induced Marangoni flow dominates the droplet velocity.

In the case (a), where UV light transforms $\text{trans}$ to $\text{cis}$ isomers, the droplet is ultimately pushed out of the laser beam as indicated in Fig. 6, right. In case (b), where the oil phase is laden with $\text{cis}$
Fig. 9. Trajectories of a transparent water droplet suspended in oil, which is actuated by blue light, for decreasing $\kappa$. All droplets start at the right with an initial offset $\Delta y = -0.5$ and in all cases $M = 1$. (Reproduced from Ref. 14 with kind permission of AIP Publishing; copyright (2016).)

Surfactants and blue light is applied, the droplet is pulled toward the beam axis. As for the adsorbing droplet, there is a pronounced dependence of the observed droplet trajectories on $\kappa = \tau_D/\tau_R$ as illustrated in Fig. 9. In the case of strong coupling to the bulk phase, $\kappa = 10$, the droplet performs a damped oscillation about $y = 0$. Upon decreasing the relaxation rate to values below $\kappa = 4.5$, the droplet undergoes a subcritical Hopf bifurcation (for a detailed discussion see Ref. 14) and the droplet starts to oscillate about the laser beam while moving away from the light source. This is nicely illustrated for $\kappa = 3$. Below $\kappa = 2.2$, the droplet changes its dynamics completely (see $\kappa = 1$ in Fig. 6). After moving away from the light source for a few droplet radii $R$ with increasing oscillation amplitude, the droplet reverses its swimming direction and reaches a stationary oscillating state. The reversal occurs because the amplitude of the oscillation is so large that the size of the second spot decreases due to total reflection and the first spot pulls more strongly. Finally, at relaxation rates below $\kappa = 0.54$, the droplet eventually leaves the beam and stops.
5. Conclusions

We have reviewed the theory to treat active emulsions with the droplet interface fully covered by a surfactant mixture. In addition to diffusive and advective currents, a phenomenological term describes the exchange of surfactants with the surrounding fluid through adsorption and desorption, while it also includes a chemical reaction, which changes the surfactant type at the interface.

We have applied the theory to bromine water droplets in a surfactant-laden oil phase. The bromination reaction locally changes the surfactant type and the resulting gradient in surface tension causes Marangoni flow which in turn enhances the gradient. We have demonstrated that this gives rise to a symmetry-breaking transition and the droplet starts to swim when the advective current dominates the smoothing diffusive current as quantified by the Marangoni number $M$. Increasing $M$ further, the droplet stops again and for even larger $M$ performs oscillations due to a spatio-temporal variation of the mixture order-parameter field. Taking into account thermal fluctuations, we can describe the coarsening dynamics from a uniform mixture to a fully phase-separated coverage of the droplet interface. The mean domain size grows slowly over several decades and then crosses over to a fast final coarsening. Interestingly, this two-stage coarsening process is reminiscent of the coarsening scenario of model $H$ with a diffusive regime followed by an advective regime. In steady state, the domain wall, separating the regions of the two surfactant types from each other, fluctuates. Thereby the swimming direction performs a random walk on the unit sphere and gives rise to a persistent random walk of the swimming droplet.

In the second example, the droplet interface is fully covered with a photosensitive surfactant. It can be switched reversibly between a \textit{trans} and \textit{cis} configuration under illumination of light with a specific wavelength. This also changes surface tension. In our setup, a laser beam creates a patch of switched surfactant. The surface tension becomes non-uniform and Marangoni flow occurs. We have looked at strongly adsorbing and transparent droplets. In both cases,
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droplets with initial \textit{trans} surfactants, meaning lower surface tension, are pushed out of the beam, whereas droplets are pulled into the beam when they are initially covered by \textit{cis} surfactants. Both for adsorbing and transparent droplets, a subcritical Hopf bifurcation toward oscillating trajectories occurs.

Active emulsions provide a playground for inducing self-propulsion with an interesting dynamics, as demonstrated by the two examples, which we reviewed here. Inspired by this work, we recently looked at the simpler geometry of a plane fluid interface and generalized the theory to the case where the interface is not fully covered by surfactants.\textsuperscript{21} Combining the idea of a photoresponsive interface with the method of feedback control, we are able to induce regular and irregular oscillatory dynamics in an array of activating light spots. This demonstrates the potential of photoresponsive interfaces for basic research in pattern formation and nonlinear dynamics but also for light-driven microfluidic applications.
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Hydrodynamic Theory of Phoretic Propulsion: Clarifications, New Concepts, and Reassessment
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We describe theoretically the thermophoretic propulsion in the system of two spherical particles due to bulk chemical reaction occurring in one of them. To solve the arising heat and hydrodynamic problems, the generalized method of separation of variables is used. In essence, the original boundary value problems we reduce to solution of the much easier infinite set of linear algebraic equations. Moreover, the classical hydrodynamic theory of thermophoresis is subjected to criticism. In particular, we demonstrate that the existing classical theory requires a fundamental reassessment and development to include high-order multipoles corrections to the phoretic velocity due to thermal and hydrodynamics interactions.

1. Introduction, Motivation, and Goals

Nowadays, the term “phoresis” signifies the drift motion of small objects suspended in gas (or liquid) medium due to an applied

\(^{a}\)We do not distinguish between gas and liquid medium assuming they are only non-ionic.
uniform gradient of some scalar field of physical quantities like electric potential, concentration, temperature, etc.\textsuperscript{1} Thus, one deals with the object propulsion in gradients: Of electric potential (electrophoresis), concentration of diffusing particles (diffusiophoresis), temperature (thermophoresis), etc. It is common knowledge that different regimes of the particle phoretic motion are characterized by the Knudsen number $Kn = \frac{\lambda}{l}$, defined as the ratio of the mean free path of a gas molecule $\lambda$ to a characteristic size of the problem $l$.\textsuperscript{2}

We shall investigate here so-called continuum limit\textsuperscript{3} (or near-continuum regime\textsuperscript{1}), i.e., considering all appropriate physical parameters as $Kn \to 0^+$. Theoretical descriptions of the phoretic propulsions in continuum limit are rather similar, so for the definiteness, we restrict ourselves to the case of thermophoresis only.

The theory of thermophoresis in the continuum limit stems from the seminal work by Epstein.\textsuperscript{4} It is generally accepted that he “was the first to rigorously derive an expression for the thermophoretic velocity, ... in gases for the large particle regime”, i.e., in continuum limit.\textsuperscript{5} Therefore, his theory is still of considerable current use (see, e.g., Refs. 6 and 7 and references therein). Note in passing that Epstein’s theory and its ensuing refinements\textsuperscript{8–10} are termed in various ways: macroscopic approach,\textsuperscript{11} the thermophoresis theory in the near-continuum regime,\textsuperscript{1} hydrodynamic theory of thermophoresis,\textsuperscript{6} or most commonly, thermophoresis theory of large particles (or just at small Knudsen numbers).\textsuperscript{9,12} Throughout this chapter, however, the classical hydrodynamic theory of thermophoresis (CHTT) will be understood to mean theory of suspended particles motion in a prescribed external steady temperature gradient for Stoke’s slip-flow regime.

On the other hand, the literature on the self-propulsion (propelling) of small objects over the last decades has become more and more voluminous, studying various facets of this motion and its applications.\textsuperscript{13–18} The term “self-propulsion” is used in reference to a large amount of natural and artificial phenomena, where the autonomous propulsion of small objects occurs by means of some of their own ability for motion. Phoretic effects play an important role among these various mechanisms of self-propulsion.\textsuperscript{18–22}
For example, the directed motion of a Janus particle is induced due to a temperature gradient generated by itself. So the latter motion is naturally called *self-thermophoresis*\textsuperscript{19,23,24} Note that presently corresponding *theory of self-thermophoresis* (TST) seems to be well elaborated. However, this is quite strange, but a simple inspection of references shows that these two branches of science almost do not interact with each other, as if CHTT and TST are completely different theories. If the papers on the CHTT do not cite any works on the TST, the works on the TST are mainly limited to the relevant references (see, for example, the works of A. Wurger and of R. Golestanian\textsuperscript{25–28}).

In 1982, Fuchs noted that the theory of thermophoresis of aerosol particles at large Kn agrees well with experimental data, whereas the CHTT for small Kn and high thermal conductivity of the particles reveals serious difficulties.\textsuperscript{29} Many years later, this question still remains to be unclarified and, e.g., in 2006 Prodi et al. pointed out:

> “While in the free-molecule regime (Kn \(\gg 1\)) ... theory seems to be in good agreement with the experimental results, in the slip-flow regime (Kn \(< 0.1\)) ... previously published measurements are contradictory”.\textsuperscript{30}

Recently, Sagot once again called attention to some discrepancy between estimated and observed values of the thermophoretic velocity.\textsuperscript{31} In this connection, we should note that very often, to overcome experimental difficulties, indirect measures of phoretic velocity are used.\textsuperscript{32,33} However, this kind of experiment cannot identify the proper phoretic effects among other existing competing effects (see also Section 6).

In 2011, Young presented an interesting investigation concerning the Grad 13-moment method of solution to the Boltzmann equation with applications to the theory of thermophoresis for all Knudsen numbers.\textsuperscript{34} Nevertheless, the theoretical reassessments proposed by Young have almost not referred to the principal ideas of the CHTT, if at all.\textsuperscript{34} Moreover, according to Zheng and Davis: “Thermophoresis theories for spherical particles are fairly well developed”.\textsuperscript{35}

An additional point to emphasize is that in the present study we do not discuss Brenner’s unified theory of phoretic phenomena in gases and liquids\textsuperscript{36} and various aspects of phoresis in liquids.\textsuperscript{37–39}
Thus, the main motivation for writing this chapter is threefold:
(a) to highlight close relations between the CHTT and the TST;
(b) to put forward possible ways to revise the existing theory to
make its predictions be in good agreement with the experimental
data; (c) to draw the attention to intrinsic difficulties of the CHTT,
including the infinite temperature paradox, and resolve it.

Last but not least is that this chapter in some sense may be
treated as a “journey to the past”. The point is that many years
ago the author had been studying some problems on applications of
the CHTT, namely, capture of fine aerosol particles by drops and by
course rigid particles in laminar and turbulent flows.\textsuperscript{40–46} However,
the results obtained show that, particularly, all the applications of
the CHTT should be thoroughly revised.

Thus, we intend to take here a fresh look at the CHTT and its
applications to correct their drawbacks.

2. Theoretical Model
Suppose that the global Cartesian coordinate system $(O; \mathbf{x})$ is defined
in 3D Euclidean space $\mathbb{R}^3$, where point $\mathbf{x} = (x_1, x_2, x_3) \in \mathbb{R}^3$ is re-
tative to the standard basis $(\mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3) \subset \mathbb{R}^3$. For the sake of definite-
ness, we shall treat here the two-sphere system $\Omega_1 := \{\mathbf{x} : \|\mathbf{x}\| < R_1\}$
and $\Omega_2 := \{\mathbf{x} : \|\mathbf{x} - L_{21}\| < R_2\}$ with the origin $\{O\}$ at the centre of
sphere 1 and $R_1 := R \neq R_2 := a$. Here, $\|\cdot\|$ denotes the Euclidean
norm and

$$\mathbf{L}_{ij} = \mathbf{r}_j - \mathbf{r}_i, \quad \mathbf{L}_{ij} = -\mathbf{L}_{ji}, \quad (1)$$

where $\mathbf{L}_{ij}$ is the vector, connecting the centers of spheres $\{O_j\}$ and
$\{O_i\}$ (hereafter $i \neq j = 1, 2$) as depicted in Fig. 1, whereas $\|\mathbf{L}_{ij}\| = L$;
P is the observation point. Assume that the spheres 1 and 2 can be
either freely suspended in the liquid (case A) or connected by an
infinitely thin rigid rod, forming an asymmetric rigid dumbbell called
\textit{Janus complex}\textsuperscript{20–23} (case B). Moreover, let the position of particle 1
be fixed in case A. Note that the statement of the problem bears
some resemblance to that studied in Ref. 47. It is clear that case
B corresponds to so-called rigid dumbbell model of the active self-propelled particle which, in fact, is a widely used model in theoretical works\textsuperscript{19–21} (see Fig. 1). The domain $\Lambda_{ij}$ defined by the constraint $\Lambda_{ij} := \{x : L > a + R_1\} \subset \mathbb{R}^3$ is said to be the configuration manifold of the system at issue.

As it is common, $\Omega^\pm \subset \mathbb{R}^3$ will denote 3D domains: either bounded ($\Omega^+$) or exterior to a bounded region ($\Omega^-$) with a smooth boundary $\partial \Omega$ of class $C^2$. For the model at issue: $\Omega^+_i \equiv \Omega_i$ are interiors; and $\Omega^- := \mathbb{R}^3 \setminus (\Omega_1 \cup \Omega_2)$ exterior of particles 1 and 2 with smooth boundaries. Sometimes it is expedient to use also the partial domains $D_i := \mathbb{R}^3 \setminus \overline{\Omega}_i$, whereas $\Omega^- = D_1 \cap D_2$. It is natural to term domain $\Omega^-$ as 3D manifold for the temperature field or temperature manifold for short.\textsuperscript{48}

We need to determine the thermophoretic force acting on this system and its subsequent motion. Note that for both the cases A and B, sphere 2 moves because of temperature gradient, so it is often addressed as phoretic (thermophoretic) particle (PP).\textsuperscript{18,36}

Provided

$$(T_s - T_0)/T_0 \ll 1, \quad \text{where} \quad \lim_{r_i \to \infty} T = T_0, \quad \lim_{r_1 \to R^+} T = T_s$$

and $T(P)$ is the absolute temperature of the fluid at $P \in \Omega^-$; all physical properties are assumed to be constant.\textsuperscript{34} Further, it is expedient to consider the problem with respect to the disturbance of temperature fields

$$T^-(P)\{T^+(P)\} := T(P) - T_0 \quad \text{in} \quad \Omega^-\{\Omega^+_i\}. \quad (3)$$
Besides, for the sake of clarity and simplicity we shall adopt original Epstein’s statement of the problem. So we can suppose that the heat equation is uncoupled with the velocity field and, therefore, the problem consists of two separate parts: (a) The calculation of the temperature field and (b) the incorporation of these results into the relevant hydrodynamic boundary conditions to solve the viscous flow equations.

Furthermore, assume that temperature inhomogeneity $T^-(P)$ in the manifold $\Omega^-$ is caused by the bulk quasi-steady chemical reaction occurring in particle 1. The chemical reaction taking place within $\Omega^{+1}$ can be either endothermic or exothermic with the volumetric thermal energy generation rate $\Phi(P; T^+)$ which, using condition (2), can be simplified as follows:

$$\Phi(P; T^+):= g R^{-2} (T^+ + R_g T_0^2 E_a^{-1}), \quad (4)$$

where $R_g$ and $E_a$ are the gas constant and activation energy; $g$ is a complex reaction parameter given explicitly in Ref. 49.

3. The Heat Problem

If temperature disturbance caused by thin rod is negligibly small, the calculation of the quasi-steady temperature field for above two cases A and B may be performed entirely in the same manner. Therefore, we shall not distinguish heat parts for these two cases.

3.1. Statement of the heat problem

Taking representation (4) into account, the quasi-steady temperature distribution in the whole space is governed by

$$-\kappa^+ \nabla^2 T^+ = \Phi(P; T^+) \quad \text{in} \quad \Omega^+_1, \quad -\nabla^2 T^+ = 0 \quad \text{in} \quad \Omega^+_2, \quad (5)$$

$$-\nabla^2 T^- = 0 \quad \text{in} \quad \Omega^-, \quad (6)$$
with conjugate (transmission) boundary conditions on the particle surfaces

\[ T^- \big|_{\partial \Omega^-_i} - T^+ \big|_{\partial \Omega^+_i} = 0, \quad (7) \]
\[ -\partial r_i T^- \big|_{\partial \Omega^-_i} + \chi_i \partial r_i T^+ \big|_{\partial \Omega^+_i} = 0. \quad (8) \]

Here, \((\cdot)|_{\partial \Omega^\pm_i} := \lim_{r_i \to R_i^\pm 0} (\cdot)\) are the limits from \(\Omega^\pm_i\); \(\chi_i = \kappa_i^+ / \kappa_i^-\), where \(\kappa^-\) and \(\kappa_i^+\) are the respective fluid and the \(i\)th particle thermal conductivities. We complete the statement of the above heat problem with conditions at the origin of \(\Omega^+_i\), i.e.,

\[ T^+ \big|_{r_i \to 0} < +\infty \quad (9) \]

and regularity condition at infinity

\[ T^- \big|_{r_i \to \infty} \Rightarrow 0. \quad (10) \]

Rigorously speaking, condition on the uniform vanishing (10) is equivalent to the regularity condition.\(^{50}\) It may be proved that boundary value problem (5)–(10) is well-posed,\(^{50}\) therefore, we can seek for its classical (regular) solution \(T^\pm(x) \in C^0(\Omega^\pm) \cap C^2(\Omega^\pm)\).

3.2. Semi-analytical solution of the heat problem

The method of bispherical coordinates is the commonly used one to obtain the exact solution to the posed heat problem (5)–(10) in the two-sphere exterior.\(^{22,52}\) However, for a number of reasons, the generalized method of separation of variables (GMSV) offers the greatest promise. This method allows one to find the semi-analytical solutions of various problems for the Laplace or Stokes equations in domains with complex boundaries consisting of many connected components to any degree of accuracy.\(^{51,52}\)

Often, for real reactions one can find the solution in a very simple form,\(^{49}\)

\[ T^+(P) \equiv T_s - T_0 \quad \text{in} \quad \Omega_i^+, \quad (11) \]

where \(T_s = T_0 - R_g T_0^2 E_a^{-1}\) is the constant temperature of particle 1.
3.2.1. Derivation of the resolved ISLAE

By means of superposition principles it may be shown that general solution to (5) in the temperature manifold $\Omega^-$ and domain $\Omega^+$ may be uniquely represented as follows:\footnote{S. D. Traytak}

$$
T^- (P) = T^-_1 + T^-_2 \quad (P \in \Omega^-), \quad T^+ (P) = T^+_2 \quad (P \in \Omega^+),
$$

(12)

where $T^-_i$ are the partial solutions corresponding to the $i$th particle.

Scalar axially symmetric regular and irregular solid spherical harmonics of the degree $n$ and $-n - 1$ with respect to a bound domain $\Omega^\pm$ read

$$
\psi^+_n (r, \theta) := r^n P_n (\cos \theta), \quad \psi^-_n (r, \theta) := r^{-n-1} P_n (\cos \theta),
$$

(13)

where $P_n (\mu)$ is Legendre polynomial of $n$ degree from a canonical basis solution $\{\psi^\pm_n\}_n=0^\infty$ to Laplace’s equations (5), (6) in domains $\Omega^\pm$, respectively.

“Irregular to regular” translation addition theorem for solid harmonics holds true\footnote{S. D. Traytak}

$$
\psi^-_n (\xi_i, \theta_j) = \sum_{k=0}^{\infty} W^{(j,i)}_{nk} \psi^+_k (\xi_i, \theta_i) \quad \text{for} \quad \epsilon_i \xi_i < 1,
$$

(14)

where $\xi_i := r_i / R_i$, $(R_1 = R, R_2 = a)$ are dimensionless radial variables and so-called mixed-basis matrices elements

$$
W^{(j,i)}_{nk} \equiv W^{(j,i)}_{nk} (L_{ji}) = (-1)^k \binom{k+n}{k} \epsilon_i^{n+1} P_{k+n} (\cos \Theta_{ji}),
$$

(15)

whereas $\Theta_{ji} = 0$ if $j < i$ and $\Theta_{ji} = \pi$ if $j > i$ (see Fig. 1) and $\epsilon_i := R_i / L_{ji}$.

Addition theorem (14) allows us to reexpand any partial solution written in local coordinates connected with the $j$th particle, i.e., $T^-_j (r_j, \theta_j)$ solely in terms of variables of another local coordinate system $(O_i; r_i, \theta_i)$. 
Partial solutions we are looking for in the dimensionless form include

\[ T^{-}_i(\xi_i, \theta_i) = \sum_{n=0}^{\infty} A_n^i \psi_i^- (\xi_i, \theta_i), \quad T^+_2(\xi_2, \theta_2) = \sum_{n=0}^{\infty} \tilde{A}_n^2 \psi_2^+(\xi_2, \theta_2), \]

(16)

where \( A_n^1, A_n^2, \tilde{A}_n^2 \) are unknown coefficients to be determined from the boundary conditions on the particles’ surfaces. Substituting these solutions into the boundary conditions with the aid of addition theorem (14), one gets the so-called resolved infinite set of linear algebraic equations (ISLAE) of the II kind

\[ A_n^1 + \sum_{m=0}^{\infty} A_m^2 W_{mn}^{(2,1)} = (T_s - T_0) \delta_{0n}, \quad n \geq 0, \quad (17) \]

\[ A_n^2 + \sum_{m=0}^{\infty} A_m^1 W_{mn}^{(1,2)} = \tilde{A}_n^2, \quad n \geq 0, \quad (18) \]

\[ -(n + 1)A_n^2 + n \sum_{m=0}^{\infty} A_m^1 W_{mn}^{(1,2)} = n \chi \tilde{A}_n^2. \quad n \geq 0, \quad (19) \]

Hereafter, \( \chi = \chi_2 \). For the slip condition (38) posed upon the PP surface, we need only external field \( T^- (P) \). So we can eliminate sequence \( \{ \tilde{A}_n^2 \}_{n=0}^{\infty} \) in (18), (19) and then recast the result in a more convenient matrix notation

\[ (I + W) A = B. \quad (20) \]

Here, we denoted \( A := (A^{(1)}, A^{(2)})^T, B := (B^{(1)}, B^{(2)})^T, \)

\[ I := \begin{pmatrix} E & 0 \\ 0 & E \end{pmatrix}, \quad W := \begin{pmatrix} 0 & W^{(1,2)} \\ \tilde{W}^{(2,1)} & 0 \end{pmatrix}, \]

\[ \tilde{W}^{(2,1)} := \frac{n(\chi - 1)}{1 + (1 + \chi)n} W^{(1,2)} \]

where \( E \) is the infinite unit matrix.
3.2.2. Solvability of the resolved ISLAE

In derived resolved ISLAE (20), we deal with the direct sum of Hilbert spaces of infinite sequences $\ell_2^2 := \ell_2 \oplus \ell_2$. It is evident that $B = (T_s - T_0, 0, ...)^T \in \ell_2^2$, so, assuming that $A \in \ell_2^2$, we have the infinite matrix operator in (20): $W : \ell_2^2 \to \ell_2^2$. Provided $\Omega_1 \cap \Omega_2 = \emptyset$, one can straightforwardly prove the absolute convergence of the double series

$$\sum_{n,m=0}^{\infty} |W_{nm}| < +\infty.$$  (21)

Hence, denoting $\mu := \sup_{n,m} |W_{nm}|$, the known Koch condition implies\(^{53,54}\)

$$\sum_{n,m=0}^{\infty} W_{nm}^2 \leq \sum_{n,m=0}^{\infty} \mu |W_{nm}| < +\infty,$$  (22)

which proves that $W$ in (20) is a compact infinite matrix operator in the Hilbert space $\ell_2^2$.\(^{54}\) Therefore, the ISLAE (20) is of normal Poincare–Koch type and the Fredholm–Hilbert alternative holds true.\(^{53}\) Hence, a unique solution of class $\ell_2^2$ exists and this sequence may be found by the method of reduction to any degree of accuracy.\(^{53,54}\)

Other important cases of the infinite matrix operators: $W : \ell_p \to \ell_p$ ($1 \leq p < +\infty$) and $W : \ell_\infty \to \ell_\infty$ may be considered similarly.

3.3. The infinite temperature paradox and its resolution

In the rest of this section, we shall study the case A. This system allows us to elucidate a paradox concerning the boundary condition at the infinite point $\{\infty\}$ within the scope of the CHTT.

One of the most important postulates of the CHTT states: a steady-state gradient of constant value has been created and maintained in unbound spaces filled with the quiescent liquid. Thus, since Epstein’s pioneering work, the commonly accepted condition at $\{\infty\}$
in local coordinates of the PP reads\textsuperscript{4,11,34}

\begin{equation}
T^{-}(r_{2}, \theta_{2}) \sim T_{\infty} + |\nabla T_{\infty}| r_{2} \cos \theta_{2} \quad \text{as} \quad r_{2} \to \infty.
\tag{23}
\end{equation}

However, one can see that this condition cannot be adequate from both physical and mathematical points of view. Really, it follows from (23) that, e.g., along the $z$ axis, i.e., at $\theta_{2} = 0$ (see Fig. 1) one has the linear rate temperature divergence as $r_{2} \to \infty$ and this divergence does not make any physical sense. Hence, the classical statement of the heat problem (5)–(9) and (23) is the ill-posed one. It is expedient to term this fact the infinite temperature paradox.

Alternately, sometimes it is assumed that the temperature gradient is subject to the following boundary condition at infinity\textsuperscript{12,13,55,56}

\begin{equation}
\nabla T|_{r_{1} \to \infty} \to \nabla T_{\infty},
\tag{24}
\end{equation}

where $\nabla T_{\infty}$ is a prescribed constant gradient at $\{\infty\}$.

In statement (24), we do not deal with the infinite temperature paradox explicitly, but its failure immediately follows from the non-uniqueness of the solution. Indeed, let $\Omega^{-} = \{r > R\}$ be the exterior of the ball of radius $R$, then both functions $u_{1} = R/r$ and $u_{2} \equiv 1$ obey Laplace’s equation under the same boundary conditions at $r = R$ and condition (24) for $\nabla T_{\infty} = 0$.

Concerning this matter, we call attention to page 96 of Ref. 57, where we find: “If the posed boundary value problem possesses several solutions, then expression ‘solution of the problem’ makes no sense. Therefore, it is first necessary to prove uniqueness of the solution before speaking about its solution.” Besides, we try to be strictly faithful to the basic principle: If a mathematical problem is well posed and tractable by means of rigorous mathematical methods, there is no use to invent \textit{ad hoc} hypothesis based on some additional physical assumptions.

Nevertheless, despite the ill-posed heat problem (5)–(9) and (23) (or (24)), CHTT sometimes arrived at a reasonable result (40) giving rather good support by experiments (see discussion in Section 6).
3.4. Solution by the reflection method

To clarify the mathematical and physical sense of the CHTT and to resolve the above paradox, we apply the method of reflections (Schwarz’s method)\textsuperscript{58,59} to solve posed heat boundary value problem (5)–(10). Note in passing that iterative solution of the resolved ISLAE (20) leads to the same series as the method of reflections.\textsuperscript{48}

Zero approximation consists of the sum of the non-interacting temperature fields

\[ T^{-0}(P) = T_1^{-0} + T_2^{-0}, \quad T^{+0}(P) = T_2^{+0}, \quad (25) \]

where partial zero approximations satisfy conditions on \( \partial \Omega_1 \) and \( \partial \Omega_2 \)

\[ T_1^{-0}(\xi_1, \theta_1) = (T_s - T_0) \xi_1^{-1}, \quad T_2^{-0}(\xi_2, \theta_2) \equiv 0 \equiv T_2^{+0}(\xi_2, \theta_2). \]

Introduce the first reflections \((T_2^{-1}, T_2^{+1})\) to compensate the changes in the boundary conditions on \( \partial \Omega_2 \) due to the term \( T_1^{-0} \)

\[ T_2^{-1}(\xi_2, \theta_2) = \sum_{n=0}^{\infty} A_n^{(1)} \psi_n^{-}(\xi_2, \theta_2), \quad (26) \]

\[ T_2^{+1}(\xi_2, \theta_2) = \sum_{n=0}^{\infty} \tilde{A}_n^{(1)} \psi_n^{+}(\xi_2, \theta_2). \quad (27) \]

Thus, the first approximation near the PP reads

\[ T^{-1}(P) = T_1^{-0} + T_2^{-1}, \quad T^{+1}(P) = T_2^{+1}. \quad (28) \]

Recasting \( T_1^{-0}(\xi_1, \theta_1) \) in terms of local coordinates \((O_2; \xi_2, \theta_2)\), we have

\[ T_1^{-0}(\xi_1, \theta_1) = \sum_{n=0}^{\infty} Q_n \psi_n^+(\xi_2, \theta_2), \quad \text{for} \quad \epsilon_2 \xi_2 < 1, \quad (29) \]

where \( Q_n = (-1)^n (T_s - T_0) \epsilon_1 \epsilon_2^n \). Unknown coefficients in (26) and (27) may be found by substitution expressions (28) and (29) to the
conjugate boundary conditions (7) and (8)

\[ A_0^{(1)} = 0, \quad \tilde{A}_0^{(1)} = Q_0, \quad \text{and for } n \geq 1 \]
\[ A_n^{(1)} = \frac{(1 - \chi) n}{1 + (1 + \chi) n} Q_n, \quad \tilde{A}_n^{(1)} = \frac{(1 + 2n)}{(1 + (1 + \chi) n)} Q_n. \]

For particular case of monopole \((n = 0)\) and dipole approximation \((n = 1)\) in a neighborhood of the PP surface and its inside \(\Omega^*\), one has

\[ T^{-(1)} (r_2, \theta_2) \approx T_\infty + \left[ 1 + \frac{(1 - \chi)}{(2 + \chi)} \left( \frac{a}{r_2} \right)^3 \right] \nabla T_\infty r_2 \cos \theta_2, \quad (30) \]
\[ T^{+(1)} (r_2, \theta_2) \approx \frac{3}{2 + \chi} \nabla T_\infty r_2 \cos \theta_2, \quad (31) \]

where \(T_\infty = (T_s - T_0) \epsilon_1\) and \(\nabla T_\infty = -T_\infty L^{-1}\).

It is noteworthy that Yang and Ripoll considered self-propelled motion of a nanodimer (case B at \(R = a\)) assuming “the spherical symmetry of the temperature distribution around the sphere 1”.\(^{20}\) One can see, however, that their solution amounts to the unperturbed zero approximation (25).

Thus, within the scope of the CHTT, the external temperature field represents an approximation (30), comprising two terms: (a) classical expression for the temperature “at infinity” (23) and (b) its first reflection on the PP surface. Nevertheless, in the CHTT these fields are considered to be exact and it is universally accepted to use them for calculating the “exact” value of thermophoretic velocity (see also Section 6).

4. Stokes’ Flows for Phoretic Motion

4.1. Statement of the stokes problem

For definiteness, consider now the case A, i.e., a propulsion of a rigid spherical PP of radius \(a\) due to reaction in the static particle 1. Moreover, here we shall study only the axially symmetric translational motion without rotation. We assume that at large distances
from the PP, the original motion is unaffected by its presence and motion of the PP is slow with some constant velocity $\mathbf{U}$ along the $z$-direction $\mathbf{U} = U \mathbf{e}_z$, $U =$ const. Note that $\mathbf{U}$ is defined as the translational velocity of the PP center of mass. In spherical coordinates of PP, one has: $\mathbf{U} := U \cos \theta_2 \mathbf{e}_r^j - U \sin \theta_2 \mathbf{e}_\theta^j$, where $\mathbf{e}_r^j$ and $\mathbf{e}_\theta^j$ are unit vectors of spherical coordinates ($O_j; r_j, \theta_j$) of the $j$th sphere.

As is customary, consider the local fluid velocity vector $\mathbf{v}(P)$, and scalar pressure $p(P)$ fields in the manifold $\Omega^-$, forming pair $(\mathbf{v}, p)$ called the Stokes flow. Provided stabilization of the time-dependent Stokes flow holds, the stationary slow motion of liquid is governed by the coupled system of Stokes equations

$$
-\eta \nabla^2 \mathbf{v} + \nabla p = \mathbf{f} \quad \text{in } \Omega^-,
$$

$$
\nabla \cdot \mathbf{v} = 0 \quad \text{in } \Omega^-.
$$

In the preceding, $\eta$ is the fluid dynamic viscosity, and $\mathbf{f}$ the external force acting on the fluid. The incompressibility constraint (33) is used to determine the pressure from the velocity field. System (32)–(33) provides a good approximation to the slow flows around particles 1 and 2, i.e., when the Reynolds number $\text{Re} := aU/\nu$ (where $\nu = \eta/\rho$ is the kinematic viscosity and $\rho$ the gas mass density) is small enough ($\text{Re} \ll 1$).

Append the appropriate Dirichlet boundary conditions for velocity

$$
\mathbf{v}|_{\partial \Omega_i} = \mathbf{U}_{is}(\theta_i; T^-),
$$

where $\mathbf{U}_{is} \in C^1(\partial \Omega_i)$ are given velocity boundary values.

In addition, the fluid is prescribed to be at rest far from the particles and also pressure vanishes at infinity

$$
\mathbf{v}|_{r_i \to \infty} \equiv 0, \quad p|_{r_i \to \infty} \equiv 0.
$$

Thus, so-called external Stokes boundary value problem (32)–(35) is imposed and we look for its classical solution $(\mathbf{v}, p)$ in unbound manifold $\Omega^-$, i.e., $\mathbf{v} \in C^0(\overline{\Omega^-}) \cap C^2(\Omega^-)$ and $p \in C^0(\overline{\Omega^-}) \cap C^1(\Omega^-)$. It is clear that the equations of motion for spheres
positions $\mathbf{x}_i$ in the quasi-steady regime are

$$
\dot{\mathbf{x}}_i = \mathbf{U}_i, \quad \mathbf{x}_i|_{t=0} = \mathbf{x}^0_i \text{ in } \Lambda_{ij},
$$

(36)

$$
\mathbf{v} = \mathbf{U}_i \text{ in } \Omega^+.
$$

(37)

### 4.2. Phoretic effects due to the thermal slip

It is well known that thermophoresis is essentially related to an asymmetry in the fluid temperature field $T^-(P)$ adjacent to the particles or some asymmetry in physical or chemical properties on their surfaces.\(^{13}\)

Thus, mathematically the main mechanisms of the thermophoresis are caused by inhomogeneity due to temperature $T^-(P)$: in equation (32), $f = \mathbf{f}_F(\mathbf{x}; T^-) \neq 0;\text{\(37,38\)}$ and in boundary conditions on the particles surfaces (34), $\mathbf{U}_{is}(\theta_i; T^-) \neq 0;\text{\(4\)}$

Consider now both cases of the model setting the slip conditions on the second sphere.

1. Case A corresponds to the CHTT in gases. Assuming the stick boundary condition on the first sphere surface $\partial \Omega_1$ and impose Maxwell’s first-order thermal slip velocity condition upon the PP surface, we have for the right-hand side of (34)

$$
\mathbf{U}_{1s}(\theta_1) = 0, \quad (38)
$$

$$
\mathbf{U}_{2s}(\theta_2; T^-) = \mathbf{U}_T + C_s \frac{\nu}{\mathbf{I}_0} \nabla_s T^-\mathbf{s}(\theta_2), \quad (39)
$$

where $\mathbf{I}_s := \mathbf{I} - e_2e_2^t$ is the unit surface dyadic, with $\mathbf{I}$ the idemfactor, $\nabla_s := \mathbf{I}_s \cdot \nabla$ is the surface-gradient operator;\textsuperscript{62} $C_s$ is the thermal slip coefficient;\textsuperscript{12} $\mathbf{U}_T$ is the thermophoresis velocity and the temperature along the surface

$$
T^-\mathbf{s}(\theta_2) := \lim_{r_2 \to a+0} T^-(r_2, \theta_2).
$$

Use of the thermal slip condition (38) yields the famous Epstein’s formula

$$
\mathbf{U}_T = -C_s \frac{\nu}{\mathbf{I}_0} \left( \frac{2}{2 + \chi} \right) \nabla T^-\mathbf{s}. \quad (40)
$$
(2) Case B corresponds to the TST in liquids. The propulsive velocity $U_T$ for a self-thermophoretic particle is given by a surface integral of effective surface slip velocity $U_s(\theta_2; T^-)$ driven by local temperature gradient

$$U_{1s}(\theta_1) = U_T, \tag{41}$$

$$U_{2s}(\theta_2; T^-) = U_T + b(\theta_2)\nabla_s T_s(\theta_2), \tag{42}$$

where $b(\theta_2)$ is the mobility characterized by interactions between the particle and fluids.13

5. Use of the GMSV to the Stokes Problem

It is common knowledge that the general solution to the exterior Stokes problem (32)–(35) may be expressed in a linear combination of solid spherical harmonics and their derivatives in any partial domain $D_i$ by means of known Lamb representation. Therefore, the desired solution in the whole manifold $\Omega^-$ may be found semi-analytically with the aid of the GMSV.

Thus, for unique expansions of Stokes flow $(v, p)$ regular at infinity, we have

$$v(P) = \sum_{j=1}^{2} \sum_{n=1}^{\infty} \{\nabla \varphi^j_{-n-1} - \frac{(n - 2)}{2\eta n(2n - 1)} r^j \nabla p^j_{-n-1} \}
+ \frac{(n + 1)}{\eta n(2n - 1)} r^j p^j_{-n-1}\} \text{ in } \Omega^-, \tag{43}$$

$$p(P) = \sum_{j=1}^{2} \sum_{n=1}^{\infty} p^j_{-n-1} \text{ in } \Omega^-. \tag{44}$$

Here, $\{\varphi^j_{-n-1}\}_{n=0}^\infty$ and $\{p^j_{-n-1}\}_{n=0}^\infty$ are complete sets of exterior harmonic functions $\varphi^j_{-n-1} : D_j \rightarrow \mathbb{R}$ and $p^j_{-n-1} : D_j \rightarrow \mathbb{R}$ written in local coordinates as follows:

$$\varphi^j_{-n-1} = M^j_n \psi^{-}_n (r_j, \theta_j), \quad p^j_{-n-1} = N^j_n \psi^{-}_n (r_j, \theta_j), \tag{45}$$
where $M^j_n$, $N^j_n$ are unknown coefficients to be determined from the boundary conditions. It is evident that (see Fig. 1)

$$r_j = r_i + L_{ij}, \quad r^2_j = r^2_i + L^2 - 2r_i L \cos \theta_i. \tag{46}$$

In case A, e.g., the appropriate resolved ISLAE can be now obtained by substituting expansions (43) and (44) along with temperature field $T^-(P)$ (12) into the slip boundary conditions (39) transformed with the help of Brenner's procedure and the addition theorem (14), taking into consideration equality (46) and well-known recurrence relations for the Legendre polynomials. Finally, it may be shown that for the configuration manifold $\Lambda_{ij}$, the corresponding resolved ISLAE possesses solution by the method of reduction. Here, we shall not go into rather cumbersome and lengthy technical details concerning features of the GMSV in application to the Stokes problem (32)–(35), especially since this aspect became quite clear, taking into account solution to the heat problem given in Section 3. Moreover, there exist excellent works where this procedure is performed in full details for similar problems (see, e.g., Ref. 65 on axially symmetric two-sphere system phoresis and Ref. 66 on phoretic motion of arbitrary clusters of $N$ spheres).

6. Discussion

It has been known that the CHTT describes the thermophoretic propulsion owing to an abstract external temperature gradient applied in a quiescent unbounded medium without any reasons for creation of this very gradient. For many decades, enormous efforts were mounted to calculate the thermophoretic velocities of different particles (rigid, volatile, compounded, etc.) under various boundary conditions containing refined appropriate physical and chemical parameters, but still the main and unaltered requirement was existence of a fixed external temperature gradient. As a rule, one reads something like: “Let a steady-state gradient be created and maintained in unbounded space filled with the quiescent binary gas.
mixture”. Performing theoretical studies, most researchers usually made the inference that numerous practical applications of obtained theoretical results completely justified these serious efforts. Nevertheless, are these expectations true?

Taking into account results obtained here, we can conclude that for the external temperature field \( T^{-}(P) \) concerning the case A of the model at issue, the CHTT yields an approximate result (30). We showed that this result corresponds to the dipole approximation for the first reflection of the zero approximation to the temperature field in a neighborhood of the PP surface (see Section 3.4 for details).

It is clear that in real physical systems one usually deals with a geometrically complex confined space and only real physical objects (bodies, walls, channels, heat sources, etc.) can create and maintain the temperature gradient. This circumstance affects the results of experiments, too. In his review concerning existing theories and experiments on thermophoresis in page 267, Zheng notes: “... the theories ... are based on the assumption that the particle is surrounded by an infinite expanse of gas. However, the gas is always enclosed by some boundaries separated by finite distance in experiments.” Below in page 269 he also added: “Quantitative measurements of the effect of finite gas volume are scarce”.

Inhomogeneities of the temperature field may be caused by various roots: (1) inert obstacles and boundaries (e.g., between phases); (2) heat sources and sinks; (3) edges of liquid. It is natural to call these physical objects the \textit{phoretic surrounding particles (bodies)} (PSP). The full collection of the PSP we shall call the \textit{phoretic surroundings} of a given problem. Consider 3D phoretic surroundings \( \Sigma_{P} \subseteq \mathbb{R}^{3} \) consisting of \( N_{s} \) static non-overlapping PSP \( \Sigma_{i} \); \( \Sigma_{P} := \bigcup_{i=1}^{N_{s}} \Sigma_{i} \) such that \( \Sigma_{i} \cap \Sigma_{j} = \emptyset \), if \( i \neq j \), \((i = 1, N_{s})\). For example, in case A of the problem under consideration, particles 1 and 2 constitute the PSP and the PP, respectively (see Fig. 2).

Further, it is clear that the CHTT approximate results are of little use unless we estimate the range of their validity, including,
of course, accuracy of this approximation. To carry out required estimations, one has to solve relevant many particles problem, taking into consideration hydrodynamic and thermal (diffusion) interactions in the whole system “phoretic surrounding particles–phoretic particles”.\textsuperscript{58,62,68}

It is interesting that PPS acting on themselves through other PP or PSP play the role of self “phoretic surrounding particles” being, essentially self-propelling particles. Moreover, in the quasi-steady-state regime there is no principal difference in calculations of the temperature field $T^-(P)$ for both case A and case B of the model. In this sense, there should be no significant difference between the CHTT and TST. On the other hand, in case A we have propulsion of sphere 2 and in case B both spheres drift as a whole dumbbell particle.

Thus, the CHTT persuasively requires a fundamental revision and development to include first of all the high-order multipoles corrections on temperature and hydrodynamics interactions.

The new approach is essential to the development and use of the phoretic propulsion theory for different applications, e.g., evaluation of capture efficiency for aerosols by various particles and obstacles.\textsuperscript{40–45} More general problems within the scope of linear models
(investigated, e.g., in Refs. 7, 8, 47, 66 and 69) may be straightforwardly treated in the similar manner.

6.1. The electrostatic analogy

It seems that the CHTT was developed in the image and likeness of classical electrostatics, where problems with a given constant electric field regardless of its origin are very common.

Nonetheless, in his classical book concerning the boundary-value problem on the conducting sphere in a uniform electric field, Jackson specified the physical system, which creates the uniform electric field. In page 62, we read: “A uniform field can be thought of as being produced by appropriate positive and negative charges at infinity”. As an example, he considered potential of two-point charges ±q, located at positions \( z = \pm z_0 \) “then in a region near the origin whose dimensions are very small compared to \( z_0 \), there is an approximately constant electric field \( E_0 \approx \frac{2q}{z_0^2} \) parallel to the \( z \) axis. In the limit as \( z_0, q \to \infty \), with \( q/z_0^2 \) constant, this approximation becomes exact”. (Note that for convenience sake the half distance between charges ±q we denote here as \( z_0 \)). Really, in spherical coordinates \((O; r, \theta)\) connected with the origin \{O\} the potential function reads

\[
\Phi(r, \theta; z_0, q) = \frac{q}{\sqrt{r^2 + z_0^2 + 2rz_0 \cos \theta}} - \frac{q}{\sqrt{r^2 + z_0^2 - 2rz_0 \cos \theta}} \tag{47}
\]

where \( r < z_0 \). Consider the asymptotics of this expression

\[
\Phi(r, \theta; z_0, q) \sim -2qz_0^{-2}r \cos \theta, \quad \text{as} \quad z_0 \to \infty. \tag{48}
\]

Double limit \( \lim_{q,z_0 \to \infty} 2qz_0^{-2} := E_0 = \text{const} \) leads to the exact relation

\[
\Phi(r, \theta) := \lim_{q,z_0 \to \infty} \Phi(r, \theta; z_0, q) = -E_0 r \cos \theta \equiv -E_0 z. \tag{49}
\]

Meanwhile, for all \(|q| < \infty\), one gets the regularity condition

\[
\Phi(r, \theta; z_0, q) \equiv 0 \quad \text{as} \quad z_0 \to \infty. \tag{50}
\]
6.2. Exact analytical solution for the point sink of heat

The constant gradient approximation (CGA) works only inside the interaction set (IS) $\Sigma_{i}^{in}$ (e.g., in case of a point sink $\Sigma_{2}^{in} := \{ a < r_{2} < L \}$). The complement of $\Sigma_{i}^{in}$ to the whole domain $\Omega$ one can call the far-field set (FFS) $\Sigma_{2}^{out} := \{ L < r_{2} \} \setminus \Omega_{1}$ (see Fig. 3).

To clarify the main ideas under consideration, simplify the case A of the model, assuming that PSP 1 is a static point sink of strength $Q_{0} > 0$ located at the origin, i.e., consider $Q/r_{1}$, where $Q := -Q_{0}/4\pi\nu$. It turns out that analytical solutions of this problem are feasible. It is significant that fundamental solution to the 3D Laplace equation does not possess uniformly valid expansion in $\mathbb{R}^{3}\setminus\{0\}$. Indeed, in local coordinates $(O_{2}; r_{2}, \theta_{2})$, the textbook expansions can be written as

$$\frac{L}{r_{1}} = \frac{1}{\sqrt{1 + \xi_{2}^{2} + 2\xi_{2}\cos\theta_{2}}}$$

$$= \begin{cases} 
\sum_{k=0}^{\infty} (-1)^{k} \xi_{2}^{k} P_{k} (\cos\theta_{2}) \text{ in } \Sigma_{2}^{in}, \\
\sum_{k=0}^{\infty} (-1)^{k} \xi_{2}^{-1-k} P_{k} (\cos\theta_{2}) \text{ in } \Sigma_{2}^{out}.
\end{cases} \quad (51)$$
For simplicity, hereafter \( \epsilon \equiv \epsilon_2 = a/L < 1 \) and \( \tilde{\epsilon}_2 := \epsilon_2 \) is the compressed radial variable when \( \epsilon \ll 1 \). As \( \epsilon \to 1 \), the interaction set \( \Sigma^2_2 := \{ \epsilon < \tilde{\epsilon}_2 < 1 \} \), where CGA works, shrinks to zero. Then, it is clear that we cannot use the CGA in the FFS \( \Sigma^\text{out}_2 := \{ \tilde{\epsilon}_2 > 1 \} \).

This problem is similar to that treated in Subsection 3.4 and it may be easily solved analytically by means of the GMSV. So, the temperature fields in the manifold \( \Omega^- = \mathbb{R}^3 \setminus \{0\} \cup \Omega_2 \) and domain \( \Omega^+_2 \) can be given in the form

\[
T^- (\xi_2, \theta_2) = \frac{Q}{r_1} + \sum_{n=0}^{\infty} A^2_n \psi^-_n (\xi_2, \theta_2),
\]

\[
T^+ (\xi_2, \theta_2) = \sum_{n=0}^{\infty} \tilde{A}^2_n \psi^+_n (\xi_2, \theta_2).
\]

For the external field \( T^- (P) \), we obtain the desired exact solution

\[
T^- (\xi_2, \theta_2) = \frac{Q}{L} \left\{ 1 + \sum_{n=1}^{\infty} (-1)^n \epsilon^n \left[ \xi_2^n + \frac{(1 - \chi)n\xi_2^{1-n}}{1 + (1 + \chi)n} P_n (\mu_2) \right] \right\},
\]

with \( \mu_2 := \cos \theta_2 \). Hence, the CGA is

\[
T^- (\xi_2, \theta_2) \approx \frac{Q}{L} \left[ 1 + \frac{(1 - \chi)}{(2 + \chi)} \left( \frac{a}{r_2} \right)^3 \right] \frac{Q}{L^2} r_2 \cos \theta_2. \tag{53}
\]

The structure of this approximation is the same as in the more general case (31) if we set \( T_\infty = QL^{-1} \) and \( \nabla T_\infty = -T_\infty L^{-1} \). It is evident that the CGA for the slip velocity reads

\[
U_s^n (\theta_2; \chi) = \frac{3}{2 + \chi} C_s \frac{\nu}{T_0} \frac{Q}{L} \epsilon \sin \theta_2. \tag{54}
\]

Hence, with the aid of expression (52) and definition (38), one obtains the exact expression for the slip velocity

\[
U_s (\theta_2; \chi) = C_s \frac{\nu}{T_0} \frac{Q}{L} \epsilon \omega_s (\theta_2; \chi) \sin \theta_2. \tag{55}
\]
In (55), function $\omega_s(\theta_2; \chi)$ is a correction factor for the multipole effects

$$\omega_s(\theta_2; \chi) = -\frac{2 + \chi}{3\epsilon} \frac{\partial}{\partial \mu_2} \left\{ \sum_{n=1}^{\infty} (-1)^n \epsilon^n \left[ \frac{2n + 1}{1 + (1 + \chi) n} P_n(\mu_2) \right] \right\}.$$  

(56)

One can see that in a specific case at $\chi = 1$, series (56) yields the explicit formula

$$\omega_s(\theta_2; 1) = (1 + \epsilon^2 + 2\epsilon \cos \theta_2)^{-3/2}.$$  

(57)

Plots in Fig. 4 show that multipole character of slip velocity becomes more profound for short distances $L$ (as $\epsilon \to 1$) and close to the front point $\theta_2 = \pi$, i.e., the CGA behaves rather badly unless $\epsilon \to 0$. In other words, the CGA is valid when $L$ is much larger than $a$. Furthermore, one can obviously expect that the corresponding thermophoretic force increases as the distance $L$ decreases.

Fig. 4. The correction factor $\omega_s$ as a function on $\theta_2$ at $\chi = 1$ ((57)) for several values of $\epsilon$. Doted curve 1 corresponds to $\epsilon = 0.05$, dashed curve 2 and solid curve 3 to $\epsilon = 0.1$ and $\epsilon = 0.6$, respectively. A line trace $\omega_s \equiv 1$ is depicted by the solid horizontal line.
7. Conclusions

We present here new physical and mathematical insight into describing the phenomenon of thermophoretic propulsion. Using the mathematically simplest two-sphere axially symmetric rigid dumbbell model, we studied thermophoretic motion problem under the classical Epstein’s assumptions. As the main result, the many-particle nature of the problem at issue was highlighted. We also revealed the close relation between the CHTT and the TST.

Our study showed that the beforehand derived formulae for thermophoresis velocity, under prescribed constant temperature gradients do not provide reliable results for the real physical systems. To obtain correct values of the thermophoretic velocity, one should perform complete procedure for solution of the heat and hydrodynamic problems, posed for a real physical system at issue.

Thus, we demonstrate that the existing CHTT requires a fundamental reassessment and development to include high-order multipole corrections on temperature and hydrodynamics interactions.

Finally, taking these grave circumstances in mind, we can conclude that all applications of the classical theory should be revised as well.
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reduced distribution functions (RDFs), 69–70, 79, 85–87, 90
reduced efficiency, 60
reduction method, 334
reflected Brownian motion, 199, 201
reflection method, 576
reflective boundary condition, 162
Reggeon field theory, 12–13, 25
regular, 333, 572
regularization procedure, 419
regulator functions, 419
relative diffusion coefficient, 140
relaxation time, 10
relaxational kinetics, 24
remote reactions, 51
remote transfer, 50
renewal theorem, 273
renormalization, 25, 324
renormalization group, 3, 11, 13–14, 16, 19
residence time, 50–51, 488
resolvent, 44, 52, 56
resolvent relation, 46
resonance transfer, 50–51
resonant, 48
resonant amplification, 23
resonant quenching, 49
resumming the series, 138
Reynolds number, 518
rigid dumbbell model, 569
Robin boundary condition, 194–195, 197, 199, 207–208, 214, 328
rock–paper–scissors game, 4, 26
rotational diffusion, 543, 554
Rouse model, 381
Rouse polymer, 382, 390
rugged energy landscape, 275
S
scale factor, 413
scale factor, exponential, 413–414
scale factor, power-law, 418, 413–414
scale-invariant, 11
scaled time, 414, 424–425
scaling, 25
scaling argument, 11
scaling function, 428, 431
scaling laws, 507
scaling relations, 11, 13
screening length, 496
search dynamics, 481, 484–485, 489
search process, 285–287
search strategy, 286
second-order field expansions, 166
segregation, 1, 4, 18–20, 29
self-localization, 494, 510
self-ordering, 410, 412, 428, 431
self-phoresis, 528
self-propelled particles, 501
self-propulsion, 566
self-thermophoresis, 567
self-trapping, 500
semi-classical Collision Theory, 41, 61
semi-specific sites, 481
separation probability, 152
sequence heterogeneity, 486, 488–489
series expansions, 13–14, 420
short-range interactions, 427
simple epidemic process, 5, 29
simulations, 25–28
sine-Gordon equation, 233
single-file diffusion (SFD), 173, 176, 180, 183
single-trap problem, 421, 430
singularity, 419
sink(s), 322
sink function, 146
sink term, 43
slow crowders, 489
Smoluchowski equation, 140, 146, 157, 163, 169
Smoluchowski rate, 372
Smoluchowski rate constant, 327, 529
solar cells, 156, 168, 171
solid harmonics, 325
space–time correlations, 61
spatial cluster, 1
spatially discrete stochastic, 181
spatially discrete stochastic modeling, 173, 175
spatially homogeneous search strategies, 286, 291
spatio-temporal patterns, 2, 23
spatio-temporal structure, 4, 28
specific sites, 242
spectral expansion, 268
spiral pattern, 4
splitting probability function, 484
spread harmonic measure, 207, 209–211
spreading wave front, 30
state diagram, 550, 552
static and dynamic obstacles, 489
static case, 427
static contour, 47
static domain, 423–424, 429–430
stationarity condition, 47
stationary Green function, 44
stationary point, 415
stationary resolvent, 52
steady-state constants, 51, 61
steady-state rate constant, 143
stochastic, 13, 23–27
stochastic chemical reactions, 398
stochastic dynamics, 3–4, 12
stochastic gating, 196
stochastic kinetics, 1–2, 28
stochastic partial differential equation, 11
stochastic process, 4, 6
stokes equation, 518, 547
Stokes flow, 578
stretched exponential, 18
strong exchange quenching, 50
strong quenching, 49
strong transfer, 49
strongly absorbing, 541
structure, 24–26, 28, 30
subcritical bifurcation, 550
subcritical Hopf bifurcation, 559, 561
subdiffusion, 168, 507
super-diffusive-like behavior, 311
surface crossing, 416
surface plasmon resonance device, 30
surface tension, 542–543, 546–549, 555–556, 560–561
surface-assisted dynamic processes, 490
surface-mediated diffusion, 288
surfactant(s), 541–542, 545, 547, 551
surfactant mixture, 543, 546, 551, 560
survival probability, 42, 44–45, 47, 140, 156, 166, 207, 226, 229, 232, 235–237, 373, 410, 413, 423–427, 430–431
survival problem, 233, 235–236
symmetry of the sequence, 488
synthetic microswimmers, 501
T
TAD, 395
target, 322, 371–375, 410, 421, 423, 430
target problem, 412–413, 421
target search, 222, 490
target search by multisite proteins, 490
target search problem, 225
target site, 241
target survival, 222, 226, 228–229
Tauberian theorems, 311, 314
template, 139–140
temporal patterns, 30
theoretical description of chemotaxis, 494
thermal equilibrium, 3
thermal fluctuations (TF), 380, 554
thermal noise, 554–555
thermal slip, 579
thermodynamic bounds, 435
thermodynamic uncertainty relations, 436
thermodynamics, 456
thermophoresis, 566
threshold, 360, 365, 370
time-dependent rate coefficient, 142
tissue growth, 411
topological defects, 2
trade-off, 431
transient stage, 38, 48
transition channels, 54, 58–60
trans, 541, 543, 545, 558
trans isomers, 555
trans or cis state, 544
trans surfactant(s), 556–557, 561
trans-cis isomerization, 555
transition rate, 5
transparent droplets, 541, 560–561
transparent emulsion droplets, 557
transport coefficient, 30
trapping, 322, 413, 430, 507
traveling wave, 26, 510
traveling wave solutions, 23
triplet reactions, 17
turnover time, 464
two-point density correlation, 232
typical size of a receptor, 330
U
ultraslow decay, 431
unbiased random walk, 478
uniform expansions, 426
universality class, 12–13, 25
V
variational principles, 466
W
Wilemski–Fixman approximation, 248
Wilemski–Fixman (WF) rate theory, 149