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Innovation of treatments for human disease is an engaging endeavor that inspires the intellects, skills, risks and ethics of medical caregivers, researchers, business, and government to prolong and improve the quality of human life. In particular, central nervous system (CNS) disorders are a major area of undertreated medical need. Many researchers aspire to discover successful new treatments for these devastating CNS diseases. Pharmaceuticals are a major contributor to CNS and peripheral disease treatment. They emerge from a long and complex process of drug discovery and development. The science and process of drug discovery and development is an ever-evolving and challenging venture that is attaining steady improvements in understanding the underlying mechanisms affecting pharmaceuticals and innovating new approaches that lead to enhanced quality of patient care.

Past improvements in knowledge regarding the blood–brain barrier (BBB) have contributed to the development of CNS drugs. In recent years, the depth and breadth of knowledge of the BBB and drug interactions in the brain have accelerated. They are yielding innovative drugs that improve on current CNS disease treatments and, excitingly, treat previously intractable CNS diseases. In the broader pharmaceutical field, BBB knowledge is reducing unwanted CNS side effects of drugs that treat peripheral diseases. Improvements in both CNS and peripheral drugs, based on this knowledge, are highly beneficial for patients.

The chapters in this book were written by researchers that are actively involved in increasing the understanding of the BBB and drug interactions in the brain and applying this to more quickly discover and develop better drugs. All of us who work toward better human disease treatment can really appreciate the contributions of these authors in sharing their knowledge and insights. Furthermore, they offer highly valuable guidance for researchers for successful drug discovery and development.
Early chapters provide an overview of the unique pharmacokinetics of brain exposure. The fundamentals of drug binding to CNS tissue and plasma are described, with emphasis on the primary role of free drug concentration in determining in vivo efficacy. Free drug concepts have recently been widely accepted in the field and are crucial for researchers to understand and apply in practice.

The extraordinary mechanisms affecting drug permeation through the BBB are discussed in four chapters (Chapters 5–8). These describe the BBB tight junctions that limit access of some drugs to the brain, the constraints on BBB transcellular passive diffusion, the efflux transport that reduces brain exposure, and the uptake transporters that offer intriguing opportunities for enhancing brain penetration.

Furthermore, ground-breaking research is discussed, which uses BBB receptors to enable uptake of biological molecule constructs. These biologics would otherwise not be able to cross the BBB and have advantages for treatment of certain CNS diseases not treatable by small molecule drugs.

Predictions and measured data are important in discovering new drugs. These indicate the behavior of drug candidates at various barriers that limit CNS exposure. A series of chapters discuss state-of-the-art approaches for in silico prediction, in vitro data measurement of specific barriers, and in vivo methods for measuring the free drug concentration and imaging compound locations in the CNS tissues. Recent advancements in physiologically based pharmacokinetic and pharmacokinetic/pharmacodynamic (PK/PD) tools are effective new approaches to predict PK and efficacy in preclinical and clinical space.

Medicinal chemists and project leaders will benefit from the CNS drug design strategies that use current insights on the BBB and CNS barriers to achieve enhanced CNS drug exposure. Case studies examine how integration of the data and design strategies advanced successful new drugs to the market. Nanotechnology and nasal CNS drug delivery techniques are also discussed as other alternative approaches to enhance brain access.

The editors greatly thank the individual chapter authors for kindly sharing their knowledge, strategies, and experience. It was a great pleasure to collaborate with them on development of this book. We admire the outstanding and heart-felt work they contributed so that all drug researchers could benefit and achieve increased success in development of the drugs of the future. We wish for you success in achieving your goals for new disease treatments for the benefit of the patients.

June, 2014

Li Di
Edward H. Kerns
Brain exposure can affect drug development success for all diseases. For neuroscience therapeutics, a leading area of pharmaceutical research, development, and product portfolios in pharmaceutical companies and research institutions, insufficient brain exposure leaves many central nervous system (CNS) diseases untreated or without optimum drugs, despite the vast resources applied to the problem. Researchers working to treat CNS diseases were stymied by the blood–brain barrier (BBB), but, in recent years, experience led to improved drug exposure at brain targets. Conversely, researchers working on peripheral diseases encountered CNS side effects owing to brain exposure at unintended CNS targets, but they are increasingly successful at reducing brain exposure. These advances on brain exposure came as pharmaceutical science uncovered the intricacies of drug molecule interactions at the BBB and within brain tissue. Newly discovered interactions provide an opportunity to overcome previous project disappointments, understand previously unexplained observations, and enable new tools for successful drug development.

This book comprises the contributions of experts regarding the complex interactions encountered by drug molecules that affect brain exposure and their successful solution in drug discovery, development, and clinical studies, including the following:

- Complexities of brain physiology and anatomy
- Designing CNS drug candidates to reduce transporter BBB efflux or increase BBB uptake
• Designing peripheral drugs to increase BBB efflux
• Focus on brain free drug concentration for efficacy
• Constructing novel biologics to deliver therapeutic molecules to the CNS
• Building pharmacokinetic–pharmacodynamic (PK/PD) and physiologically-based pharmacokinetic (PBPK) models for CNS therapy
• Projecting in vivo CNS exposure
• Nanotechnology and nasal dosing for CNS delivery
• In silico, in vitro, and in vivo methods of predicting and measuring CNS barriers, exposure, and free drug concentration
• Imaging for CNS therapy
• Case studies of successful recent drug product advances in brain delivery enhancement or reduction

RESTRICTED BRAIN EXPOSURE REDUCES CNS DRUG EFFICACY

A primary cause of the disappointment in developing CNS disease treatments is that the brain is a difficult organ for drug therapy. In past years, a high percentage of promising CNS drug candidates have failed. A major cause of this failure is the restricted access of many drug candidates circulating in the blood to penetrate into the brain owing to the BBB. Chapters 2 and 4 discuss the physiology of the BBB and differences among species and disease states. For most organs, drug molecules freely move between the blood and tissue via open junctions between capillary cells, but the BBB presents greater restrictions via tight junctions that reduce drug molecule access to brain tissue. Thus, molecules that do not have facile passive transcellular diffusion (e.g., acids, biologics) are restricted. In addition, efflux transporters (e.g., Pgp, BCRP), actively pump the molecules of some compounds out of the brain. These barriers to BBB permeation and the general characteristics of compounds that are efflux substrates are detailed in Chapters 5 and 6. These barriers effectively reduce the concentration, and therefore the efficacy, of some potentially therapeutic drug molecules to brain cells.

Another component of brain exposure restriction is binding of drug molecules to blood and brain tissue components. This restricts the free drug concentration that is available to bind to the therapeutic target protein molecules. In past years, the concentration of drug molecules that are available to bind to the brain target was assumed to be the total concentration measured in the brain tissue. However, in recent years, there has been a major shift in acceptance and application of the Free Drug Hypothesis, which states that only the unbound drug molecules are available to bind to the target to produce efficacy. Binding varies with the structure and physicochemical properties of each compound. This recognition has solved many previously unexplained failures in translation from in vitro activity to in vivo efficacy. The primary role of free drug concentration in determining in vivo efficacy is now being widely applied to CNS research and is reviewed in Chapter 3.
PERMITTED CNS ACCESS INCREASES SIDE EFFECTS OF PERIPHERAL DRUGS

Many drug candidates for peripheral therapeutic targets have minimal restrictions in penetrating the BBB and affecting brain targets. For example, they may have high passive diffusion through the BBB endothelial cells and not be efflux substrates. These drugs penetrate into the brain and may interact with CNS targets to cause difficult side effects for patients. Such effects lead to research project cancelation, regulatory rejection, drug product use restrictions, reduction of patient administration compliance, and long-term toxicities. For these reasons, drug researchers and developers need to investigate whether a new drug candidate causes unfavorable CNS effects in vivo. Chapters 20 and 21 explain this issue for peripheral drugs and how it may be overcome.

A NEW GENERATION OF CNS EXPOSURE TOOLS

As the interactions affecting brain exposure are elucidated, in silico, in vitro, and in vivo methods for these interactions are developed. In addition, these interactions are included in methods for in vivo projection. Such methods allow drug researchers to screen for potential problems, measure specific interactions (e.g., Pgp efflux), and quantitate how they affect drug tissue concentrations in vivo. These tools provide reliable information for lead selection and optimization to benefit drug research projects throughout their progress. Chapter 9 discusses the development and state of the art of in silico BBB predictions. BBB permeability is often predicted using in vitro artificial and cell membrane assays (Chapters 10 and 11). Another component of brain exposure assessment is in vitro assays for brain binding, as discussed in Chapter 12. This information is typically used in combination with in vivo brain exposure studies (Chapter 13) to determine the free drug concentration in brain tissue. Direct measurement of free drug concentration using microdialysis is reviewed in Chapter 16. Another important advance in the field of brain exposure is the replacement of the Log BB and B/P parameters by the more valuable $K_{puu}$, the free drug distribution coefficient between brain and plasma, as discussed in Chapters 2, 3, 4, and 18. There is an increasing sophistication in PBPK modeling for the BBB (Chapter 14) and PK/PD model building (Chapter 15) for CNS drug candidates, which improve interpretations of biological efficacy, as well as projections for higher animals and human clinical studies. Recent advances in imaging techniques for CNS discovery research are discussed in Chapter 17.

Drug design advancements for brain exposure enhancement have taken advantage of the growing knowledge of drug interactions at the BBB. Small molecule design to optimize exposure (Chapter 18) and case study examples (Chapter 19) report successful strategies in CNS drug discovery. Concepts for the enhancement of brain exposure by designing drugs as substrates for BBB uptake transporters are advancing and are reviewed in Chapter 7. Biological drugs (antibodies, proteins) of higher-molecular weight generally do not pass the BBB. However, recent success in
delivering biologics was achieved by making constructs that contain the biological drug and a group that binds to a BBB receptor that promotes transport across the BBB. Chapter 8 explains the exciting progress in this promising field.

Researchers working on peripheral drugs will benefit from insights into the design suggestions for minimizing brain exposure in Chapter 20 and the successful case studies on non-sedative antihistamines in Chapter 21 that have efficacy at peripheral targets but are restricted by the BBB from producing effects at the same or closely related receptors in the brain.

For more compounds that are very recalcitrant to CNS exposure, researchers are developing new concepts for CNS delivery. Technologies using nanotechnology have the possibility to enhance delivery across the BBB (Chapter 24). Concepts and evidence for CNS drug delivery using the nasal route is also reviewed in Chapter 25.

CASE STUDIES OF DRUG DEVELOPMENT SUCCESSES

We often find guidance from successful case study examples. Thus, colleagues have kindly provided successful CNS exposure case studies for fycompa, an AMPA receptor antagonist (Chapter 22) and for vortioxetine, a serotonin modulator and simulator (Chapter 23). The inspiration and enlightenment of these experienced examples provide encouragement and direction for our research projects.

CONCLUSION

This book was prepared with the purpose of benefiting drug researchers in the following areas:

- Fundamental knowledge about the BBB and drug binding
- Implications of these restrictions for brain pharmacokinetics (PK) and pharmacodynamics (PD)
- Drug structure design elements that overcome BBB barriers for CNS drugs
- Drug design principles that enhance these brain exposure barriers for peripheral drugs
- Methods for assessing compound restrictions at the BBB
- Case studies from CNS drug discovery

Valuable perspectives on the future of BBB research and CNS drug development are provided by distinguished BBB researcher Dr. Joan Abbott in Chapter 26. The sharing of valuable insights about brain exposure by the chapter authors in this volume is intended to advance the fundamental knowledge about the BBB and brain exposure throughout all areas of drug development. Practical real-world information and examples are emphasized for the purpose of developing therapies for underserved diseases and of developing improved drugs.
PART 1

PHARMACOKINETICS OF BRAIN EXPOSURE
Pharmacokinetics of CNS Penetration

Andreas Reichel
DMPK, Global Drug Discovery, Bayer Healthcare, Berlin, Germany

Introduction

Drugs are likely to exert their pharmacological effects only if they have a proper chance to engage with their molecular targets at the site of action in the body. This is true for all drug targets, including those that reside within the central nervous system (CNS). A prerequisite for drug target engagement, that is, binding of a drug to its molecular target protein, is the exposure of the target at concentrations in excess of the pharmacological potency of the compound for a sufficient period of time. Adequate CNS exposure of a drug at the site of its pharmacological target is, therefore, paramount for a drug to be able to elicit CNS activity [1]. The concept of active target site exposure has now become a central tenet for the pharmacokinetic (PK) optimization in drug discovery projects focusing on optimizing unbound rather than total drug concentrations [2–4]. Without sufficient exposure of the drug target, the likelihood is very low that a drug will be able to express target-mediated pharmacology and, ultimately, the desired effects on the course of the disease.

Both target exposure and target engagement have been identified as two out of three “pillars of success” of drug discovery programs during a retrospective analysis of about 40 clinical Phase II programs running at Pfizer between 2005 and 2009 [5]. The third pillar of success is the demonstration of the relevance of the expression of the pharmacology for the intended therapeutic intervention (Fig. 2.1). This holds particularly true for CNS drug discovery and development, which are suffering from
dauntingly low clinical trial success rate and the lack of a clear understanding of underlying reasons for the failures [6, 7]. Very often it remains unclear whether a failure was due to the pharmacological target hypothesis being wrong or the target exposure being insufficient to exert the desired pharmacological effects. Some authors [8–10] suggest that not only will the development of new CNS medications benefit from a better understanding of target exposure and engagement, but applying these principals may also help redefine dose and dosing regimens of already existing “old” medications, for example, many classical antipsychotics which have never undergone rational dose-finding studies. The authors suggest applying positron emission tomography (PET) occupancy studies in patients as a basis to readjust the currently recommended doses in order to make their use more efficient and safer compared to the traditional doses and, hopefully, also improve their often poor response rates within the patient population. PET studies are ideal as they allow addressing several key questions directly in patients [11]: Does the drug reach the target site? Does the drug interact with the desired target? Is the concentration of the drug at the target site sufficient to elicit an effect? What is the temporal nature of such an interaction? What is the relationship between the target site concentration and the administered dose and plasma concentration?

Although PET studies, which can also be carried out in animals, are able to answer many of these key questions directly, PET technology is not applicable in most CNS drug discovery projects due to the absence of suitable PET tracers for novel targets. Therefore, and due to the inherent difficulty to directly measure the active site concentrations at the CNS target, alternative methodologies and surrogate approaches that are compatible with modern-day drug discovery and development have been developed [12–14].
This chapter summarises the key processes that control the drug concentrations at the site of the CNS target, in particular the pharmacokinetics of CNS penetration and distribution.

**CNS PENETRATION**

Unlike most other organs in the mammalian body, the brain is separated from the blood circulation by the existence of physiological barriers. In order to get access to the brain tissue, a drug needs to be able to cross these barriers.

**Barriers within the Brain**

There are two important barriers between the CNS and the blood circulation: the blood–brain barrier (BBB) and the blood–cerebrospinal fluid (CSF) barrier (BCSFB), which are introduced here only very briefly. Although the BBB is highly complex and formed by multiple cell types (Fig. 2.3, left), the gatekeeper function is essentially a result of the endothelial cells lining the brain capillaries as they are very tightly sealed together by an intricate network of tight junctions [15]. Since these effectively prevent paracellular transport between the cells, movement of any material can only occur through the endothelial cells, thereby allowing the brain to control all traffic including that of ions, solutes, nutrients, hormones, larger molecules, or even cells (e.g., immune cells).

Besides the BBB, which separates the blood circulation from the brain’s parenchyma, there is also a barrier between the blood circulation and the CSF. This barrier, the BCSFB, which is located at the level of the choroid plexus, differs from the BBB in that its barrier function originates from the tight epithelium lining, the choroid plexus of the ventricles of the brain, which are supplied by leaky capillaries [16].

From a PK point of view, the following anatomical and physiological parameters of the BBB are of relevance: brain capillary length and volume in humans are about 650 km and 1 ml, respectively, with the area of the luminal capillary surface approximately 12 m², which is equivalent to 100–240 cm²/g brain depending on the brain region [15, 17]. The thickness of the BBB is between 200 and 500 nm. The luminal diameter of brain capillaries is about 4 μm in rats and 7 μm in humans, with a mean distance between two capillaries of about 40 μm and the transit time of blood of about 5 s. The capillary volume of 11 μl/g brain is very low, that is, less than 1% of the brain. In contrast, the compartment of the brain interstitial fluid (ISF) amounts to about 20% of the brain parenchyma [18, 19]. In rats, ISF flows with a bulk flow rate of approximately 0.15–0.29 μl/min/g toward the CSF [20]. The volume of CSF is approximately 250 μl in rats and 160 ml in humans, with the rate of CSF secretion being approximately 2.1 and 350 μl/min, respectively [21, 22].

Because the ratio of the surface areas between the BBB and the BCSFB is in the range of 5000:1, and the density of the capillaries within the brain parenchyma is so high that virtually every neuron can be supplied by its own capillary, the BBB
Pharmacokinetics of CNS Penetration is generally considered to play the major role in the transfer of CNS drugs to the brain [17, 19, 23]. Understanding the BBB is therefore an essential element for optimizing CNS penetration. The BBB impacts both the rate and the extent of CNS penetration (Fig. 2.2), which is discussed in more detail in the following sections.

### Rate of CNS Penetration

The rate of CNS penetration relates to the speed at which a compound enters the CNS, independent of how much drug will enter the brain or to the degree of CNS penetration. The rate of CNS penetration is controlled by two factors: the cerebral blood flow (CBF), which controls the amount of drug delivered to the brain, and the permeability of the compound across the BBB. According to the classical principles of PK, either of these two factors can become the rate-limiting step in the process of tissue penetration [24].

**Cerebral Blood Flow** (CBF, F) In rats, blood flow through brain capillaries is about 0.5–2 ml/min/g brain, which varies between brain regions, neuronal activity, and CNS diseases [18, 25]. In humans, CBF is slower than in rats, with values of

![Diagram](image)

**Figure 2.2** Schematic illustration of rate and extent as the two independent properties of CNS penetration. Shown also are PK parameters that are used to describe rate and extent of CNS penetration and the factors which are the most important determinants.
0.15 and 0.6 ml/min/g brain for white and gray matter, respectively [26]. The CBF delivers the maximum amount of drug the brain is exposed to and, thus, constitutes the upper limit of the rate of brain penetration in vivo. For drugs whose rate of CNS penetration is perfusion-limited, changes in CBF will thus affect their CNS penetration, for example, under the influence of anesthetics, which often decrease CBF [27].

**Permeability (P)** The permeability relates to the speed of crossing the BBB of a drug and depends on the membrane properties of the BBB and the physicochemical properties of the crossing compound. There are several mechanisms by which a compound can pass through the BBB (Fig. 2.3): passive transcellular diffusion, which may be limited by efflux pumps, facilitated by carrier-mediated uptake, and adsorptive or receptor-mediated transcytosis, which is more relevant for large molecules [28]. Paracellular diffusion, which is an important mechanism for drug penetration of peripheral tissues, is virtually nonexistent in the CNS, due to the complex network of tight junctions between the brain endothelial cells.

The BBB permeability can be examined in vivo and in vitro. Since permeability (P) and surface area (S) cannot be easily distinguished in vivo, the permeability surface (PS) area product is most often given readout [29, 30]. The PS product is equivalent to the net influx clearance (CL_{in}) and both are measured in units of flow: μl/min/g brain [31]. PS products may span a range of about 10,000-fold [32, 33] and cannot easily be compared across studies or with the CBF, as such, since the results
depend on the exact conditions of the in situ brain perfusion method used, in particular, the rate and the duration of the perfusion and the composition of the perfusion fluid (e.g., the amount of plasma protein). The in situ brain perfusion technique requires high technical skills, is very labor-intensive, and, hence, not suitable for routine drug discovery screening. An alternative in vivo method to determine the rate of CNS penetration is to determine the amount of compound in the brain after oral or systemic administration as $K_{in}$ value, which relates the amount of compound in the brain (homogenate) at time $t$ ($A_{brain}(t)$) to the plasma exposure up to this time point ($AUC_{plasma}(0-t)$). To be more exact, $A_{brain}(t)$ should be corrected for the amount of drug remaining in the cerebral vasculature at the end of the experiment [25, 29]. The experimental setup to generate $K_{in}$ data follows that of regular in vivo PK studies, making $K_{in}$ a more popular in vivo estimate than the PS product.

$$K_{in} = \frac{A_{brain}(t)}{AUC_{plasma}(0-t)}$$  \hspace{1cm} (2.1)$$

The Renkin–Crone equation relates $K_{in}$ and PS based on the basic principles of capillary flow, with $F$ being the flow in the system in question, that is, either CBF or the rate of perfusion in the experiment [34]. $K_{in}$ may be correct for the unbound fraction in plasma or the perfusate (see Fig. 2.2) [25]. The classical equation without protein-binding correction is

$$K_{in} = F*\left(1-e^{PS/F}\right)$$  \hspace{1cm} (2.2)$$

The capillary flow model underlying this equation ensures that the rate of CNS penetration cannot be higher than the CBF, even if the intrinsic permeability is very high. Hence, the upper limit of $K_{in}$ is the CBF (for high-permeability compounds) and the lower limit is PS (for low-permeability compounds). It has been estimated that for a drug to be permeability-limited the PS product has to be 10% of the CBF or less, resulting in a tissue extraction of less than 20% compared to blood. PS products in the range of, or greater than, the CBF make the tissue penetration of the drug perfusion-limited. The available data on PS products suggest that CNS drugs typically do not belong in the category of permeability-limited compounds [22]. This may well be a result of the availability of high-throughput in vitro permeability models in drug discovery and the successful use of in silico tools to predict PS products based on the physicochemical properties of the drug. Very good results have been made with the following equation, which predicts the passive PS product expressed as log PS [35, 36]:

$$\log PS = 0.123*\log D - 0.00656*TPSA + 0.0588*V_{base} - 1.76$$  \hspace{1cm} (2.3)$$

where $\log D$ is the partition coefficient in octanol/water at pH 7.4, TPSA is the topological van der Waals polar surface area, and $V_{base}$ is the van der Waals surface area of the basic atoms.

Today, in vitro assays have become the method of choice to assess permeability as they reflect both the passive diffusion and the transporter-mediated component (in particular, efflux). Typically, the rate of transport is measured across a tight
monolayer of cells, which resemble most of the critical barrier properties of
the BBB [23, 28, 37]. The permeability is expressed as apparent permeability
coefficient ($P_{\text{app}}$):

$$P_{\text{app}} = \frac{dC_r}{dt} \frac{V_r}{A \times C_0}$$ (2.4)

where $dC_r/dt$ is the slope of the cumulative concentration in the receiver compartment
versus time, $V_r$ is the volume of the receiver compartment, $A$ is the surface area of the
monolayer, and $C_0$ is the initial concentration in the donor compartment. The assay
is often run in both directions in order to assess the susceptibility of the test compound
toward drug efflux using the efflux ratio (ER):

$$\text{ER} = \frac{P_{\text{app}}(B - A)}{P_{\text{app}}(A - B)}$$ (2.5)

While there is still no one in vitro BBB model available that resembles all key aspects
of the BBB, mDCK-mDR1 cells have become the most widely used cell line to
determine the in vitro permeability in CNS drug discovery [28, 38–42]. Typically,$P_{\text{app}}$ values at approximately, or greater than, 100 nm/s are taken as evidence for high
permeability, with ER values ideally around 1, or below 2–3.

While in the past there has been too much emphasis on optimizing permeability,
that is, the rate of CNS penetration, it is now being accepted that, in particular for
chronic treatment of CNS disorders, the extent is the more important parameter to be
examined. Although low permeability may delay the time to equilibrium, it will not
affect the level of the drug equilibrium between blood and brain.

**Extent of CNS Penetration**

While rate is an important parameter to describe CNS penetration, it does not
determine the extent (i.e., degree) to which a compound will enter brain tissue
(Fig. 2.2). This has sometimes been confused in the past, leading to overemphasis
of in vitro permeability assays in drug discovery programs, whose actual purpose
was to increase the extent of brain penetration. It was the seminal review by
Hammarlund-Udenaes that made very clear the distinction between rate and extent
of CNS penetration [18]. Another source of confusion was the misleading
assessment of CNS penetration based on the ratio of total brain/plasma concen-
trations [13, 43].

**Total Brain/Plasma Ratio ($K_p$)** Traditionally, a typical in vivo study to assess brain
penetration involved the measurement of brain and plasma sample concentrations at
3–4 time points after ip, sc, iv, or oral administration to rodents. At selected time
points, plasma samples were drawn and brain tissue was removed and subsequently
homogenized for quantification by liquid chromatography–mass spectrometry
(LCMS) analysis [14, 44, 45]. The method was amenable to cassette dosing, thereby
allowing significant reduction of the number of animals to be used [46]. The extent of brain penetration was expressed as follows:

\[ Kp = \frac{AUC_{\text{tot,brain}}}{AUC_{\text{tot,plasma}}} \]  

(2.6)

Whenever a project team went on to improve brain penetration by increasing \( Kp \), however, they ran into the problem that compounds with higher \( Kps \), despite an often improved potency, did not result in better efficacy in animal models [43, 47]. On examining the brain’s unbound concentrations it was found that increasing total concentrations does not necessarily lead to higher unbound concentrations, which most closely relate to the active site concentrations [1, 14, 48–51]. Since the brain has a relatively high lipid content [52], increasing \( Kp \) was often a simple consequence of increasing the lipophilicity of the drug, thereby steering project teams into a drug lipidization trap [10, 13, 43, 49]. Computational methods aimed at predicting \( Kp \) are therefore of highly questionable value as guiding tools for CNS drug discovery.

The key caveat of \( Kp \) is its composite nature of three independent factors: nonspecific drug binding to brain tissue, nonspecific drug binding to plasma proteins, and specific drug transport across the BBB [18]. For CNS drugs which often are very lipophilic, \( Kp \) is dominated by nonspecific drug binding, masking the transport properties of the drug.

**Unbound Brain/Plasma Ratio (\( Kp,uu \))** Correction for nonspecific binding both to brain tissue and plasma proteins [43, 53, 54] is therefore an essential element which led to the concept of \( Kp,uu \) [18]. \( Kp,uu \) is not confounded by nonspecific binding of the drug and is thus a parameter that directly reflects the transport equilibrium across the BBB. \( Kp,uu \) is calculated from \( Kp \), the fraction unbound in plasma (\( fu,\text{plasma} \)) and the fraction unbound in brain tissue (\( fu,\text{brain} \)):

\[ Kp, uu = Kp * \frac{fu,\text{brain}}{fu,\text{plasma}} \]  

(2.7)

Hence, \( Kp,uu \) can therefore also be expressed as

\[ Kp, uu = \frac{AUC_{\text{tot,brain}} * fu,\text{brain}}{AUC_{\text{tot,plasma}} * fu,\text{plasma}} \]  

(2.8)

Both \( fu,\text{plasma} \) and \( fu,\text{brain} \) can be measured readily *in vitro* by equilibrium dialysis [53, 55]. See also Chapter 12 for more details on the method. Since the ratio of \( fu,\text{plasma} \) and \( fu,\text{tissue} \) can be regarded as an *in vitro* estimate of \( Kp \) [24], the following equation can be used as an alternative:

\[ Kp, uu = \frac{Kp(\text{in vivo})}{Kp(\text{in vitro})} \]  

(2.9)
where \( K_p(\text{in vitro}) \) solely describes the ratio of the nonspecific binding of the compound to plasma proteins relative to the binding to brain tissue constituents:

\[
K_p(\text{in vitro}) = \frac{f_u,\text{plasma}}{f_u,\text{brain}}
\]  

(2.10)

whereas \( K_p(\text{in vivo}) \), in addition to nonspecific drug binding, also carries information with regard to the BBB transport properties of the drug.

While \( K_p \) may span a more than 3000-fold range from values of less than 0.01 to above 30 \([56, 57]\), the operating range of \( K_p,uu \) is smaller: typically between below 0.01 and 5 at the most \([18, 51, 57]\). The smaller range of \( K_p,uu \) compared to \( K_p \) illustrates how strong the impact on the brain-to-plasma distribution of nonspecific drug binding can be relative to BBB transport.

Since the parameter \( K_p,uu \) is devoid of nonspecific drug binding, it reflects the distributional drug properties as a result of transport across the BBB. A \( K_p,uu \) near 1 suggests passive diffusion, while a \( K_p,uu \) different from 1 suggests either active efflux back into blood (\( K_p,uu < 1 \)) or active uptake into brain (\( K_p,uu > 1 \)), which, however, is much more rare than the former (Fig. 2.4). Mechanistically, the following parameters determine \( K_p,uu \):

\[
K_p,uu = \frac{CL_{\text{passive}} + CL_{\text{uptake}}}{CL_{\text{passive}} + CL_{\text{efflux}} + CL_{\text{bulkflow}} + CL_{\text{metabolism}}}
\]  

(2.11)

where \( CL_{\text{passive}} \) is the diffusional clearance of the drug across the BBB (i.e., passive PS, see earlier), \( CL_{\text{uptake}} \) is the active uptake transporter clearance, \( CL_{\text{efflux}} \) is the efflux...
transporter clearance, $CL_{\text{bulkflow}}$ is the clearance due to bulk flow of brain ISF into CSF, and $CL_{\text{metabolism}}$ is the elimination of the drug from the brain by metabolism within the CNS [12].

According to Equation 2.11, $K_{pu,uu}$ can become smaller than unity due to (i) dominance of drug efflux relative to $CL_{\text{passive}}$ and/or $CL_{\text{uptake}}$, or (ii) lower passive diffusion into brain compared to the bulk flow of ISF into CSF. An example of the latter is mannitol, which shows a very low $CL_{\text{passive}}$ ($PS < 1 \mu l/min/g$ brain) relative to the bulk flow resulting in a $K_{pu,uu}$ of only 0.01 [12]. The same is true for the low $K_{pu,uu}$ of 0.09 of atenolol [58]. More often, however, low $K_{pu,uu}$ values are due to active efflux across the BBB, for example, loperamide ($K_{pu,uu} = 0.014$), quinidine ($K_{pu,uu} = 0.07$), or imatinib ($K_{pu,uu} = 0.18$) [45].

$K_{pu,uu}$ values in excess of unity are much less frequent, as there seem to be few drugs which are actively taken up into brain from the blood circulation, for example, oxycodone ($K_{pu,uu} = 3.1$) and diphenhydramine ($K_{pu,uu} = 5.5$) [59, 60].

It follows from Equation 2.8 that $K_{pu,uu}$ can also be regarded as

$$K_{pu,uu} = \frac{AUC_{\text{brain}}}{AUC_{\text{plasma}}}$$ \hspace{1cm} (2.12)

or at steady-state:

$$K_{pu,uu} = \frac{Cu_{\text{brain}}}{Cu_{\text{plasma}}}$$ \hspace{1cm} (2.13)

These equations illustrate the power of $K_{pu,uu}$ as compared to $K_{p}$: while $K_{p}$ is confounded by nonspecific binding and, hence, is difficult to interpret, $K_{pu,uu}$ purely reflects the transport properties of a drug across the BBB and, hence, can be used directly as a link between the unbound concentrations in brain and those in plasma.

$$Cu_{\text{brain}} = Cu_{\text{plasma}} \times K_{pu,uu}$$ \hspace{1cm} (2.14)

For drugs whose pharmacological target is accessible from the brain’s ISF compartment, the unbound brain concentration seems to be the most relevant PK compartment [48, 50, 61]. $K_{pu,uu}$ therefore replaces $K_{p}$ as a more useful and more meaningful measure of the extent of CNS penetration in drug discovery and development [9, 30, 58, 62–65].

**NEUROPK**

With the general acceptance of the free drug hypothesis (see Chapter 3) the pivotal role of the unbound drug concentration at the site of the pharmacological drug target is now well established. This chapter looks at the pharmacokinetics in the CNS versus plasma and the factors which control the dynamics of the concentration–time profile, that is, NeuroPK.
Basic PK Compartments and PK Processes

Although the CNS is among the most complicated organs of the mammalian body, in terms of its anatomy, physiology, and pathophysiology, the pharmacokinetics of a drug in the brain can be described based on just a few key compartments (Fig. 2.5).

Principal NeuroPK Compartments  The following are the principal NeuroPK compartments:

1. Brain vasculature with the cerebral blood supply
2. Brain parenchyma brain ISF
3. Brain parenchyma intracellular fluid (ICF)
4. Ventricles containing CSF

While the transfer of drugs between blood and ISF and blood and CSF is restricted by the BBB and BCSFB, respectively, there is no such tight barrier between ISF and CSF, that is, the ependymal cell layer which is lining the inner surface of the ventricles does not restrict the movement between these two intrabrain compartments.

For drugs whose pharmacological target resides within the brain ISF (e.g., receptor proteins, transporter proteins, ion channels), the brain ISF can be considered to be the

**FIGURE 2.5**  Schematic representation of the four key compartments within the CNS commonly used to describe the NeuroPK of compounds, including typical physiological volumes: CSF, cerebrospinal fluid; ICF, intracellular fluid; ISF, interstitial fluid. Compound flows are restricted between blood and ISF by the BBB (blood–brain barrier) and between blood and CSF by the BCSFB (blood–CSF barrier), which can be crossed both passively or with the involvement of carrier-mediated processes and/or active drug efflux (see text).
most relevant surrogate PK compartment for the pharmacological effect. For drugs which bind to pharmacological target proteins within brain cells (e.g., intracellular enzymes), the ICF is the more relevant effect compartment.

**Principal NeuroPK Processes** The following are the most important processes that describe the PK of a compound in the CNS:

1. Absorption, distribution, metabolism, excretion (ADME) processes which determine the systemic concentration–time profile in the blood circulation (as the source of input of the drug to the CNS)
2. Transport processes which determine the BBB transfer of the drug between blood and brain (as the measure of the rate and extent of brain penetration)
3. Intrabrain distribution of the drug (as the key element to determine the active site concentration of the drug in the effect compartment)
4. Elimination of the drug from the CNS (often with ISF bulk flow into the CSF or back to blood across BBB)

**PK Measurements, PK Parameters, and Key Equations**

This paragraph focuses on those PK parameters and equations which are most critical for the understanding and optimization of CNS penetration and distribution of compounds in a drug discovery setting. A more complete picture, with regard to the full range of assays and approaches used to optimize the ADME properties of compounds in drug discovery, can be found elsewhere [9, 66–68].

**Systemic Exposure and Plasma Concentration–Time Profile** The unbound plasma concentration–time profile is typically obtained from iv, ip, sc, or po dosing of the test compound to animals and the collection of blood samples over a sufficient period of time. Blood samples are used to prepare plasma, which is subjected to liquid chromatography/mass spectroscopy (LC–MS)/MS analysis to measure the plasma concentration of the test compound.

After oral administration, and considering one-compartmental PK behavior of the compound, the time course of the plasma concentration–time profile \( C_{\text{plasma}(t)} \) depends on the oral bioavailability \( F \), the dose administered \( D \), and the volume of distribution \( V \) of the compound, as well as on the rate constants of absorption and elimination, \( k_a \) and \( k_e \), respectively.

\[
C_{\text{plasma}(t)} = \frac{F \cdot D}{V} (e^{-k_e t} - e^{-k_a t})
\]  

(2.15)

The fraction unbound in plasma \( (f_{u,\text{plasma}}) \) is used to convert total plasma concentrations into unbound plasma concentrations:

\[
C_{u,\text{plasma}} = C_{\text{plasma}(\text{total})} \cdot f_{u,\text{plasma}}
\]  

(2.16)
In the case of unequal distribution of the compound between blood plasma and blood cells the blood/plasma ratio (BPR) should be used to calculate unbound blood concentrations:

\[
\text{Cu, blood} = \text{Cu, plasma} \times \text{BPR}
\]  \hspace{1cm} (2.17)

For compounds with BPR close to 1, unbound plasma concentrations and unbound blood concentrations are the same and can be used interchangeably. The unbound concentration in blood represents the maximum level of the drug to which the brain is exposed, that is, the upper limit of the amount of drug the brain can extract from the circulation.

**Unbound Brain Exposure and Brain Extracellular Fluid (ECF) Concentration–Time Profile** Besides repeated blood sampling, as described earlier, brain tissue is also collected from the animals at different time points. After brain homogenization and protein precipitation, the samples are subjected to LC–MS/MS analysis for quantitation. The fraction unbound in brain homogenate (\(f_{ub,\text{brain}}\)) is used to convert total brain concentrations into unbound brain concentrations:

\[
\text{Cu, brain} = \text{Cbrain(total)} \times f_{ub,\text{brain}}
\]  \hspace{1cm} (2.18)

In addition, from the previous data, the following parameters can be calculated: \(K_p(\text{in vivo})\) based on Equation 2.6, \(K_p(\text{in vitro})\) based on Equation 2.10, and \(K_p,uu\) based on equations 2.8 and 2.9.

**Parallel Plasma and Brain Concentration–Time Profiles** For most compounds with low to medium lipophilicity (\(\log P = 0–3\)) and good in vitro permeability (\(P_{\text{app}} > 60 \text{ nm/s} \); MDCK-MDR1 cells), total plasma, and total brain concentrations run in parallel over time, with a typical example shown in Figure 2.6. In the case of a \(K_p,uu\) near unity, that is, if \(K_p(\text{in vivo})\) equals \(K_p(\text{in vitro})\), the unbound brain concentration–time profile matches the unbound plasma concentration–time profile (Fig. 2.4). For such compounds the unbound plasma concentration–time profile can thus be taken as a reliable PK compartment to describe the concentration in the effect compartment of PK/pharmacodynamic (PD) relationships.

**Nonparallel Plasma and Brain Concentration–Time Profiles** A more complicated situation arises for compounds which bind more extensively to brain tissue than to plasma proteins, which have a slow rate of CNS penetration, or both. Such compounds typically show a markedly nonparallel concentration–time profile between total plasma and total brain, and hence also between unbound plasma and brain (Fig. 2.7). Extensive binding to brain tissue leads to a long time required to achieve equilibrium between systemic and brain levels [69]:

\[
T_{1/2(\text{equilibrium})} = \frac{\ln 2 \times \text{V,brain}}{\text{PS} \times f_{ub,\text{brain}}}
\]  \hspace{1cm} (2.19)
where $V_{\text{brain}}$ represents physiological brain volume, $PS$ is the permeability surface area product as a measure of the rate of penetration into the CNS, and $f_u,\text{brain}$ is the fraction unbound in brain tissue as a measure of the extent of brain tissue binding. The latter parameter appears to have the strongest impact on the time to equilibrium, because strong tissue binding increases the apparent tissue volume to be filled and, hence, the time needed to do so. In contrast, compounds which are substrates for transporters at the BBB achieve equilibrium faster than passively distributing compounds, and thus efflux at the BBB does not delay equilibrium between plasma and brain [31].

Duloxetine, for instance, shows a 16-fold lower fraction unbound in brain tissue compared to plasma resulting in a flat concentration–time profile in brain compared to a steep profile in plasma with the corresponding elimination half-lives in plasma and brain of 16 and 92 h, respectively [70].

For compounds where the concentration–time profiles in plasma and brain do not run in parallel, unbound brain concentrations cannot directly be taken from unbound plasma concentrations and $K_{p,uu}$. Therefore, the unbound brain concentrations of such compounds carry much more uncertainty compared to compounds with a parallel concentration–time profile. Whenever possible, preference should therefore
be given to the selection of the latter type of compounds as they make PK and PK/PD predictions easier and more reliable, in particular with regard to translation from animal to human (Fig. 2.7).

Some authors have successfully applied physiologically based PK (PBPK) modeling approaches to describe and predict concentration–time profiles which can accommodate time delays [69–71]. Although this approach requires more input data and a sound knowledge of the compound to make reliable assumptions, PBPK modeling is a very sophisticated method to understand and predict the PK of compounds in the CNS. This is because it allows more insight into the interplay between passive permeability and active transport processes at the BBB, plasma protein binding, and brain tissue distribution, as well as their combined impact on drug concentrations in the CNS (see also Chapter 14).

**CNS Distribution**

Besides systemic PK and BBB transport, the distribution of compounds within the CNS is another important determinant of the processes which control unbound drug concentrations at the site of the target within the brain, that is, NeuroPK.
In principle, the following methods are available to address this question: two in vivo techniques (brain microdialysis as a direct measurement of brain ISF concentrations and collection of the CSF), and two in vitro techniques (binding to brain homogenate and uptake by freshly prepared brain slices).

Both in vivo techniques suffer from strong limitations: brain microdialysis is unsuitable for routine use in drug discovery if the test compounds are very lipophilic and extensively stick to the material of the dialysis probe [51, 62]. CSF levels do not always correlate well with ISF levels, in particular if transporters control brain penetration [9, 63, 72, 73]. In two systematic studies of 39 compounds by Fridén et al. [57] and 25 compounds by Kodaira et al. [73], both groups demonstrated that good correspondence is to be expected for compounds that show a high permeability and little or no drug efflux. For those compounds, CSF levels can be a reliable surrogate for the concentration in the effect compartment of the brain. Deviations, however, occur for compounds which show a relevant net transport by Pgp and/or BCRP across the BBB (e.g., verapamil, loperamide, quinidine, or cimetidine).

In spite of CSF samples being routinely collected from in vivo NeuroPK studies, the in vitro methods have become the method of choice. Indeed, both in vitro methods are much easier to apply and can be used in a higher-throughput mode. They are cost-effective and compatible with assay needs in a drug discovery setting. For a more detailed description of the methods see also Chapters 11-13 and 16.

**Brain Homogenate Technique—fu,brain** The brain homogenate binding technique was first introduced by Kalvass and Maurer [53] and has since been enjoying wide acceptance by many drug discovery DMPK groups. This is because the same equipment can be used for both plasma protein binding and brain homogenate binding. The brain homogenate method can even be run in a cassette format [74] and, since brain composition and, hence, fu,brain is species-independent [14, 75], it is sufficient to measure this parameter in only one species, typically the PD species (e.g., rat, mouse) [64]. The key parameter obtained from the method is fu,brain, which is calculated by the following equation:

$$\text{fu,brain} = \frac{1/D}{[(1/\text{fu,\text{dh}})-1]+(1/D)}$$  \hspace{1cm} (2.20)

where $D$ is the dilution factor of the brain homogenate and $\text{fu,\text{dh}}$ the fraction unbound in diluted brain homogenate.

As stated earlier, determining fu,brain allows calculation of unbound brain concentrations from total brain concentrations by Equation 2.18. Because the composition of plasma and brain differs significantly, with plasma being more rich in proteins and brain being more rich in lipids, fu,plasma and fu,brain do not correlate and thus cannot be used interchangeably [4, 13, 51, 63, 76].

**Brain Slice Technique—Vu,brain** As homogenizing brain tissue will destroy all intratissue compartments, the brain tissue binding method cannot provide information on compound levels in specific subcellular effect compartments, for example, cytosol
and subcellular organelles. This may be particularly critical if the drug target resides within the cells of the CNS. Becker and Liu [77] and Fridén et al. [55] therefore developed an alternative in vitro method to determine the brain free fraction by using a slice technique, which, in contrast to the brain homogenization method, maintains the cellular structure of the brain tissue. Consequently, this method allows (i) measurement of differences between ISF and ICF concentrations and (ii) determination of the unbound volume of distribution of a compound in brain (Vu,brain).

\[
Vu,\text{brain} = \frac{A(\text{brain slice})}{C(\text{buffer})}
\]  

(2.21)

where \(C(\text{buffer})\) is the concentration of the compound in the incubation buffer and \(A(\text{brain slice})\) the amount to compound in the brain slice at the end of the incubation [78]. The unbound distribution volume of a compound in brain is interpreted in relation to physiological volumes of ISF (0.2 ml/g brain) and ISF+ICF=0.8 ml/g brain. Thus, it is suggested that compounds with \(Vu,\text{brain}\) values of around 0.2 ml/g brain distribute mainly into the brain ECF, while compounds with \(Vu,\text{brain}\) values of around 0.8 ml/g brain distribute equally into brain ISF and brain ICF. For many compounds, however, \(Vu,\text{brain}\) values of much larger than 0.8 ml/g brain are obtained, which is highly indicative of strong tissue binding, active transport into the brain cells, lysosomal trapping, sequestration into organelles, or a combination thereof. \(Vu,\text{brain}\) therefore allows calculation of \(Kp,\text{uu,cell}\) as a measure of the ICF/ISF concentration ratio. \(Kp,\text{uu,cell}\) can be obtained from the following equation:

\[
Kp,\text{uu,cell} = fu,\text{brain} * Vu,\text{brain}
\]  

(2.22)

In principle, \(Kp,\text{uu,cell}\) gives access to brain intracellular unbound concentrations (\(Cu,\text{cell}\)), which, of course, would be highly desirable for intracellular CNS drug targets:

\[
Cu,\text{cell} = Cu,\text{plasma} * Kp,\text{uu} * Kp,\text{uu,cell}
\]  

(2.23)

However, these calculations should be used with caution: Fridén et al. [79] have shown that the largest differences between the two methods are observed for basic compounds and are due to lysosomal trapping. Since lysosomal trapping is a physico-chemical consequence of pH partitioning, it can be corrected for by applying the Henderson–Hasselbalch equation using the p\(K_a\) values of the drug and the pH values for plasma, cytosol, and lysosomes [78, 79]. Thus, the brain homogenate technique combined with correction for pH partitioning provides equivalent information for both methods, that is, \(fu,\text{brain}\) is approximately equal to \(1/Vu,\text{brain}\) within a twofold range [51, 79].

It also has to be kept in mind that intracellular targets may only in some cases reside within lysosomes and more often are located to other compartments of brain cells, for example, cytosol or other organelles. The unbound drug concentrations in the cytosol or the subcellular compartments of individual brain cells will depend on the micro-pH and the expression and functional activity of the transport processes.
### Pharmacokinetics of CNS Penetration

#### Assay/study type
- Pharmacology assays
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- In vivo PK
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**FIGURE 2.8** Generic workflow of *in vitro* assays and *in vivo* studies in the compound optimization phase of a drug discovery project with emphasis on those assays and parameters which have a direct influence on the NeuroPK. The left panel of the illustration shows the assay and study types to be employed and the middle panel shows the parameters obtained with target values shown on the left. The focus of the workflow is on optimizing unbound brain concentrations as the basis for target exposure, PK/PD, and *in vivo* efficacy. c–t, concentration–time profile; CL<sub>int</sub>, intrinsic metabolic clearance; ER, efflux ratio; $K_D$, potency of compound $P_{app}$, apparent permeability; PD, pharmacodynamics.
The latter is highly specific for the cell membrane of different cell types [80] and the membranes of the intracellular organelles [81, 82]. Since the brain slice technique will only provide an average Kp,uu,cell for all cell types present in the material used, it may have limited value when it comes to a particular target cell type. Indeed it is known that the different cell types vary in their transporter expression and function [80], and they differ between species [83] and also between healthy and diseased brain [84, 85]. Therefore, the advantage of the brain slice technique may also be its caveat, and much remains to be learned about the application of this technique in order to unravel its true power for specific questions. For instance, it may be of particular interest to see whether addressing novel Alzheimer’s disease drug targets, which are associated with lysosomes [86], will particularly benefit from the brain slice technique.

**Integrated Method Spectrum to Assess and Optimize NeuroPK**

There is now a complete set of methods available which allows characterization of the CNS penetration and distribution, that is, the NeuroPK, of compounds both in drug discovery and in drug development.

Figure 2.8 shows a cascade of NeuroPK *in vitro* assays and *in vivo* studies illustrating their place and use during routine compound optimization cycles in the drug discovery phase of research projects. Since the flowchart shown is generic, the screening tree of a given project may be further adjusted to accommodate the specific issues of a compound class and the demands, based on the actual target and intended disease. Absorption, distribution, metabolism, excretion, and toxicity (ADMET) assays and *in vivo* studies, which are not directly related to NeuroPK, for example, solubility, metabolic stability, intestinal permeability, efflux, CYP inhibition, CYP induction, hERG, and others, are not subjects of this chapter and can be found in greater detail elsewhere [9, 66, 68]. The flowchart illustrates that the NeuroPK assays are inherently interwoven with other PK and PD assays, in order to allow compound optimization cycles to generate compounds with a good balance of all the properties that make up a successful clinical candidate. The flowchart shown puts particular emphasis on optimizing the unbound brain concentrations as a direct link to PK/PD and *in vivo* efficacy. The approach shown will allow (i) optimization of compounds with regard to the properties which favour CNS target exposure, (ii) guidance of the dosing and dosing schedule for *in vivo* pharmacology studies, and thereby (iii) enhancement of the understanding of the target disease hypothesis of the project.

**STRATEGIES TO INCREASE/AVOID CNS PENETRATION/EXPOSURE TO TARGETS WITHIN THE CNS**

In principle, the strategies to increase and to avoid CNS penetration of compounds are based on the same key equations which determine the unbound brain concentrations as the relevant CNS effect compartment (Fig. 2.9).
The most powerful ways to increase the unbound drug concentrations in the CNS are (i) to increase the unbound plasma exposure and/or (ii) to bring $K_{pu}$ to unity (Fig. 2.9).

### Increasing Unbound Plasma Concentrations

It can be achieved by optimizing the following *in vitro* ADME parameters: increasing the intestinal permeability and removing any drug efflux using the Caco-2 assay, increasing the aqueous solubility of the compound to avoid any solubility- or dissolution-limited absorption, and reducing the intrinsic metabolic clearance of the compound. All of these approaches will contribute to maximizing the unbound concentration in the blood circulation as the maximum of compound available to the brain [9].

### Getting $K_{pu}$ to Unity

Since a $K_{pu} < 1$ will reduce unbound brain levels relative to unbound plasma levels, raising a low $K_{pu}$ value toward unity will be beneficial for brain exposure. Since low $K_{pu}$ values are associated with efflux, the team should aim for removing recognition by active efflux pumps, such as Pgp and BCRP, using *in vitro* cell lines such as Caco-2 cells expressing both transporters and overexpressing cell lines (e.g., MCDK-MDR1 and MDCK-BCRP).
The data from the Caco-2 assay, which is a routine assay for optimizing the oral absorption properties of lead optimization (LO) compounds, should be used concurrently. A high ER in the Caco-2 assay can be taken as a surrogate of low Kp,uu [53]. It has been shown by several groups that the in vitro ER can be used for a first approximation of Kp,uu [14, 36, 87–89]:

$$Kp,uu \approx \frac{1}{ER}$$  \hspace{1cm} (2.24)

This approximation is particularly attractive as it does not require any in vivo study and can be readily obtained from routine high-throughput permeability assays. However, because this empirical relationship is based on overexpressing cells of nonbrain origin, it should only be used to rank order compounds during compound optimization cycles and not as a proper Kp,uu value.

Equation 2.14 could also be exploited with regard to increasing Kp,uu above 1 in order to generate compounds which selectively enter the CNS via BBB-specific carrier systems. However, there are very few drugs which are capable of utilizing transport systems at the BBB and which accordingly have a Kp,uu > 1, that is, oxycodone and diphenhydramine with Kp,uu values of 3.0 and 5.5, respectively [31]. Both drugs are thought to use the postulated pyrilamine transporter, which seems to be functionally preserved across species and may thus be a suitable BBB transporter for CNS drug delivery [60]. Other BBB transporters, such as amino acid and nucleoside transporters, may also have potential for CNS drug delivery, but have not yet attracted wider interest [90, 91].

**Strategy to Avoid CNS Penetration**

Several examples of drug classes exist where distribution into the CNS correlates with CNS side effects due to interference with centrally located receptors, including opioid receptor agonists, H1-receptor antagonists, and antimuscarinic agents.

Loperamide is a peripherally acting opioid receptor agonist used for the management of chronic diarrhea. It lacks central opioid effects, for example, respiratory depression, since it does not sufficiently reach CNS tissue and, hence, central opioid receptors, due to significant Pgp efflux at the level of the BBB. Similarly, central side effects of antimuscarinic agents used to treat overactive bladder are lower for drugs which are Pgp substrates (e.g., 5-hydroxymethyl tolterodine, darifenacin, trospium) as compared to other muscarinic agents which are not recognized by Pgp and are more prone to central side effects, for example, oxybutynin, tolterodine, and solifenacin [92].

The power of Pgp efflux at the BBB in effectively limiting central side effects has first been postulated for second-generation H1 receptor antagonists, which lack central side effects, such as dizziness and somnolence, compared to their first-generation counterparts [92]. It has since been shown that subjecting compounds to drug efflux at the BBB opens the way for a therapeutic window with regard to central side effects of peripherally acting drugs whose target also resides within the CNS [9, 94–96].
In contrast to drugs which are optimized to act centrally and where $K_{p,uu}$ is ideally near or above unity, peripherally acting drugs can be designed to avoid central side effects by significantly reducing $K_{p,uu}$ below unity (Fig. 2.10). For instance, the peripherally restricted antimuscarinic agents 5-hydroxymethyl tolterodine, darifenacin, and trospium have $K_{p,uu}$ values between 0.01 and 0.04, while those with central side effects show $K_{p,uu}$ values between 0.23 and 3.3 [92].

It can thus be concluded that the target value for $K_{p,uu}$ for compounds devoid of central activity should be $<0.1$. This may be best achieved by designing the compounds to be medium substrates for both Pgp and BCRP, as both efflux pumps show functional cooperation at the BBB, making their combined impact on brain penetration very strong [97], while minimizing the risk for poor intestinal absorption [92, 96, 98]. To achieve this purpose, mDR1-mDCK cells, BCRP-mDCK cells, and Caco-2 cells may be used in concert to optimize compounds for a balance of sufficient intestinal permeability versus poor BBB permeability [9].

Friden et al. [57] have shown that the addition of two hydrogen-binding acceptors (HBAs) to a compound on average results in a twofold reduction in $K_{p,uu}$ and, hence, its unbound brain exposure. It is possible that the concomitant increase in hydrophilicity attenuates the intrinsic passive permeability, thereby extending the membrane residence time and, hence, the efficiency for drug efflux pumps to expel the compounds from the brain endothelial cell membrane.
TRANSLATING NEUROPK FROM ANIMALS TO HUMANS

Being fully in line with the free drug hypothesis, unbound drug concentrations in the brain are considered to be the most relevant effect compartment to drive the CNS pharmacological effect of drugs. Unbound brain concentrations can, therefore, be successfully used to link the pharmacokinetics with the pharmacodynamics of a drug. Predicting unbound concentrations in humans from animal and in vitro data is, therefore, an ultimate goal of drug discovery and development projects and a key piece of information to project human dosing schedules, which are likely to exert therapeutic effects in the patients.

PK/PD—Translating Exposure to Efficacy

The unbound drug concentrations obtained using $C_{\text{brain}}$ from in vivo studies and $f_{u,\text{brain}}$ from brain homogenate have widely been considered to be a suitable surrogate of the unbound concentration in brain ISF [57, 62]. They have also successfully been demonstrated to allow a link between target exposure, target receptor occupancy, and efficacy [99, 100].

An estimate of the degree of occupancy of a target receptor can be obtained from the following equation:

$$RO = \frac{C_{\text{u,brain}}}{C_{\text{u,brain}} + K_D} \times 100\%$$  \hspace{1cm} (2.25)

where the receptor occupancy (RO) represents the percentage of receptors occupied in relation to the unbound concentration at the target receptor ($C_{\text{u,brain}}$) and the potency of the drug ($K_D$). For an antagonist, a greater than 75% RO, which can be achieved by the unbound concentrations exceeding $K_D$ by at least threefold, is often sufficient to elicit pharmacological effects in the target cell population.

The level of occupancy needed for efficacy should be explored carefully in animal models, in order to identify the concentration–time profile and, hence, the dose size and dosing schedule, which enables efficacy from the point of view of the target exposure and occupancy [101, 102].

The receptor occupancy of a drug in relation to the dose administered, the concentration–time profiles in plasma and brain, and the efficacy can be tested ex vivo [49, 102], in vivo [100], and using PET technology [11, 103]. Confirming the assumed receptor occupancy in vivo seems to be important to increase the validity of PK/PD relationships, as has been demonstrated, for instance, with the dual serotonin and norepinephrine transport inhibitors venlafaxine and milnacipran, for which in vitro binding was not sufficiently predictive of in vivo receptor occupancy [104]. It has also to be kept in mind that a high level of receptor occupancy may not be sufficient to elicit the desired pharmacological effects, as has been seen for NK-1 receptor antagonists in pain [105].

Another highly valuable benefit of in vivo PET studies is that they allow linking receptor occupancy with plasma concentration–time profiles and, hence, validating
the relationship between Cu, plasma and Cu, brain, that is, the validity of the Kp, uu estimate. PET studies also allow examining the time course of the concentration–time profiles and potential temporal disconnects between the concentrations in plasma and brain, in relation to target occupancy.

**Translating PK and PK/PD from Animals to Humans**

Once a solid dose-exposure–response relationship has been established in animal disease models, which allows linking plasma concentration–time profiles with brain target exposure and receptor binding, the question arises as to how this PK/PD relationship will translate to other species, including nonrodent species used for safety testing (in order to determine the therapeutic window) and humans (in order to predict dose regimens which will be efficacious in patients).

Translating PK and PK/PD from animals to humans has to occur on several levels: (i) potency, to accommodate species differences in the target receptor inhibition, (ii) PK, to accommodate for dose-exposure differences between species, and (iii) on the level of the PK/PD relationship itself.

Potency estimates for the human receptor may be obtained in vitro from cells expressing the human target. Predicting the human PK from in vivo and in vitro data is a more complex undertaking, where potential species differences in ADME processes that control the plasma and brain concentration–time profile have to be taken into account. There are well-established approaches in place to predict the PK profile in humans [106]. The predicted plasma concentration–time profiles have to be translated into unbound concentration–time profiles in brain tissue, in order to estimate the target receptor exposure in humans as a basis for the PK/PD in CNS patients.

While species differences, with regard to the unbound fraction in plasma, can be significant, there do not seem to be relevant species differences in the unbound fraction in brain tissue [14, 75], allowing to use fu, brain estimates from one species for other species as well as for humans [9, 64].

For compounds with a Kp, uu near unity, which have a high permeability and whose plasma and brain concentration–time profiles in animals run in parallel, the predicted unbound plasma concentration–time profile in humans can be taken directly as a reliable surrogate for the effect compartment in the brain, that is, it represents the unbound concentration–time profile in the brain. For such compounds the predictions of the human PK profile in the CNS can be made with a very high reliability and confidence.

The situation is more complicated for compounds (i) whose Kp, uu differs significantly from unity and/or (ii) whose plasma and brain concentration–time profiles do not run in parallel [9]. The first type of compounds are subject to significant active transport across the BBB causing their Kp, uu to differ from unity. Since the transporters expressed at the level of the BBB may show significant species differences in their expression and function [107], Kp, uu values which markedly deviate from unity cannot simply be used across species, even though species differences in substrate properties may be minimal between humans and mice for Pgp [108] and BCRP [109], and some uptake transporters [60]; in addition, there are other transporters for
SUMMARY AND OUTLOOK

After the recent change in paradigm of how to assess the CNS penetration and distribution of drugs [1, 47, 51, 58], a target exposure–driven approach to CNS drug discovery and development is evolving now [9, 13]. The approach gives full credit to unbound brain concentration as the most relevant surrogate compartment for the pharmacological activities of CNS drugs, with $K_{puu}$ replacing the old and often misleading brain/plasma ratio, $K_p$, as the measure of the extent of brain penetration. In contrast to $K_p$, the unbound brain to unbound plasma ratio, $K_{puu}$, has the advantage of allowing a direct link between the plasma concentrations to the brain target exposure and further to the pharmacological effects elicited upon target binding of the drug. This paradigm, therefore, provides a powerful framework for the full integration of the receptor theory and PK/PD into the establishment of dose-exposure–response relationships and their translation from animals to humans [101, 115, 117, 118].

The current concept illustrates that CNS penetration and distribution is multifactorial; hence, to capture the most important processes several key in vitro assays and in vivo studies need to be performed in concert and evaluated using an integrated framework, the so-called NeuroPK. There are proposals to capture several aspects of brain penetration in combined in vitro assay formats [119].

For drug discovery scientists, knowledge of the factors controlling the relationship between drug concentration and pharmacological activity is key for successful lead optimization of CNS drug discovery compounds and the selection of successful drug candidates for preclinical and clinical drug development [2, 47]. Recently, significant progress has been made in the establishment of physiologically based PK models of CNS penetration and distribution, which take into account the kinetics of

which stronger species differences have been implied [110]. For compounds that are strong substrates for efflux transporters, Doran et al. [65] have shown that CSF levels are more predictive of the unbound brain concentrations in the respective species. The utility of CSF levels in translational neuroscience has been summarized extensively by de Lange [111].

The second type of compounds tends to bind extensively to brain tissue, causing the plasma and brain concentration–time profiles to go out of phase [9], prohibiting the application of the equation shown in Figure 2.4, that is, to translate the plasma PK into NeuroPK simply by correcting for $K_{puu}$. For such compounds, physiologically based approaches may have to be applied to predict NeuroPK from animals to humans [70, 112–114].

The use of translational PK/PD modeling for CNS drugs ultimately allows prediction of the response in the human patient based on target exposure and the corresponding expression of pharmacology in animal models of the human disease. There are a growing number of examples of how translational PK/PD can facilitate CNS drug discovery and development [102, 115, 116], thereby bringing to life the scheme shown in Figure 2.1.
the drug concentration–time profiles [112–114, 120] as the basis for the understanding of the dynamics of the pharmacological effects over time [115, 118, 121]. The understanding of these dynamics may pave the way to move beyond the “one target–one drug–one disease” paradigm of current CNS drug discovery toward a more pathway-oriented therapeutic intervention, which is hoped to be more compatible with the complex pathology of CNS disorders, such as neurodegenerative disease, where several pathophysiological pathways play a role [122]. A well-tuned interference with these pathways in a temporal fashion may be a promising, if demanding, approach for the treatment of chronic neurodegenerative disease.

When assessing the brain penetration and CNS distribution of compounds in drug discovery it has also to be kept in mind that the data generated typically originate from healthy brains (e.g., of inbred animals) which may not reflect the function of the BBB and, indeed, the NeuroPK under the condition of diseased brain tissue in a diverse human patient population. Indeed, there is strong evidence that the BBB function changes in response to age, diet, lifestyle and stress, diseases (central and peripheral diseases), and drug treatment [22, 123–125]. Furthermore, our understanding of the role of brain metabolism [110, 126] in CNS drug disposition and the fluid and drug flow through the complex network of the brain’s interstitial space is still insufficient [20, 21]. The very recent discovery of the glymphatic system of the brain may shed more light onto the movement of solutes and drugs within the brain interstitial space and their clearance from the CNS [127].

At present, NeuroPK generally looks at the brain as a whole rather than appreciating its heterogeneity and regional differences, which may well impact the exposure in a specific brain area of interest [111, 120, 121]. While our knowledge of the transport processes at the level of the BBB is growing rapidly [107, 110, 128], much needs to be learned about transport processes at the aging BBB and the BBB under disease conditions, as any such changes would have an impact on Kp,uu.

Although confidence may be high for the prediction of relevant drug concentrations in the brain ISF, that is, for extracellular drug targets, a high level of uncertainty remains with regard to the exposure of intracellular targets, since brain intracellular concentrations—in particular in the target brain cells—are likely to be driven by processes to which we currently have no or only insufficient access. The generation of relevant data for intracellular concentrations of target brain cells will be an important area of future research, including the expression, regulation, and function of transporter proteins in the target brain cell population.

The characterization of primary NeuroPK parameters, as described in this chapter, allows the understanding and prediction of the processes which govern the CNS penetration and distribution. The described NeuroPK concept forms a sound basis for the delivery of several key tasks of both drug discovery and development DMPK: guidance of the optimization of the CNS properties of drug discovery compounds and translation of the PK/PD from animals to humans, in order to aid the design of efficacious dose regimen. The power of the approach lies in its target exposure–driven paradigm, which is able to remove much of the uncertainty from which numerous previous CNS drug discovery and development programs have suffered across the pharmaceutical industry.
The presented NeuroPK concept also allows more stringent examination of the mechanism(s) of action of novel targets and the type of target exposure needed to modulate the target, in order to have the desired impact on the course of the disease. The concept may also be able to support projections aiming at the interference with whole cellular pathways, rather than discrete drug targets, to validate biomarkers of response, and to improve the design of clinical trials in humans and patients, thereby connecting CNS drug discovery programs with model-based drug development [129].
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FREE DRUG HYPOTHESIS FOR CNS DRUG CANDIDATES
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INTRODUCTION

For most organs, no barriers exist between blood and the organ to restrict the diffusion of small molecular-weight drugs between the blood and interstitial space of the organ, resulting in identical unbound or free drug concentrations in the blood and the organ at steady state or equilibrium. The brain and a few other organs are exceptions to this rule. The brain is separated from the systemic circulation by two barriers: the blood–brain barrier (BBB) and the blood–cerebrospinal fluid barrier (BCSFB). The BBB is composed of cerebral endothelial cells of the blood capillaries that differ from those in the rest of the body by the presence of extensive tight junctions, absence of fenestrations, and sparse pinocytotic vesicular transport. The BCSFB is formed by a continuous layer of epithelial cells that line the choroid plexus in the ventricles. The BBB and BCSFB exhibit very low paracellular permeability and express multiple drug transporters, such as efflux drug transporters P-glycoprotein (P-gp) and breast cancer resistance protein (BCRP). These characteristics restrict the diffusion of hydrophilic compounds and regulate the diffusion of lipophilic efflux transport substrates between the blood and the brain [1]. The drug in the brain can be divided into intravascular space (within the blood capillaries), interstitial space, and intracellular space. For most central nervous system (CNS) compounds, it is generally assumed that the interstitial unbound drug concentration is the same as the intracellular unbound concentration. The unbound concentration in the interstitial space is defined
as the unbound brain concentration. At steady state, the unbound concentration in the brain is not necessarily equal to the unbound concentration in the blood. If a compound is a substrate of an efflux transporter, such as P-gp or BCRP, then the unbound brain concentration can be lower than the unbound blood concentration. In this chapter we will discuss the free drug hypothesis with specific emphasis on those drugs or compounds that are targeted for the CNS. We will summarize recent literature data that support the free drug hypothesis for CNS drugs and the authors’ opinions on how to design CNS drugs to maximize their CNS activities.

Modern pharmacology is based upon the principle, referred to as the free drug hypothesis, that drug effects are determined by the interactions of unbound drug molecules at the site of action and drug receptors [2]. Drug receptors can be broadly defined as macromolecules, either on the surface of cells, such as G-protein coupled receptors (GPCRs), kinase receptors, ion channels, and transporters, or inside cells, such as enzymes, proteins on calcium storage organelles, and nuclear receptors. This principle also serves as the foundation for pharmacokinetics, where it is assumed that only unbound drug molecules can diffuse across a lipid membrane, such as a cell plasma membrane, following their concentration gradient. At equilibrium the concentrations of the unbound and unionized drug are the same on both sides of the biological membrane in the absence of active drug transporters on the lipid membrane. In the presence of active drug transporters, the drug concentrations at equilibrium are governed by the passive permeability of the drug and the characteristics of the interaction between the drug and the active drug transporters such as affinity, maximal transport capacity, and transport direction. In a recent review, Smith et al. [3] examined the in vitro activities including equilibrium binding constant $K_b$, equilibrium inhibition constant $K_i$, half-maximal inhibitory concentration $IC_{50}$, or minimum inhibitory concentration (MIC) and their in vivo observed average efficacious unbound plasma drug concentration for 16 drugs in humans (Table 3.1). They found that the in vivo efficacious unbound plasma concentration is generally within one- to threefold of their in vitro activities. This data set strongly supports the fact that it is the unbound drug concentration and not the total drug concentration that determines in vivo activity.

Due to difficulties in accurately measuring unbound brain concentration, there were limited reports in the literature comparing the relationship between unbound versus total brain concentration and in vivo activity. Typically, the concentration for the drug receptors in the brain is generally very low and a majority of drug molecules in the brain bind to lipids and/or partition into organelles, such as lysosomes, and only a very small fraction of molecules exist in unbound form. The traditional approach for determining unbound brain concentration is brain microdialysis. Brain microdialysis is a direct approach to determine unbound brain concentration using a semipermeable dialysis probe and represents the gold standard for determination of unbound brain concentration. A detailed discussion of this method can be found in Chapter 18 in this book. However, the requirement for extensive resources, low throughput, and the challenges of nonspecific binding to the apparatus limit the use of this methodology in the drug discovery setting and do not render rapid throughput to examine a large set of compounds to test the free drug hypothesis for CNS targets.
<table>
<thead>
<tr>
<th>Drug target</th>
<th>Compound</th>
<th>In vitro measure</th>
<th>In vitro concentration (nM)</th>
<th>Average free drug concentration (nM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ca²⁺ channel</td>
<td>Nifedipine</td>
<td>IC₅₀</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>Ca²⁺ channel</td>
<td>Amlodipine</td>
<td>IC₅₀</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>5-HT transporter</td>
<td>Sertraline</td>
<td>Kᵢ</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>K⁺ channel</td>
<td>Dofetilide</td>
<td>EC₁₅</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>M3 muscarinic receptor</td>
<td>Darifenacin</td>
<td>Kᵦ</td>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td>M3 muscarinic receptor</td>
<td>Zamifenacin</td>
<td>Kᵦ</td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>M3 muscarinic receptor</td>
<td>UK-112,166</td>
<td>A₂</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>β-adrenergic receptor</td>
<td>Propranolol</td>
<td>Kᵢ</td>
<td>4.5</td>
<td>3</td>
</tr>
<tr>
<td>β-adrenergic receptor</td>
<td>Alprenolol</td>
<td>Kᵢ</td>
<td>8</td>
<td>18</td>
</tr>
<tr>
<td>α₁ₐ-adrenergic receptor</td>
<td>Tamsulosin</td>
<td>Kᵢ</td>
<td>0.04</td>
<td>0.03–0.16</td>
</tr>
<tr>
<td>α₁ₐ-adrenergic receptor</td>
<td>Terazosin</td>
<td>Kᵢ</td>
<td>1</td>
<td>1–9</td>
</tr>
<tr>
<td>A₂ₐ adenosine receptor</td>
<td>2-chloroadenosine</td>
<td>Kᵢ</td>
<td>80</td>
<td>202–225</td>
</tr>
<tr>
<td>PDE5 inhibitor</td>
<td>Sildenafil</td>
<td>Kᵢ</td>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td>Thromboxin receptor antagonist</td>
<td>UK-147,535</td>
<td>A₂</td>
<td>0.1</td>
<td>0.5</td>
</tr>
<tr>
<td>CYP51</td>
<td>Fluconazole</td>
<td>MIC</td>
<td>2600</td>
<td>Exceeds MIC for 8h; Cₘₐₓ over this period is 4000</td>
</tr>
<tr>
<td>CYP51</td>
<td>Ketoconazole</td>
<td>MIC</td>
<td>20</td>
<td>Exceeds MIC for 8h; Cₘₐₓ over this period is 200</td>
</tr>
</tbody>
</table>

*Reproduced from Smith et al. [3]. Used with permission from Nature Publishing Group.

5-HT, 5-hydroxytryptamine (serotonin); A₂ₐ, a value obtained from a Schild plot analysis, which calculates antagonist potency in a functional assay; Cₘₐₓ, the average free drug concentration; IC₅₀, half-maximal inhibitory concentration; Kᵦ, the equilibrium binding constant, a measure of drug potency (affinity) in a receptor binding assay; Kᵢ, equilibrium inhibition constant, a measure of the potency of enzyme inhibition; Mic, minimum inhibitory concentration; PDE5, phosphodiesterase 5.
Particularly, poor recovery for lipophilic compounds has severely limited its wide usage in drug discovery because currently many compounds designed for CNS targets are lipophilic and exhibit high protein binding. Alternatively, unbound plasma concentration and CSF drug concentrations have been used as surrogates for the unbound brain concentrations. This surrogate approach is valid only when a drug is not a substrate for the drug transporters at the BBB [4, 5]. Often times it is difficult to rule out confidently whether a novel compound is a substrate of drug transporters at the BBB.

In the last few years, these difficulties have been overcome, at least partially, by the advancement and application of several surrogate in vitro methods, such as the brain homogenate and brain slice methods for the estimation of unbound fraction or unbound concentration in the brain tissue [6–20]. The advancement of these methods has enabled several studies in the last few years to extensively examine the free drug hypothesis for a large number of CNS compounds/drugs. We will first briefly review these methods and then discuss their applications to several in vivo studies.

**USE OF BRAIN HOMOGENATE AND BRAIN SLICE METHODS TO DETERMINE UNBOUND BRAIN CONCENTRATION**

For the brain homogenate method, one part of blank brain tissue is typically mixed with two parts of buffer and then the brain homogenate is prepared using a tissue homogenizer. The unbound fraction of a drug in the brain homogenate is determined using a conventional equilibrium dialysis apparatus, where the brain homogenate is placed on one side of a semipermeable membrane and a buffer on the other side, identical to the equilibrium dialysis method of the plasma protein binding assay [11, 13]. Then the unbound fraction determined in the brain homogenate is extrapolated to calculate the unbound fraction in the intact brain tissue using Equation 3.1, which incorporates a correction factor for the dilution effects of the brain homogenate method:

\[
f_{u,\text{brain}} = \frac{1}{1 + \left( \frac{1}{f_{u,\text{homogenate}}} - 1 \right) \times D}
\]  

(3.1)

where \(f_{u,\text{brain}}\) represents the unbound fraction in brain tissue and \(f_{u,\text{homogenate}}\) the unbound fraction in brain homogenate. \(D\) is the dilution factor for the brain homogenate. For example, if the brain homogenate is prepared by mixing one part of brain with two parts of buffer, then the dilution factor is 3. Once the unbound brain fraction is estimated, the unbound brain concentration \(C_{u,\text{brain}}\) can be calculated from the product of the unbound brain fraction and the observed in vivo total brain concentration.

A good correlation was observed for model compounds between the in vitro brain homogenate method and in vivo brain microdialysis [9]. In this work, the accuracy of using the brain homogenate method to estimate \(C_{u,\text{brain}}\) and the brain
interstitial fluid concentration determined by brain microdialysis ($C_m$) were examined. Nine compounds—carbamazepine, citalopram, ganciclovir, metoclopramide, $N$-desmethylclozapine, quinidine, risperidone, 9-hydroxyrisperidone, and thiopental—were selected and each was administered as an intravenous bolus followed by a constant intravenous infusion for 6h in rats. For 8 of the 9 compounds, the $C_{u,brain}$ values were within threefold of their $C_m$ values; the $C_{u,brain}$ of thiopental was within fourfold of its $C_m$ (Fig. 3.1). Similar results were also reported by Friden et al. [15]. These authors used unbound volume of distribution in the brain, $V_{u,brain}$, which is equivalent to the reciprocal of the unbound fraction in the brain tissue in their study. They determined $V_{u,brain}$ using the brain homogenate method for 15 compounds—alovudine, R-apomorphine, S-apomorphine, R-cetirizine, S-cetirizine, codeine, CP-122721, diazepam, gabapentin, morphine, morphine-3-glucuronide, morphine-6-glucuronide, norfloxacin, oxycodone, and thiopental—and observed that $V_{u,brain}$ estimated using brain homogenate, was within threefold of the observed $V_{u,brain}$ from brain microdialysis for 10 of the 15 compounds and within fivefold for the other five compounds (Fig. 3.2a). These results suggest that the brain homogenate method is a practical approach for estimating the unbound fraction in the brain tissue.

The limitations of the brain homogenate method include the loss of cellular structure during the preparation of brain homogenate and release of the proteins normally restricted to the intracellular space. To address these concerns, the brain slice method was adapted to determine the unbound drug fraction in brain tissue [10, 15]. Brain
Figure 3.2  Relationship between \( V_{u,\text{brain}} \) values and (a) \( V_{u,\text{brain}} \) homogenate values and (b) \( V_{u,\text{brain}} \) slice values. The solid line represents perfect agreement. The dashed lines represent a threefold over- or underestimation compared with \( V_{u,\text{brain}} \) values. A, alovudine; R-A, R-apomorphine; S-A, S-apomorphine; R-C, R-cetirizine, S-C, S-cetirizine; C, codeine; CP, 1.41CP-122721; D, diazepam; G, gabapentin; M, morphine; M3G, morphine-3-glucuronide; M6G, morphine-6-glucuronide; N, norfloxacin; O, oxycodone; T, thiopental. Reproduced from Friden et al. [15]. © 2007 American Society of Pharmacology and Experimental Therapeutics (ASPET). With kind permission of ASPET.
slices have been used to study neural physiology for almost half a century [21]. Cellular structure is maintained in brain slices but the BBB is not functional, since a compound can directly penetrate into the brain slices from the incubation medium [22]. Use of brain slices to estimate the unbound fraction of drug in brain tissue has been reported in the literature [23]. In that study, 1000 μm brain slices were incubated for 1h and the buffer-to-slice drug ratio was assumed to be equal to its unbound fraction in the brain tissue ($f_{u,brain}$). Brain slices have also been used to study the partition coefficient between the slice and the incubation buffer [24, 25]. Based on the same concept, Kakee et al. [26] used brain slices to estimate the apparent distribution volume in the brain.

Our laboratory demonstrated that the brain slice technique could be adapted to determine the unbound brain fraction in a drug discovery setting [10]. Eight compounds—caffeine, CP-141938, fluoxetine, N[3-(4'-fluorophenyl)-3-(4'-phenylphenoxy)-propyl] sarcosine (NFPS), propranolol, quinidine, theobromine, and theophylline—were selected to evaluate the utility of the brain slice method in this aspect. The selection of these model compounds was based on their physicochemical properties, BBB permeability, in vivo $K_p$ values, and P-gp transporter activity. Two brain slice methods, indirect and direct, have been assessed and developed. In the indirect method, mouse or rat brain slices were incubated in plasma containing a testing compound and the slice-to-plasma concentration ratio ($C_{slice}/C_{plasma}$) was determined. In the direct method, the brain slices were incubated with a buffer containing a testing compound and the buffer-to-slice concentration ratio, that is, unbound fraction in brain tissue ($f_{u,slice}$), was determined. The $f_{u,slice}$ is equivalent to the unbound fraction in brain tissue, $f_{u,brain}$, discussed earlier.

Figure 3.3a exhibits the relationship between rat in vivo brain-to-plasma ratios ($K_p$ values) and $C_{slice}/C_{plasma}$ ratios for the eight model compounds, based on data derived from the direct method. The $C_{slice}/C_{plasma}$ values for six non-P-gp substrates (caffeine, fluoxetine, NFPS, propranolol, theobromine, and theophylline) were within threefold of the observed in vivo $K_p$. The $C_{slice}/C_{plasma}$ values of two P-gp substrates (CP-141938 and quinidine) were nine- and fivefold greater than their in vivo $K_p$, respectively.

Figure 3.3b shows the relationship between rat $K_p$ and $f_{u,plasma}/f_{u,slice}$ values of the same eight model compounds based on data derived from the indirect method. The $f_{u,plasma}/f_{u,slice}$ values for five of the six non-P-gp substrates were within threefold of the observed $K_p$. Only NFPS showed a fourfold difference between its $f_{u,plasma}/f_{u,slice}$ and $K_p$. The $f_{u,plasma}/f_{u,slice}$ for two P-gp substrates, CP-141938 and quinidine, were 16- and 12-fold, respectively, greater than the $K_p$. Therefore, both the direct and indirect brain slice methods were able to predict in vivo $K_p$ for non-P-gp substrates and overpredicted in vivo $K_p$ for P-gp substrates. This overprediction for the P-gp substrates is expected because the brain slice method measures the brain-to-plasma ratio due to brain tissue binding and plasma protein binding without drug transport functions at the BBB as in the in vivo situation.

In order to compare the brain slice and brain homogenate methods in the estimation of unbound fraction in brain, the relationship between $K_p$ and unbound fraction in plasma divided by the unbound fraction determined from brain
homogenate ($f_{u,\text{plasma}}/f_{u,\text{homogenate}}$) for the eight model compounds was examined (Fig. 3.3c). The $f_{u,\text{plasma}}/f_{u,\text{homogenate}}$ for four of the six non-P-gp substrates (caffeine, fluoxetine, theobromine, and theophylline) were within threefold of in vivo $K_p$. However, for the two non-P-gp substrates, NFPS and propranolol, $f_{u,\text{plasma}}/f_{u,\text{homogenate}}$ overpredicted 27-fold and underpredicted fourfold the in vivo $K_p$, respectively. For the two P-gp substrates, CP-141938 and quinidine, $f_{u,\text{plasma}}/f_{u,\text{homogenate}}$ overpredicted their $K_p$ by eightfold and ninefold, respectively. These results indicate that the brain slice method is comparable to or better than the brain homogenate method in predicting $K_p$.

Friden et al. [15] confirmed this observation in their work in which they compared the brain homogenate and brain slice methods in the prediction of unbound volume of distribution in the brain (Fig. 3.2a). The slice method was within threefold of the in vivo results for all but one compound. Although successful in 10 of 15 cases, the brain homogenate method failed to estimate the $V_{u,\text{brain}}$ of drugs that reside predominantly in the interstitial space or compounds that are accumulated intracellularly [26].
Compared to the brain slice method, the brain homogenate method is easier to set up in any laboratories that are capable of the determination of plasma protein binding; thus, it has been widely used by many laboratories to estimate the unbound brain fraction [6–15]. In the situation where the protein binding is too high to be accurately measured or drug transport across the cell plasma membrane of neurons is anticipated, the brain slice method needs to be used to determine the unbound brain fraction and possibly to estimate intracellular unbound drug concentration [15].

Once we know the unbound fraction in brain tissue, the unbound brain concentration can be calculated from the total brain concentration, which is measured from in vivo studies, using Equation 3.2:

\[
C_{u,\text{brain}} = f_{u,\text{brain}} \cdot C_{\text{brain}}
\]  

(3.2)

where \(C_{u,\text{brain}}, C_{\text{brain}}, \) and \(f_{u,\text{brain}}\) represent, respectively, the unbound brain concentration, total brain concentration, and unbound fraction in the brain tissue. This approach is used to estimate the unbound brain concentration in the following pharmacokinetic/pharmacodynamic (PKPD) studies.

**IN VIVO PHARMACOKINETIC/PHARMACODYNAMIC OBSERVATIONS TO SUPPORT FREE DRUG HYPOTHESIS FOR CNS DRUGS**

Several PKPD studies have been published in the last few years to specifically examine the free drug hypothesis for CNS drugs. Liu et al. [27] examined the relationship between ex vivo receptor occupancy and total and unbound plasma and brain concentrations for 18 serotonin (SERT) and dopamine (DAT) dual reuptake transporter inhibitors (Fig. 3.4). Receptor occupancy was used as a biomarker for the CNS effects for these inhibitors. As each compound has a different affinity toward the targets, the concentrations were normalized by the corresponding affinity (\(K_I\)). According to the free drug hypothesis, in which the unbound brain concentration represents the drug concentration interacting with the CNS targets, one can predict that the unbound brain concentration that results in 50% occupancy for the receptor (\(OC_{50}\)) should be similar to the in vitro \(K_I\) (i.e., concentration/\(K_I\) ratio equals unity) if the impact of the endogenous ligands on the occupancy of the drug is negligible. In contrast, total brain \(OC_{50}\) will be greater than \(K_I\), because most of the drug molecules are nonspecifically bound to the cellular components, such as phospholipids, and are not available to interact with the drug target. The experimental observations are consistent with these predictions. The average observed \(OC_{50}\) was 44- to 53-fold greater than their \(K_I\), expressed as total plasma concentration, and was 408- and 410-fold greater than their \(K_I\), expressed as total brain concentration (Fig. 3.4, Table 3.2). In contrast, the average observed \(IC_{50}\) was within 4.6-fold of their \(K_I\), expressed as unbound plasma concentration, and 3.3- to 4.1-fold of the unbound brain concentration (Fig. 3.4, Table 3.2). This view is further supported by the correlation between plasma and brain \(OC_{50}\) and in vitro affinity \(K_I\) (Fig. 3.5). Clearly the correlation is better with the unbound concentration in the plasma or in the brain.
IN VIVO PHARMACOKINETIC/PHARMACODYNAMIC OBSERVATIONS

Figure 3.4  Relationship between in vivo observed (a–d) SERT and (e–h) DAT receptor occupancy and the ratio of concentration/$K_1$ of 18 compounds after intraperitoneal administration in rats. The occupancy, and plasma and brain concentration were determined from the in vivo study with 3–6 dose levels for each compound. Unbound plasma and brain concentrations were calculated from the total concentration and corresponding unbound fractions. $K_i$ for each compound was determined from in vitro expressed human SERT or DAT cell membranes. The solid black lines represent the theoretical simulation using Equation 3.5 assuming in vivo IC$_{50}$ = $K_i$. Each type of symbol represents one compound and each symbol represents observed datum from one rat for the compound. Other lines represent the best fit of Hill’s equation to the observed data for each compound. Reproduced from Liu et al. [27]. © 2009 American Society of Pharmacology and Experimental Therapeutics (ASPET). With kind permission of ASPET.
<table>
<thead>
<tr>
<th>Compound</th>
<th>Plasma SERT OC$_{50}$</th>
<th>Unbound plasma SERT OC$_{50}$</th>
<th>Brain SERT OC$_{50}$</th>
<th>Unbound brain SERT OC$_{50}$</th>
<th>Plasma DAT OC$_{50}$</th>
<th>Unbound plasma DAT OC$_{50}$</th>
<th>Brain DAT OC$_{50}$</th>
<th>Unbound brain DAT OC$_{50}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>NS2359</td>
<td>45</td>
<td>9.0</td>
<td>689</td>
<td>6.0</td>
<td>86</td>
<td>17</td>
<td>1328</td>
<td>12</td>
</tr>
<tr>
<td>Cocaine</td>
<td>(4.1)</td>
<td>(9.9)</td>
<td>1.6</td>
<td>(5.1)</td>
<td>1.0</td>
<td>(2.5)</td>
<td>7.0</td>
<td>(1.2)</td>
</tr>
<tr>
<td>Bupropion</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>2.0</td>
<td>(3.9)</td>
<td>19</td>
<td>3.0</td>
</tr>
<tr>
<td>Duloxetine</td>
<td>3.5</td>
<td>(7.2)</td>
<td>612</td>
<td>2.8</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Citalopram</td>
<td>2.4</td>
<td>(1.5)</td>
<td>41</td>
<td>2.5</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Compound 1</td>
<td>80</td>
<td>3.8</td>
<td>833</td>
<td>1.3</td>
<td>66</td>
<td>3.2</td>
<td>625</td>
<td>1.0</td>
</tr>
<tr>
<td>Compound 2</td>
<td>44</td>
<td>1.0</td>
<td>464</td>
<td>(3.8)</td>
<td>29</td>
<td>(1.5)</td>
<td>303</td>
<td>(5.9)</td>
</tr>
<tr>
<td>Compound 3</td>
<td>69</td>
<td>1.2</td>
<td>1166</td>
<td>(1.3)</td>
<td>82</td>
<td>1.5</td>
<td>797</td>
<td>(1.9)</td>
</tr>
<tr>
<td>Compound 4</td>
<td>26</td>
<td>(3.8)</td>
<td>238</td>
<td>(6.9)</td>
<td>45</td>
<td>(2.2)</td>
<td>518</td>
<td>(3.2)</td>
</tr>
<tr>
<td>Compound 5</td>
<td>1.8</td>
<td>(23)</td>
<td>739</td>
<td>1.2</td>
<td>3.0</td>
<td>(17)</td>
<td>712</td>
<td>1.1</td>
</tr>
<tr>
<td>Compound 6</td>
<td>84</td>
<td>1.4</td>
<td>823</td>
<td>1.0</td>
<td>34</td>
<td>(1.8)</td>
<td>417</td>
<td>(2.0)</td>
</tr>
<tr>
<td>Compound 7</td>
<td>148</td>
<td>3.6</td>
<td>487</td>
<td>3.7</td>
<td>86</td>
<td>2.1</td>
<td>275</td>
<td>2.1</td>
</tr>
<tr>
<td>Compound 8</td>
<td>16</td>
<td>(4.5)</td>
<td>139</td>
<td>1.3</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Compound 9</td>
<td>3.8</td>
<td>(1.1)</td>
<td>96</td>
<td>5.9</td>
<td>18</td>
<td>4.1</td>
<td>224</td>
<td>14</td>
</tr>
<tr>
<td>Compound 10</td>
<td>8.8</td>
<td>1.1</td>
<td>13</td>
<td>(1.1)</td>
<td>39</td>
<td>4.7</td>
<td>50</td>
<td>3.5</td>
</tr>
<tr>
<td>Compound 11</td>
<td>213</td>
<td>2.8</td>
<td>583</td>
<td>5.8</td>
<td>308</td>
<td>4.0</td>
<td>867</td>
<td>8.7</td>
</tr>
<tr>
<td>Compound 12</td>
<td>2.2</td>
<td>(1.4)</td>
<td>12</td>
<td>1.7</td>
<td>2.0</td>
<td>(1.6)</td>
<td>8</td>
<td>1.1</td>
</tr>
<tr>
<td>Compound 13</td>
<td>1.2</td>
<td>(1.3)</td>
<td>2</td>
<td>(4.4)</td>
<td>3.0</td>
<td>1.7</td>
<td>3</td>
<td>1.7</td>
</tr>
<tr>
<td><strong>Mean</strong></td>
<td>44</td>
<td>4.6</td>
<td>408</td>
<td>3.3</td>
<td>53</td>
<td>4.6</td>
<td>410</td>
<td>4.1</td>
</tr>
<tr>
<td><strong>SD</strong></td>
<td>60</td>
<td>5.5</td>
<td>368</td>
<td>2.1</td>
<td>77</td>
<td>5.1</td>
<td>395</td>
<td>4.0</td>
</tr>
</tbody>
</table>

*Reproduced from Liu et al. [27]. © 2009 American Society of Pharmacology and Experimental Therapeutics (ASPET). With kind permission of ASPET. Numbers in parentheses represent fold of OC$_{50}$ less than $K_i$. N/A, data were not available.
and the correlation was further improved for unbound brain $OC_{50}$ compared to unbound plasma $OC_{50}$.

In the study discussed earlier, the unbound brain and unbound plasma $OC_{50}$ values were similar. This was because most compounds in that study are not P-gp substrates. For P-gp substrates, the unbound plasma concentration is expected to be higher than the unbound brain concentration [28]. For example, Kalvass et al. [29] examined the

FIGURE 3.5  Relationship between \textit{in vivo} $OC_{50}$ and human \textit{in vitro} $K_i$ for (a–d) SERT and (e–h) DAT after intraperitoneal administration in rats. The $OC_{50}$ was calculated from the data in Figure 3.4. The solid and broken lines represent unity and threefold boundaries, respectively. Reproduced from Liu et al. [27]. © 2009 American Society of Pharmacology and Experimental Therapeutics (ASPET). With kind permission of ASPET.
The correlation between in vivo EC\textsubscript{50} for antinociceptive activity in the mouse and in vitro binding affinity (\(K_i\)) for seven \(\mu\)-opioid agonists (alfentanil, fentanyl, loperamide, methadone, meperidine, morphine, and sufentanil). These compounds were selected as model CNS drugs because they elicit a readily measurable central effect (antinociception) and their clinical PKPD is well understood. The correlation between the mouse total and unbound serum and brain EC\textsubscript{50} and \(K_i\) values is shown in Figure 3.6. The total serum and total brain EC\textsubscript{50} values were weakly related to in vitro \(K_i\) (Fig. 3.6a and Fig. 3.6b, \(r^2 < 0.5\)). A modest improvement was observed with unbound serum EC\textsubscript{50,u} (Fig. 3.6c, \(r^2 = 0.583\)). However, the strongest correlation was observed between unbound brain EC\textsubscript{50,u} and \(K_i\) (Fig. 3.6d, \(r^2 = 0.799\)). Therefore, the unbound plasma or unbound brain EC\textsubscript{50} was better correlated with the pharmacological antinociceptive activity than total plasma or total brain EC\textsubscript{50}. Moreover, unbound brain EC\textsubscript{50} was better correlated with the activity than the unbound plasma EC\textsubscript{50}. This was due to the fact that some of the compounds in this study are P-gp substrates. For example, loperamide is a known P-gp substrate, which, at equilibrium, has a much higher unbound plasma concentration than unbound brain concentration. Consequently, its unbound plasma EC\textsubscript{50} was more than 50-fold of their \(K_i\) while its unbound brain EC\textsubscript{50} was similar to its \(K_i\).

**FIGURE 3.6** Correlation analysis for various in vivo measures relative to in vitro potency. The dashed line represents the line from log–log orthogonal regression analysis. Reproduced from Kalvass et al. [29]. © 2007 American Society of Pharmacology and Experimental Therapeutics (ASPET). With kind permission of ASPET.
Watson et al. [17] reported similar correlations between receptor occupancy of dopamine D₂ receptor and *in vitro* binding affinity ($K_I$) for six marketed antipsychotic drugs. The main objective of the study was to investigate whether unbound brain concentration ($C_{u,\text{brain}}$) is a better predictor of dopamine D₂ receptor occupancy than total brain concentration ($C_{\text{brain}}$) or unbound blood concentration ($C_{u,\text{blood}}$). The ex vivo D₂ receptor occupancy and concentration–time profiles in blood and brain of six marketed antipsychotic drugs were determined after oral administration in rats at a range of dose levels. The relationships between the receptor occupancy and $K_I$ normalized the total brain concentration, unbound brain concentration, and unbound blood concentrations are shown in Figure 3.7. These results showed that $C_{u,\text{brain}}$ of the antipsychotic agents is a good predictor of D₂ receptor occupancy in rats. Furthermore, $C_{u,\text{brain}}$ seemed to provide a better prediction of D₂ receptor occupancy than $C_{u,\text{blood}}$ for those compounds whose mechanism of entry into brain tissue is likely influenced by factors other than simple passive diffusion.

These results demonstrate that CNS activity is better correlated with unbound brain concentration than unbound plasma concentration, especially for those compounds whose mechanism of entry into brain tissue is influenced by drug transporters at the BBB. These results also suggest that unbound brain concentrations estimated from the brain homogenate method represents a practical approach to determine the biophase concentrations for CNS drugs. From the discussion hitherto, it is clear that higher unbound brain concentration leads to greater CNS activity for CNS-targeted drugs. In the following section, we will discuss the strategies to achieve higher unbound brain concentration and will also clarify several misconceptions and practices that should be avoided in CNS drug design.

**STRATEGY TO INCREASE UNBOUND BRAIN CONCENTRATION IN CNS DRUG DESIGN**

In order to understand the strategies to increase unbound brain concentration, we need to first discuss the factors determining the unbound brain concentration so we may modulate these factors in CNS drug design to achieve high unbound brain concentration. A key parameter that determines the efficiency for brain drug delivery is the ratio of unbound brain concentration to unbound plasma concentration called $K_{p,uu}$ [30].

$$K_{p,uu} = \frac{C_{u,\text{brain}}}{C_{u,\text{blood}}}$$  \hspace{1cm} (3.3)

If $K_{p,uu}$ is 1 for a drug, the unbound brain concentration can reach 100% of the unbound plasma concentration at equilibrium, indicating that the BBB does not hinder the delivery of the drug from the blood into the brain. In contrast, if $K_{p,uu}$ is 0.1 for a drug, the unbound brain concentration can only rise up to 10% of the unbound plasma concentration at equilibrium, suggesting that the BBB severely impairs the
Figure 3.7 Relationship between receptor occupancy and (a) total brain concentration, (b) unbound brain concentration, and (c) unbound blood concentration. The concentration on the x-axis is normalized for the in vitro affinity for rat striatal D₂ receptors. Solid line represents 50% receptor occupancy. Reproduced from Watson et al. [17]. © 2009 American Society of Pharmacology and Experimental Therapeutics (ASPET). With kind permission of ASPET.
delivery of the drug into the brain. At equilibrium, the $K_{p,uu}$ can be described by the following equation [31, 32]:

$$K_{p,uu} = \frac{Cl_{diffusion} + Cl_{uptake}}{Cl_{diffusion} + Cl_{efflux} + Cl_{bulk} + Cl_{metabolism}}$$ (3.4)

$Cl_{diffusion}$ is the passive diffusion clearance, which equals the permeability-surface (PS) area product of the BBB. $Cl_{uptake}$ and $Cl_{efflux}$ represent uptake and efflux transport clearance across the BBB, respectively. $Cl_{bulk}$ and $Cl_{metabolism}$ represent bulk flow, which is the fluid in the brain tissue moving into the CSF and blood, and metabolic clearance in the brain tissue, respectively. From Equation 3.4, it is evident that high uptake clearance and low efflux clearance lead to high $K_{p,uu}$. It is desirable to design a compound as a substrate of brain uptake transporters to enhance $Cl_{uptake}$. For example, large neutral amino acid transporter 1 transports L-DOPA and gabapentin across the BBB [33, 34]. Although L-DOPA has been available for more than 30 years, the same success in increasing brain penetration of other drugs has rarely been replicated except for its close-in analogs. Effective in vitro approaches have yet to be developed to harness endogenous transporters at the BBB for CNS drug candidates during early drug screening.

Thus far, evidence has suggested that it would be more feasible to design compounds with high passive permeability but without significant efflux transport (low $Cl_{efflux}$) than to design compounds as uptake transporter substrates. In general, the most effective and practical approach to enhance brain delivery for most CNS drug discovery programs is to design a CNS compound with no efflux activity. In the cases where the structure motif of a CNS compound required to interact with its target is the same as the motif that happens to be recognized by an efflux drug transporter at the BBB, the strategy to increase $K_{p,uu}$ may include designing a compound with a high passive permeability to negate the impact of the efflux transporter. One possible caveat of this approach is increased lipophilicity and, thus, increased metabolic instability. Sometimes the efflux issue for a compound becomes insurmountable and the scaffold may have to be abandoned and a new scaffold identified to avoid the efflux liability. Key considerations in a CNS drug discovery program are to understand the impact of the efflux on the overall profile, such as dose and safety margin, for a series of compounds and to assess if the efflux liability can be dialed out by structure modification without loss of the pharmacological activity. If the projected human effective dose is clinically feasible and the safety margin is acceptable for the intended therapeutic indications, then being an efflux substrate per se is not a “show stopper” for advancing to clinical development. Good examples in this category include risperidone and 9-hydroxyl risperidone. Both compounds are P-gp substrates, but both have been successfully developed for clinical use for the treatment of schizophrenia [35, 36].

$Cl_{bulk}$ can play an important role in decreasing $K_{p,uu}$. It has been estimated that bulk flow clearance spans the range of 0.2–0.3 µl/min/g [37]. Take the example of mannitol, a compound of low permeability with a PS value of less than 1 µl/min/g. Bulk flow becomes significant compared to its permeability, resulting in a low $K_{p,uu}$ (0.01). For a compound with moderate to high permeability, $Cl_{bulk}$ is insignificant. This is
illustrated by caffeine, a compound of moderate to high permeability, with a PS value of 13 µl/min/g. In this case, bulk flow clearance is much lower than the permeability and has an insignificant effect on $K_{p,uu}$ (1.0) [38].

Additionally, brain metabolism, $\text{Cl}_{\text{metabolism}}$, could also play a significant role in reducing $K_{p,uu}$. Metabolizing enzymes such as monoamine oxidase (MAO), flavin-containing monooxygenase (FMO), cytochrome P450, and glucuronosyltransferases have been identified in brain endothelial cells and brain tissue [39–42]. Hence, the stability of a compound in brain tissue needs to be examined in early drug discovery.

Moreover, it is clear from Equation 3.3 that high unbound plasma concentration is conducive to high unbound brain concentration. For a typical orally administered drug, the key to increasing unbound plasma concentration is to design a compound with high absorption and low intrinsic metabolic clearance. Reduction of plasma protein binding will not necessarily increase the unbound plasma concentration. A more detailed discussion on the strategy to increase unbound plasma concentration can be found in recent reviews [3, 43]. The readers should be aware of and avoid several misconceptions regarding the approach to increase unbound brain concentration in CNS drug design, which are discussed in the following text.

**REDUCTION OF BRAIN TISSUE BINDING CANNOT INCREASE UNBOUND BRAIN CONCENTRATION**

One may postulate, based on Equation 3.2, that an increase of unbound fraction in the brain can lead to an increase of unbound brain concentration. This may have led some investigators to wonder whether reducing brain tissue binding can be used as a CNS drug design strategy to increase unbound brain concentration. This reasoning is correct only in vitro where the total brain concentration is determined by the total amount of drug that is introduced into the in vitro system and the volume in which the drug distributes. However, this reasoning is not correct in vivo where the unbound brain concentration is determined only by the product of the unbound plasma concentration and $K_{p,uu}$ as indicated by Equation 3.3 and is not determined by either the unbound fraction or total brain concentration. In vivo, Equation 3.2 needs to be rearranged as Equation 3.5 to represent the causal relationship among the total brain concentration, unbound brain concentration, and unbound brain fraction, where the total brain concentration is the dependent variable and the unbound brain concentration and unbound brain fraction are the independent variables:

$$C_{\text{brain}} = \frac{C_{u,\text{brain}}}{f_{u,\text{brain}}}$$

(3.5)

Therefore, in vivo, reduction of brain tissue binding (i.e., increase of $f_{u,\text{brain}}$) will not lead to the increase of the unbound brain concentration. Instead, it will lead to a reduced total brain concentration. Therefore, brain binding should not be considered a critical parameter in CNS drug design. Many successful CNS drugs have very high brain tissue binding. Maurer et al. [13] determined the unbound fractions in mouse
brain for the 32 most prescribed CNS drugs (Fig. 3.8). In this data set, the lowest unbound brain fraction is 0.00066 for sertraline and the highest unbound brain fraction is 0.76 for meprobamate. Both are very successful drugs in the clinic, while their unbound brain fractions differ by 1152-fold! Of the 32 compounds 15 had unbound brain fractions of less than 0.05. A similar observation was made from another study with a data set of 41 proprietary compounds and more than 50 marketed CNS drugs [6, 7]. These results demonstrate that high brain tissue binding per se is not a liability for a CNS drug.

$K_p$ IS A MISLEADING PARAMETER FOR THE ASSESSMENT OF BRAIN PENETRATION

$K_p$, the ratio of total brain concentration over total blood concentration, has been used extensively in drug design to optimize brain penetration, because it is directly derived from the experimentally measured total brain and total blood concentrations [44]. The limitations of using this parameter to characterize brain penetration have been discussed extensively in the literature [31, 32, 45–47]. A more appropriate parameter to describe the brain penetration is $K_{p,uu}$, the ratio of unbound brain concentration over unbound plasma concentration at steady state [30]. The relationship between $K_p$ and $K_{p,uu}$ can be described by Equation 3.6:

$$K_p = K_{p,uu} \frac{f_{u,\text{blood}}}{f_{u,\text{brain}}}$$

Equation 3.6 shows that a low $K_p$ can be due to low $K_{p,uu}$, low $f_{u,\text{blood}}$ (i.e., high plasma protein binding), or high $f_{u,\text{brain}}$ (i.e., low brain binding). This means that $K_p$ is
influenced by multiple factors and not always as a true reflection of brain penetration efficiency as $K_{p,uu}$. Doran et al. [48] reported a mouse data set of $K_p$ values for the 32 most prescribed CNS drugs. There is a 240-fold difference for $K_p$ among the 32 drugs but only a 34-fold difference for $K_{p,uu}$, indicating that protein binding in plasma and brain tissue can confound the interpretation of brain penetration when using $K_p$ as the parameter to evaluate the brain penetration for a CNS compound (Fig. 3.9) [31].
following example by Gupta et al. [49] better illustrates this point. They determined that $K_p$ for S- and R-cetirizine was 0.22 and 0.04, respectively. These $K_p$ values apparently suggest that S-cetirizine penetrates brain tissue much better than R-cetirizine. However, the $K_{p,uu}$ values were 0.17 and 0.14 for S- and R-cetirizine, respectively, indicating that there was no stereoselective brain penetration. Further investigation revealed that plasma protein binding for these enantiomers was different. The plasma unbound fractions for S- and R-cetirizine were 0.5 and 0.15, respectively. The stereoselective $K_p$ was caused by differential binding to plasma proteins rather than an efflux transporter at the BBB. Thus, it is very important to differentiate whether a low $K_p$ is due to efflux transporters at the BBB, high binding in the plasma, or low binding in the brain.

Liu et al. [27] observed that there was no correlation between the unbound plasma OC$_{50}/K_I$ and brain/plasma ratio ($K_p$) for SERT (closed circles) and DAT (open circles). The unbound plasma OC$_{50}$ was calculated from the data in Figure 3.4 and is presented in Table 3.2. The $K_p$ was the observed in vivo data at 90 min following IP dose. Reproduced from Liu et al. [27]. © 2009 American Society of Pharmacology and Experimental Therapeutics (ASPET). With kind permission of ASPET.

For CNS drugs, the interstitial unbound drug concentration determines the pharmacological activity for the extracellular targets and intracellular unbound drug concentration determines the pharmacological activity for the intracellular target. For
most CNS compounds, it can be assumed that the interstitial unbound drug concentrations are same as the intracellular unbound concentrations and these concentrations are generally defined as unbound brain concentration. The recent advancement in the brain homogenate and brain slice methods allows us to study the relationship between CNS responses, such as receptor occupancy, or CNS pharmacologic effects, such as analgesia, and unbound brain concentration for a large number of compounds. The results from these studies support the free drug hypothesis for CNS drugs, that is, it is the unbound brain concentration not the total brain concentration that determines the CNS effects.

Since unbound brain concentration drives CNS effects, the primary objective to optimize brain penetration for CNS drugs should be to achieve high unbound brain concentrations. To that end, the strategy may include the design of CNS drugs with high affinity and potency to the pharmacological targets, high unbound plasma concentration, and high efficiency for brain penetration. High efficiency for brain penetration, quantified as high unbound brain to unbound plasma concentration ratio ($K_{puu}$), can be achieved by designing a CNS compound with high permeability, high uptake transport activity, low efflux transport activity, and low brain metabolism.
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THE NEED FOR A BETTER UNDERSTANDING OF CNS DRUG DISPOSITION

Central nervous system (CNS) diseases are considered by the World Health Organization as one of the greatest threats facing our aging society [1]. By 2020, the United States will have more than 20% of its population older than 65 and the treatment of CNS diseases will cost trillions of dollars [2]. As an example, over the next three decades, the incidence of Alzheimer’s disease (AD) is predicted to increase by 100% in the United States and Europe, and by more than 300% in Latin America, China, and India [3]. The unresolved CNS diseases go beyond AD and also include Parkinson’s disease (PD), brain cancer, multiple sclerosis, epilepsy, schizophrenia, migraine, and stroke. Thus, the pharmaceutical industry is now under considerable pressure to deliver new effective CNS drugs.

The urgent need for better CNS medicines contrasts with the very limited number of novel therapies reaching the market. As an example, only five drugs are currently approved for the treatment of AD (tacrine, donepezil, rivastigmine, galantamine, and memantine), with no new agents approved since 2004, and with numerous programs discontinued because of disappointing efficacy in Phase 3 trials (e.g., bapineuzumab, AZD-103, AN1792, latrepirdine, semagacestat, solanezumab, tarenflurbil) [4]. It is considered that only 7% of the CNS programs entering clinical development will reach regulatory approval, compared with 15% for the average across all therapeutic
areas. In addition, the development of a CNS drug is a very lengthy process, taking on average 13 years compared to 6 years for cardiovascular drugs [3]. The high attrition rate of CNS drugs, their expensive development, and pricing pressure from generics has led several major companies to severely downsize their capabilities in neuroscience.

More than cutting back on research effort, the high demand for more effective CNS drugs requires a paradigm shift toward faster and more successful drug discovery and development approaches. To achieve this, it is important to identify the factors contributing to the high attrition rate of CNS drug candidates. (i) First, the notorious complexity of the human brain and our limited understanding of CNS diseases is a major hurdle in new drug development. (ii) Second, the progression of many new interesting CNS targets has been hampered by safety issues. (iii) Then clinical trials in CNS diseases are particularly difficult to design and to run as a result of slow recruitment rates, poor diagnostic techniques, and placebo effect. (iv) Another challenge is the inability of some drugs to cross the blood–brain barrier (BBB) and provide relevant concentration at the target site [5, 6]. The NMDA receptor glycine site antagonist Gavestinel has been developed by Glaxo Welcome as a neuroprotective agent for stroke. The drug progressed to clinical trials before being dropped for lack of efficacy in a randomized double-blind placebo-controlled study [7]. Retrospective analysis showed that Gavestinel did not cross the human BBB in pharmacologically relevant concentrations [8]. (v) Finally, the limited translatability of animal models for efficacy is a subject of considerable discussion [9]. Again, the Gavestinel case study is particularly illustrative. The compound was progressed because of encouraging neuroprotection activity in a rat model for stroke (rat permanent MCA occlusion). Concerns have been raised that the model might be associated with artifactual BBB breakdown, leading to a large overestimation of the brain penetration of Gavestinel [8].

Efforts must be directed toward building more knowledge on the mechanisms underlying CNS diseases and CNS drug disposition. Such knowledge will ultimately help develop better predictive tools to extrapolate animal data to diseased patients. This chapter focuses on two factors possibly contributing to the poor translatability of the animal models of CNS disorders, namely the species variability in CNS drug disposition and the effect of disease states.

THE KEY PARAMETERS DESCRIBING DRUG DELIVERY INTO THE BRAIN

The BBB is one of the most important and most studied blood–CNS interfaces. The BBB is composed of endothelial cells connected by tight junctions. These endothelial cells are surrounded by a basement membrane, pericytes, smooth muscles cells, and astrocyte end-feet, all these elements forming the neurovascular unit. It regulates brain homeostasis through multiple efflux and uptake transporters, metabolic enzymes, low pinocytic activity, and low paracellular permeability [10, 11]. The BBB prevents the entry of potentially harmful compounds into the brain but may also
reduce the permeability of therapeutic drugs, especially hydrophilic agents or substrates of efflux transporters [10]. Among the other blood–CNS interfaces, the blood–cerebrospinal fluid barrier (BCSFB) might also play a role in drug transport as its surface appears to be larger than originally thought [12]. Over the last two decades, tremendous efforts have been made to better understand BBB function. Two key parameters best describing CNS drug penetration have been identified [13, 14]: the extent of equilibration of the drug into the brain (reflected by the brain-to-plasma concentration ratio at steady state; “how much goes to the brain?”) and the time required to reach equilibrium (“how long does it take?”) [14].

The extent of equilibrium distribution between the brain and the plasma is described by the partition coefficient $K_p$ using AUC or steady-state concentrations $C_{ss}$ [15]:

$$K_p = \frac{C_{ss\text{brain}}}{C_{ss\text{plasma}}} = \frac{\text{AUC}_{\text{brain}}}{\text{AUC}_{\text{plasma}}}$$

$K_p$ refers to total concentrations and is approximated by the well-known LogBB (i.e., log total brain-to-plasma concentration ratio as single time-point measurement). Both $K_p$ and LogBB are potentially misleading since they do not distinguish the unbound and bound drug [16, 17]. One should instead consider the free drug concentration since free drug concentrations are more reliably linked to pharmacodynamic effects and directly indicate the presence of active transport (when the ratio differs from the unity) [18]. Free drug concentrations in brain interstitial fluid and in plasma can be incorporated into the given equation to obtain $K_{p,uu}$. According to the three-compartment model for CNS drug distribution [15], $K_{p,uu}$ depends on multiple mechanisms that include the passive diffusion permeability of the drug through the BBB (permeability surface area product, $PS$), any active uptake ($Cl_{\text{uptake}}$) or efflux ($Cl_{\text{efflux}}$) processes, the potential elimination of the drug from the brain by metabolic clearance ($Cl_{\text{metabolism}}$), and the clearance due to brain interstitial fluid bulk flow ($Cl_{\text{bulk}}$). At steady state, $K_{p,uu}$ can be described by the following equation [15]:

$$K_{p,\text{free}} = \frac{PS + Cl_{\text{uptake}}}{PS + Cl_{\text{efflux}} + Cl_{\text{bulk}} + Cl_{\text{metabolism}}}$$

$$K_{p,uu} = \frac{PS + Cl_{\text{uptake}}}{PS + Cl_{\text{efflux}} + Cl_{\text{bulk}} + Cl_{\text{metabolism}}}$$

The rate of drug delivery to the brain can be described by the unidirectional influx constant from the blood to the brain ($K_{in}$) and the permeability surface area product $PS$. These two parameters have the same dimension (ml/min/g brain) and are interconnected through the Renkin–Crone equation where CBF is the cerebral blood flow:

$$K_{in} = CBF \times \left(1 - e^{-\frac{PS}{CBF}}\right)$$

Drugs will have their rate of entry into the brain limited by either their permeability (permeability-limited; $PS < CBF$) or by the CBF (flow-limited; $PS > CBF$). The few
brain $PS$ values reported so far suggest that CNS drugs with low $PS$ are infrequent in number [15, 19]. In addition, permeability-limited drugs will just require more time to equilibrate in the brain [20], which is not an issue for CNS disorders requiring chronic drug treatment to achieve steady-state concentrations. In such a scenario, low brain permeability has even been described as a possible advantage since it would stabilize CNS concentrations during fluctuations in drug plasma levels [21]. Low $PS$ is an issue only for CNS drugs where rapid onset of action is a prerequisite (e.g., anesthesia, analgesia, status epilepsy, sleep disorders, and stroke). Under constant plasma concentrations (e.g., loading dose given intravenously followed by continuous infusion), the time to reach the brain equilibrium ($t_{1/2eq}$) is given by the following equation [20]. The assumptions inherent in this equation include passive diffusion without active transport, no influence of CSF bulk flow, and no metabolic clearance from the brain tissue. $V_{brain}$ is the volume of the brain (ml/kg), $f_{u,brain}$ is the fraction unbound in the brain tissue, and $PS$ is expressed as ml/h/kg:

$$t_{1/2eq} = \frac{V_{brain}}{PS \times f_{u,brain}} \ln 2$$

From this relationship, it becomes apparent that rapid equilibrium is achieved with drugs characterized by a high permeability and a high fraction unbound in the brain tissue.

Considerable advances have been made in the development of quantitative methods to measure drug exposure within the CNS [22–25], such as in situ brain perfusion, intracerebral microdialysis, CSF sampling, and tissue distribution (coupled with in vitro binding to brain homogenates). Given the invasive nature of these techniques, investigations in humans were for a long time restricted to CSF sampling. Positron emission tomography (PET) is now developing as a new noninvasive methodology applicable to animals and humans [26]. Finally, there is an increasing use of physiologically based pharmacokinetic (PBPK) modeling to integrate the pharmacokinetics data and extrapolate drug levels between species, brain regions, and dosing regimens.

**SPECIES DIFFERENCES IN DRUG DELIVERY INTO THE BRAIN**

Reports are emerging where drug delivery to the brain is different between species, as illustrated by AZD3839, a selective inhibitor of the β-secretase enzyme developed to treat Alzheimer’s disease. Free drug concentrations were measured in plasma, CSF, and brain samples of C57BL/6 mouse, Dunkin–Hartley guinea pig and cynomolgus monkey after a single dose [27]. The free drug concentration in the brain was consistently higher in mouse than in guinea-pig (free drug brain/plasma ratios of 0.7 and 0.3, respectively) irrespective of the post-dosing time. CSF measurements overestimated free brain concentrations (2.5-fold in guinea pig) and showed time dependencies in monkey, making data interpretation difficult in the latter species. No underlying mechanisms were reported. Understanding such preclinical data and predicting the human situation require a careful look at the BBB.
properties that could potentially differ between animal species. All the parameters driving the extent and the rate of drug delivery into the brain should be examined (e.g., CBF, PS, transporter activities, metabolism, and \( f_u^{\text{brain}} \)), as well as any potentially confounding parameters in drug measurement (e.g., CSF turnover and sampling site).

As mentioned earlier, CBF is the major determinant in the brain delivery of highly permeable flow-limited drugs. Putative species differences in CBF have been frequently claimed [16, 28]. In rodents, 2–4% of the cardiac output distributes to the brain, as compared with 11–16% in humans (Table 4.1). When expressed per gram brain tissue, CBF is about threefold higher in rodents than in humans. This finding fits with the allometric relationship reported by Karbowski [40], with \( \log_{10} \text{CBF (ml/min/100 g brain)} = [-0.17 \times \log_{10} \text{brain volume (cm}^3\text{)] + 2} \). The same author reported that CBF and neuron density scale with brain volume in the same way, which results in a

<table>
<thead>
<tr>
<th>Species</th>
<th>Brain weight (g/kg) [29]</th>
<th>Cerebral blood flow (L/h/kg)</th>
<th>Cerebral blood flow (ml/min/100 g brain)</th>
<th>Cerebral blood flow (% cardiac output)</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mouse</td>
<td>18</td>
<td>1.07</td>
<td>99</td>
<td>4.5</td>
<td>[30]</td>
</tr>
<tr>
<td></td>
<td>0.52–2.14</td>
<td>48–198</td>
<td>2.2–8.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.80–1.17</td>
<td>74–108</td>
<td>3.3–4.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.92</td>
<td>85</td>
<td>3.8</td>
<td></td>
<td>[28]</td>
</tr>
<tr>
<td></td>
<td>1.14</td>
<td>105</td>
<td>4.8</td>
<td></td>
<td>[33]</td>
</tr>
<tr>
<td>Rat</td>
<td>7</td>
<td>0.48</td>
<td>110</td>
<td>2.7</td>
<td>[34]</td>
</tr>
<tr>
<td></td>
<td>0.12</td>
<td>28</td>
<td>0.7</td>
<td></td>
<td>[35]</td>
</tr>
<tr>
<td></td>
<td>0.15</td>
<td>35</td>
<td>0.8</td>
<td></td>
<td>[36]</td>
</tr>
<tr>
<td></td>
<td>0.27–0.96</td>
<td>63–224</td>
<td>1.5–5.3</td>
<td></td>
<td>[37]</td>
</tr>
<tr>
<td></td>
<td>0.31</td>
<td>72</td>
<td>1.7</td>
<td></td>
<td>[29]</td>
</tr>
<tr>
<td></td>
<td>0.72</td>
<td>166</td>
<td>4.0</td>
<td></td>
<td>[38]</td>
</tr>
<tr>
<td></td>
<td>0.35–0.72</td>
<td>81–164</td>
<td>1.9–4.0</td>
<td></td>
<td>[33]</td>
</tr>
<tr>
<td></td>
<td>0.86</td>
<td>197</td>
<td>4.7</td>
<td></td>
<td>[39]</td>
</tr>
<tr>
<td></td>
<td>0.54</td>
<td>124</td>
<td>3.0</td>
<td></td>
<td>[40]</td>
</tr>
<tr>
<td>Dog</td>
<td>8</td>
<td>0.27</td>
<td>56</td>
<td>3.8</td>
<td>[29]</td>
</tr>
<tr>
<td></td>
<td>0.20</td>
<td>42</td>
<td>2.8</td>
<td></td>
<td>[41]</td>
</tr>
<tr>
<td></td>
<td>0.48</td>
<td>100</td>
<td>6.7</td>
<td></td>
<td>[42]</td>
</tr>
<tr>
<td>Monkey</td>
<td>18</td>
<td>0.86</td>
<td>80</td>
<td>6.6</td>
<td>[29]</td>
</tr>
<tr>
<td></td>
<td>0.53</td>
<td>49</td>
<td>4.0</td>
<td></td>
<td>[40]</td>
</tr>
<tr>
<td>Human</td>
<td>20</td>
<td>0.60</td>
<td>50</td>
<td>12.5</td>
<td>[29]</td>
</tr>
<tr>
<td></td>
<td>0.58</td>
<td>48</td>
<td>12.1</td>
<td></td>
<td>[34]</td>
</tr>
<tr>
<td></td>
<td>0.64</td>
<td>53</td>
<td>13.3</td>
<td></td>
<td>[43]</td>
</tr>
<tr>
<td></td>
<td>0.53</td>
<td>44</td>
<td>11.0</td>
<td></td>
<td>[44]</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>62</td>
<td>15.6</td>
<td></td>
<td>[45]</td>
</tr>
<tr>
<td></td>
<td>0.66</td>
<td>55</td>
<td>13.8</td>
<td></td>
<td>[39]</td>
</tr>
<tr>
<td></td>
<td>0.49</td>
<td>41</td>
<td>10.3</td>
<td></td>
<td>[40]</td>
</tr>
<tr>
<td></td>
<td>0.56–0.79</td>
<td>47–66</td>
<td>11.8–16.5</td>
<td></td>
<td>[21]</td>
</tr>
</tbody>
</table>

*Computed using brain weight and cardiac output values reported by Davies and Morris [29].
blood flow per neuron that is invariant among mammals (i.e., \(1.4 \times 10^{-8}\) ml/min). CBF varies among brain areas, up to 18-fold in the rat [46]. This regional difference in the flow might explain regional drug distribution and should be further explored to help refine existing PBPK models. Of note, the reported CBF values can be largely variable (up to eightfold in rat), illustrating the difficulty to define precise reference values to be used in modeling approaches.

Permeability-limited drugs will have their transport rate affected by the drug itself (i.e., their permeability \(P\)) and by the surface area of the brain capillaries \(S\), both characteristics being combined in a single parameter, \(PS\). The capillary surface area values reported in rats are consistently in the 100–150 cm²/g brain range [39, 47–50]. A more detailed study showed that the capillary surface area varies between brain regions, the highest value being obtained in the cortical gray matter [51]. Human data are broadly similar to rat data, with 100–200 cm²/g brain [18, 39, 52–54], depending on the region considered. According to Karbowski [40], the fraction of the capillary volume is invariant with respect to brain volume, which would indicate a capillary surface area (expressed per gram or ml brain) conserved across species. The non-P-gp substrate diazepam has a brain \(PS\) of 2.6 ml/min/g in human patients [21], indistinguishable from the value of 3.0 ml/min/g reported in rat [55]. This finding confirms similar \(S\) values (once expressed per gram tissue) between rodents and humans, assuming \(P\) is maintained through species (see later). A set of 21 diverse compounds were tested for their brain capillary permeability \(PS\) in mouse and rat, using in situ brain perfusion [56]. The measured \(PS\) values were similar between the two species with only one noticeable exception, vincristine, presumably because of bias due to active transport. In another study, felbamate was found to have a broadly comparable brain \(PS\) in mouse, rat, and rabbit (−0.20, 0.09, and 0.17 ml/min/g, respectively) [33]. The brain pharmacokinetics of selected opioids has been measured in mouse and compared to clinical data [57]. The \(t_{1/2 eq}\) values of the non-P-gp substrates [58] alfentanil, sufentanil, and fentanyl were found remarkably analogous in mouse and humans. Considering the equation describing \(t_{1/2 eq}\) this finding would further confirm that \(PS\) values (ml/min/g) are conserved between the two species. Taken collectively, all the data available so far suggest that rodent values of \(PS\) should be appropriate for human PBPK modeling.

Cerebral blood volume has been claimed to differ between species [59], ranging from 6–14 µl/g in rat [60] to 23–60 µl/g in dog [61, 62]. Humans would be intermediate with values ranging from 3 to 34 µl/g depending on the technique used [14]. Another report described 30, 10, and 40 µl/g in rat, dog, and humans, respectively [28]. These data contradict Karbowski’s paper reporting that the fraction of the capillary volume does not vary between species, with an average value of 16 µl/cm³. Cerebral blood volume is used to correct drug concentration measures in brain tissue for the vascular component in order to improve the accuracy of the \(K_p\) determinations [59].

The CSF production rate is 1.03–3.00 µl/min/g brain in rodent [63, 64] compared with 0.44 in dog [65], 0.30–0.36 in monkey [66], and 0.29 in humans [64]. The higher production rate in rodent parallels a faster turnover half-life (40–100 min in rat versus 170 min in humans [67]). This species difference is of importance as CSF turnover could affect drug diffusion across the various brain compartments and,
ultimately, the drug concentration in the CSF [64]. It has been suggested that the high flow of CSF in rodents could cause hydrophilic compounds to be taken along with the CSF instead of diffusing into the brain target tissue [23]. Finally, protein concentration in CSF is reported to be approximately 5–10 times higher in rat than in humans [68] and to vary along the flow path, making the CSF sampling site very important. Typically, CSF samples in human are obtained from distant sites (i.e., lumbar or thoracic) compared to rodents (cisterna magna). Overall these findings complicate any species comparison based on CSF drug concentrations. A set of 43 structurally diverse drugs were compared for their free drug concentrations in rat brain ($K_{pu}$), as measured by CSF and tissue distribution [67]. Rat CSF data were also compared to those reported in humans. There was an overall bias toward the human CSF values being on average threefold higher than in rat. The author argued that the higher CSF turnover in rat and the differences in CSF sampling sites might possibility account for the observed bias.

The lipid composition of the brain tissue could also potentially impact drug disposition into the CNS by affecting nonspecific binding and passive diffusion. Species differences in some brain lipids have been suggested [69–71]. Recently, porcine brain lipids have been demonstrated to differ from those measured in human endothelial cells [72], which could question the validity of the porcine cells as an in vitro BBB model [73]. This contradicts the outcome of a large in vitro study that measured the brain tissue binding of 47 diverse compounds in Wistar Han rat, Sprague–Dawley rat, CD-1 mouse, Hartley guinea pig, beagle dog, cynomolgus monkey, and humans. Excellent correlations were found across species (correlation coefficient ≥ 0.93) [74]. A similar study on a smaller set of compounds also demonstrated that brain tissue binding is well conserved across species, including pig [75]. It can be thus reasonably assumed that rodent values of $f_u$ brain are appropriate for human PBPK modeling.

Plasma protein binding determines the unbound fraction of the drug that can permeate through the BBB [76]. There are numerous illustrations of marked species differences in plasma protein binding [77] with potential impact on CNS drug distribution. A series of compounds were found active in an efficacy model in guinea pig, but not in the rat counterpart [78, 79]. Additional investigations demonstrated low free drug exposure in rat brain when compared to guinea pig, as a consequence of a four- to sixfold higher plasma protein binding. The 5HT$\_A$ antagonist NAD-299 has shown 10-fold higher target occupancy in cynomolgus monkey than in human subjects. This difference has been attributed to the 10-fold lower plasma protein binding in monkey plasma compared to humans [80]. Nowadays, species differences in protein binding are incorporated into the PBPK modeling of CNS drugs [39, 81]. It has been advocated that the kinetics of the binding to the plasma proteins should be considered (as opposed to the percent bound) to better account for the dynamic nature of the drug distribution processes [23]. If the dissociation from the plasma proteins is slow when compared to the capillary transit, it will slow down the drug penetration through the BBB membrane [21].

Numerous uptake and efflux transporters are expressed at the BBB and BCSFB level. It is estimated that 10–15% of all the proteins in the neurovascular unit are transporters [82], with two major drug transporter families, the ATP-binding cassette
SPECIES DIFFERENCES IN DRUG DELIVERY INTO THE BRAIN

Liquid chromatography–tandem mass spectrometry-based quantitative-targeted absolute proteomics (QTAP) has recently emerged as a powerful tool to compare the expression level of the various transporters in mouse, rat, monkey, and human brain capillaries [83–85]. The anion transporters MRP4, OATP-A, OATP-F, and OAT3 are more abundant in mouse than their counterparts in humans (8.0-, >3.3-, >11.6-, and >5.6-fold difference, respectively) (Table 4.2). P-glycoprotein (MDR1) is also more abundant in mouse than in humans, albeit to a lower extent (2.6-fold) [84]. Conversely, BCRP and ABCA8 transporters are more expressed in humans than their counterparts in mouse (1.8- and >1.6-fold difference). Other differences were reported in transporters for endogenous compounds or receptors (e.g., 4F2hC, LAT1, MCT1). The same group reported that the expressions of the major drug transporters were similar between rodent species (rat versus mouse), and between strain (Sprague–Dawley versus Wistar rat, marmoset versus cynomolgus monkey) [83]. Importantly, the differences between monkey and humans were less than twofold for the measured transporters. The authors proposed that marmoset might be a more translatable and a convenient species for BBB permeability studies.

Quantitative real-time PCR determination of mRNA expression levels of ABC transporters demonstrated species differences [87], in line with the protein expression data. MRP4 and P-gp showed higher expression in rodents than in humans (5.0- and 2.2-fold, respectively). On the other hand, BCRP mRNA has an expression 5.1-fold higher in humans than in rodents.

In addition to the observed cross-species differences in transporter protein and gene expression, differences in functional activities in vitro have also been observed. Booth-Genthe et al. [88] investigated a total of 179 compounds for their ability to be transported by rat and human P-gp expressed in LLC-PK1 cells. Eighteen compounds were found to be P-gp substrates in rat but not in humans. On the contrary, 5 compounds were substrates of human, but not rat P-gp. Katoh et al. [89] also used transfected LLC-PK1 to study the transport of diltiazem, cyclosporin, and dexamethasone by mouse, rat, dog, monkey, and human P-gp, and provided detailed kinetic parameters. Affinity for P-gp, clearance, and efflux ratios varied across species, with various patterns depending on the substrate. As an example, the

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>MDR1</td>
<td>15.5</td>
<td>19.1</td>
<td>4.71</td>
<td>6.48</td>
<td>6.06</td>
</tr>
<tr>
<td>MRP4</td>
<td>1.59</td>
<td>1.53</td>
<td>0.29</td>
<td>0.32</td>
<td>0.20</td>
</tr>
<tr>
<td>BCRP</td>
<td>4.41</td>
<td>4.95</td>
<td>14.2</td>
<td>16.5</td>
<td>8.14</td>
</tr>
<tr>
<td>OATP-A</td>
<td>2.11</td>
<td>—</td>
<td>0.72</td>
<td>—</td>
<td>ULQ</td>
</tr>
<tr>
<td>OATP-F</td>
<td>2.41</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>ULQ</td>
</tr>
<tr>
<td>OAT3</td>
<td>1.97</td>
<td>1.23</td>
<td>ULQ</td>
<td>ULQ</td>
<td>ULQ</td>
</tr>
<tr>
<td>ABCA8</td>
<td>ULQ</td>
<td>ULQ</td>
<td>—</td>
<td>—</td>
<td>1.21</td>
</tr>
</tbody>
</table>

ULQ, under limit of quantitation.

(ABC) protein family and the solute carrier (SLC) family. Liquid chromatography–tandem mass spectrometry-based quantitative-targeted absolute proteomics (QTAP) has recently emerged as a powerful tool to compare the expression level of the various transporters in mouse, rat, monkey, and human brain capillaries [83–85]. The anion transporters MRP4, OATP-A, OATP-F, and OAT3 are more abundant in mouse than their counterparts in humans (8.0-, >3.3-, >11.6-, and >5.6-fold difference, respectively) (Table 4.2). P-glycoprotein (MDR1) is also more abundant in mouse than in humans, albeit to a lower extent (2.6-fold) [84]. Conversely, BCRP and ABCA8 transporters are more expressed in humans than their counterparts in mouse (1.8- and >1.6-fold difference). Other differences were reported in transporters for endogenous compounds or receptors (e.g., 4F2hC, LAT1, MCT1). The same group reported that the expressions of the major drug transporters were similar between rodent species (rat versus mouse), and between strain (Sprague–Dawley versus Wistar rat, marmoset versus cynomolgus monkey) [83]. Importantly, the differences between monkey and humans were less than twofold for the measured transporters. The authors proposed that marmoset might be a more translatable and a convenient species for BBB permeability studies.

Quantitative real-time PCR determination of mRNA expression levels of ABC transporters demonstrated species differences [87], in line with the protein expression data. MRP4 and P-gp showed higher expression in rodents than in humans (5.0- and 2.2-fold, respectively). On the other hand, BCRP mRNA has an expression 5.1-fold higher in humans than in rodents.

In addition to the observed cross-species differences in transporter protein and gene expression, differences in functional activities in vitro have also been observed. Booth-Genthe et al. [88] investigated a total of 179 compounds for their ability to be transported by rat and human P-gp expressed in LLC-PK1 cells. Eighteen compounds were found to be P-gp substrates in rat but not in humans. On the contrary, 5 compounds were substrates of human, but not rat P-gp. Katoh et al. [89] also used transfected LLC-PK1 to study the transport of diltiazem, cyclosporin, and dexamethasone by mouse, rat, dog, monkey, and human P-gp, and provided detailed kinetic parameters. Affinity for P-gp, clearance, and efflux ratios varied across species, with various patterns depending on the substrate. As an example, the
P-gp-mediated clearance of diltiazem varied from 0.1 in dog to 0.7 in humans and monkey and 2.1 ml/mg/h in rat. Takeuchi et al. [90] performed a similar species comparison, looking at 12 different drug substrates. The observed species differences (as measured by corrected efflux ratio) were strongly dependent on the substrate. Mouse, rat, dog, monkey, and humans showed an efflux ratio for vinblastine of 10, 6, 9, 4, and 4, respectively. Ratios for verapamil were 3, 7, 8, 8, and 6, respectively, in these species. Ohe et al. measured the transport of CNS drug candidates by human and mouse P-gp [91]. Seventeen compounds (out of the 20 tested) showed more efficient efflux transport in mouse than in human P-gp, with up to sixfold difference observed. Another study compared several antiepileptic drugs for their ability to be transported by human and mouse P-gp [92]. Phenytoin and levetiracetam were shown to be transported by mouse P-gp, but not by the human counterpart. Carbamazepine was not transported by any P-gp and the positive control cyclosporin was transported by P-gp in both species, with a higher rate observed in mouse when compared to humans [92].

PET data are providing growing indications of interspecies variation in BBB transporter activity in vivo. A PET study showed that the brain uptake of the P-gp probe substrates [11C]-GR205171, [18F]-altanserin, [11C](R)-WAY, and [11C]-N-desmethyl-loperamide was significantly higher in humans as compared to rodent (8.6-, 4.5-, 2.5-, and up to 15-fold difference, respectively) [93–96]. The reference P-gp substrate 11C-verapamil provided contradictory data with brain uptake in humans similar [97] or even lower than in rat [98]. This later report postulated that the extensive metabolism of the tracer might have interfered with the readout. 11C-verapamil is rapidly transformed into lipophilic radiolabeled metabolites [99], some actively transported, and has a complex disposition that varies with the dose [100], all confounding data interpretation. Of interest, irrespective of the probe used, the increase in their brain uptake following co-administration with P-gp inhibitors (e.g., cyclosporine A and tariquidar) is higher in rat compared to humans [98, 101, 102]. This finding adds to the accumulating evidence of the higher P-gp activity in rodents. Monkey appears to better mimic the human situation [103, 104]. So far, no human PET study investigating the other major ABC and SLC transporters has been reported [105]. As illustrated with BCRP, identifying a specific probe substrate for those transporters remains a major challenge [106].

Doran et al. [107] measured the CSF concentrations of three drugs in rat, dog, and nonhuman primate. The \( K_{p,uu} \) values of the two non-P-gp substrates PF-478574 and CE-157119 were similar across species (within twofold difference). This contrasted with the P-gp substrate risperidone that showed a higher \( K_{p,uu} \) in dog and nonhuman primate compared to rat (ca. fivefold difference). The previously mentioned screen comparing the rat and human CSF levels of 43 compounds [67] identified compounds with a \( K_{p,uu} \) much higher in humans than in rat. The most striking dissimilarities were obtained for baclofen (24-fold), moxalactam (20-fold), atenolol (15-fold), verapamil (10-fold), and methotrexate (9-fold). The authors envisaged several experimental factors that might have contributed to the observed findings, with the highest bias due to CSF sampling (already discussed earlier) and the effect of the disease state of the human subjects. One might add species difference in BBB
transporter activity as another potential factor. Active uptake was reported for baclofen, the involved transporter not yet being identified [108]. Interestingly, moxalactam is a substrate of PEPT2 [109], a transporter expressed at the apical membrane of the choroid plexus that effluxes substrates from the CSF [110]. Atenolol is a substrate of OATP1A2 [111], a BBB transporter responsible for the active uptake of a number of drugs [112]. Finally, methotrexate was recently reported to be effluxed by OAT3 [113], a BBB transporter with higher expression level in rodent than in humans [84].

Most modeling approaches to describe drug kinetics into the CNS assume no metabolic elimination from the brain tissue [20, 39, 114]. Although more prominent in the liver, drug metabolism can also take place in extrahepatic tissues including the brain. Various drug metabolizing enzymes were identified in the CNS, where they can influence endogenous processes as well as drug efficacy and safety [115–117]. It took years to recognize that brain CYP is able to play a substantial role in local drug disposition despite having an average expression level 100-fold lower than in the liver [118]. The major brain CYP isoforms differ from those in the liver and are concentrated in specific brain areas reaching high expression at a cellular level [116]. Detailed data across species about the expression, activity, and regulation of drug metabolizing enzymes in the brain are missing. Interspecies differences are likely, as already reported for the liver and the intestine [119]. A very recent study reported differences in CYP transcripts between mouse and rat [120].

**BBB PROPERTIES IN DISEASE STATES**

Species differences in BBB properties are not the only hurdle affecting the translatibility of the animal models for CNS disorders. Most models use healthy animals, while there is growing evidence that the BBB is disrupted in several acute and chronic neurological disorders [23, 121, 122]. These include epilepsy, Alzheimer’s disease, Parkinson’s disease, multiple sclerosis, dementia [123], cerebral ischemia [124], traumatic brain injury, stroke, neuromyelitis optica, human immunodeficiency virus (HIV) encephalopathy, glioblastoma, bacterial meningitis [125], and pain [126] (selected conditions listed in Table 4.3). The BBB also appears to be impaired in some non-CNS diseases such as rheumatoid arthritis [156], diabetes [157], liver failure [158], eclampsia [159], hypertension [160], and atherosclerosis [161].

The mechanisms underlying BBB disruption are numerous and frequently involve the loosening of the tight junctions, the down-regulation of the tight junction proteins, and the degradation of the capillary basement membrane. BBB breakdown and increased capillary permeability allow the passage of inflammatory cells into the brain tissues and the extravasation of serum proteins (e.g., albumin, immunoglobulins, and clotting factors) or other neurotoxic plasma constituents (e.g., amyloid proteins). Combined with the activation of astrocytes and microglia, all these changes lead to edema, accumulation of toxic substances in the brain interstitial fluid, oxidative stress, impaired homeostasis, neuroinflammation, remodeling of vasculature, and altered synaptic plasticity. It has been recently hypothesized that BBB
disruption might often act as the initiating trigger of many neurological disorders, as opposed to just being a consequence of the disease [162].

The BBB changes seen in neurological diseases are not limited to the physical breakdown of the barrier, but also include altered expression of transporter proteins. So far, most of the attention has been focused on P-gp, with *in vivo* functional activity measured by PET studies using $^{[1]}$C-verapamil (Table 4.4). P-gp activity has been reported to be decreased in Alzheimer’s disease [163] and in multiple sclerosis [175]. It is thought that such P-gp underactivity at the endothelial level contributes to neuronal damage by allowing the accumulation of protein aggregates (e.g., Alzheimer’s disease, Creutzfeldt–Jakob disease [176]). Epilepsy has the opposite effect on P-gp with increased expression in brain endothelial cells, especially in refractory patients [177, 178]. It has been hypothesized that the seizure-induced release of glutamate is able to up-regulate P-gp through N-methyl-d-aspartate receptor and cyclooxygenase-2 pathways [179]. Parkinson’s disease patients showed a more complex pattern, with increased P-gp activity in the early stages of the disease, followed by decreased activity in late stages [165]. Dysfunctional P-gp might contribute to the onset of PD by allowing neurotoxins to enter the brain [166, 180, 181]. The previous opposite

<table>
<thead>
<tr>
<th>Conditions</th>
<th>Changes in BBB properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alzheimer</td>
<td>Abnormal tight junctions and increased permeability [127]</td>
</tr>
<tr>
<td></td>
<td>BBB leakage as indicated by increased CSF albumin index [127]</td>
</tr>
<tr>
<td></td>
<td>Regional CBF decreased through ECE2 activation [128]</td>
</tr>
<tr>
<td></td>
<td>Decreased P-gp expression [129–131]</td>
</tr>
<tr>
<td></td>
<td>Changes in LRP-1 and RAGE leading to amyloid deposits [132]</td>
</tr>
<tr>
<td></td>
<td>P-gp expression and senile plaques negatively correlated [130]</td>
</tr>
<tr>
<td></td>
<td>Up-regulation of ABCG2 [129, 133]</td>
</tr>
<tr>
<td>Parkinson</td>
<td>Decrease in tight junction proteins</td>
</tr>
<tr>
<td></td>
<td>Decreased mRNA coding for P-gp in postmortem samples [134]</td>
</tr>
<tr>
<td></td>
<td>Susceptibility linked to P-gp genotype [135]</td>
</tr>
<tr>
<td></td>
<td>Increased MRP2 expression [136]</td>
</tr>
<tr>
<td>Epilepsy</td>
<td>Decrease in tight junction proteins, tight junction opening [137]</td>
</tr>
<tr>
<td></td>
<td>Albumin, IgG, and white blood cell extravasation [138–140]</td>
</tr>
<tr>
<td></td>
<td>Regional CBF decreased in temporal lobe epilepsy [141]</td>
</tr>
<tr>
<td></td>
<td>Increased P-gp, MRP1, MRP2, and BCRP expression [178, 142–144]</td>
</tr>
<tr>
<td></td>
<td>Link between ABCG2 polymorphism and pharmacoresistance [145]</td>
</tr>
<tr>
<td>Multiple sclerosis</td>
<td>Increased CBF and PS as measured by MRI [146]</td>
</tr>
<tr>
<td></td>
<td>Decrease in tight junction proteins [147]</td>
</tr>
<tr>
<td></td>
<td>Leakage of the BBB and inflammatory cell infiltration [148]</td>
</tr>
<tr>
<td></td>
<td>Decreased P-gp, MRP-1, and MRP-2 expression [149]</td>
</tr>
<tr>
<td>Schizophrenia</td>
<td>Albumin and IgG extravasation [150, 151]</td>
</tr>
<tr>
<td>Depression</td>
<td>Albumin extravasation [152]</td>
</tr>
<tr>
<td>Aging</td>
<td>Regional CBF decreased [153]</td>
</tr>
<tr>
<td></td>
<td>Albumin extravasation [154]</td>
</tr>
<tr>
<td></td>
<td>Decreased P-gp expression [155]</td>
</tr>
</tbody>
</table>
effects on P-gp activity originate from the intricate and multiple pathways involved in its regulation [182]. Short-term exposure to endothelin-1, VEGF, LPS, or pro-inflammatory cytokines produces a rapid but reversible decrease in P-gp activity, without affecting its expression. On the other hand, P-gp expression and activity can increase through the activation of transcription factors, such as PXR, CAR, NF-kB, or AP-1. Many of the previously discussed BBB changes already develop during normal aging. A large meta-analysis of 31 studies with a total of 1953 individuals showed that BBB permeability increased with normal aging [154]. PET studies indicated that P-gp activity decreased with age [170–172]. These findings may be an important mechanism in the higher sensitivity of the elderly to develop CNS disorders or to show CNS side effects [183]. Many other nonpathological conditions are recognized to change BBB permeability, such as physical exercise [184] and pregnancy [158]. The BBB leakiness accompanying some diseases could allow otherwise nonpermeable drugs to reach the brain tissue and exert their pharmacological activity. Because of their hydrophilic nature and their ionization at neutral pH,

### Table 4.4 P-gp activity as assessed by PET in various physiopathological conditions

<table>
<thead>
<tr>
<th>Conditions</th>
<th>Effect on P-gp activity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alzheimer</td>
<td>↓ 23% increase in [11C]-verapamil binding potential in AD [163]</td>
</tr>
<tr>
<td>Parkinson</td>
<td>— No change in [11C]-verapamil cerebral volume of distribution in early stage PD [164]</td>
</tr>
<tr>
<td></td>
<td>↑ Lower [11C]-verapamil uptake in early PD [165]</td>
</tr>
<tr>
<td></td>
<td>↓ Higher [11C]-verapamil uptake in late-stage PD [165]</td>
</tr>
<tr>
<td></td>
<td>↓ 18% increase in [11C]-verapamil brain uptake [166]</td>
</tr>
<tr>
<td>Epilepsy</td>
<td>↑ 16% decrease in [11C]-verapamil transport rate constant in pharmaco-resistant patients compared to seizure-free subjects [167]</td>
</tr>
<tr>
<td>Schizophrenia</td>
<td>↑ 30% decrease in [11C]-verapamil brain uptake [168]</td>
</tr>
<tr>
<td>Depression</td>
<td>↑ 31% decrease in [11C]-verapamil uptake in prefrontal cortex [169]</td>
</tr>
<tr>
<td>Aging</td>
<td>↓ 30% increase in [11C]-verapamil distribution volume in elderly [170]</td>
</tr>
<tr>
<td></td>
<td>↓ 61% increase in [11C]-verapamil distribution volume in elderly [171]</td>
</tr>
<tr>
<td></td>
<td>↓ 18–38% increase in [11C]-verapamil distribution volume in elderly, mainly driven by male subjects [172]</td>
</tr>
<tr>
<td></td>
<td>↓ 18–38% increase in [11C]-verapamil distribution volume in elderly [173]</td>
</tr>
</tbody>
</table>

*Adapted from Syvanen and Eriksson [174].
β-lactam antibiotics hardly penetrate the brain under normal conditions [185]. However, during cerebral infection, such as bacterial meningitis, the BBB becomes more permeable, with opening of the tight junctions, increased pinocytosis, and changes in transporter expression. These modifications translate into higher brain exposure to β-lactam antibiotics. Three hours after IV infusion, penicillin concentration in CSF increases from 3% of free plasma concentration in control rabbits to 11% in rabbits with intracisternal inoculation of hemophilus influenza [186]. The β-lactam antibiotic moxalactam has a brain $K_{puu}$, as measured in the CSF, 25-fold higher in patients with bacterial meningitis compared to healthy human volunteers [67]. All angiotensin receptor blockers (ARBs) contain an acid moiety, are fully ionized at physiological pH, and are highly bound to plasma protein [187]. These properties together with extremely low brain $K_p$ values in rat (e.g., 0.04 for candesartan) suggest that ARBs cannot cross the BBB. This contrasts with the growing evidence that treatment of hypertensive patients with ARBs is efficacious in cognitive disorders with less Alzheimer-related pathology on autopsy evaluations [188–190]. This effect is unique and is not shared by other antihypertensive medications. The underlying mechanisms are not yet fully elucidated. However, it could be tentatively assumed that the increased BBB permeability in hypertension [160, 191] could favor the entry of ARBs into the brain, allowing pharmacologically active concentrations at the CNS target site.

The modulation of BBB transporter activities in disease states is expected to impact on the brain disposition of actively transported drugs. Whether the effects are large enough to be clinically significant remains to be explored. Genetic polymorphism and co-administration with transporter inhibitors are other factors contributing to variations in BBB transporter activities. MDR1 polymorphism has been linked with the side effects and/or the therapeutic response of a number of CNS drugs acting as P-gp substrates such as escitalopram [192], citalopram [193], venlafaxine [194], methylphenidate [195], and cabergoline [196]. It remains unclear whether the observed changes were due to dysfunctional P-gp at the BBB level or impaired systemic plasma levels. For some other P-gp clinical substrates, such as amitryptiline [197] and loperamide [198], no association could be found between MDR1 polymorphism and central effects. A PET study in healthy volunteers showed that MDR1 polymorphism has a limited impact on the brain disposition of $[^{11}C]$-verapamil [199]. Similarly, in a recent review, the International Transporter Consortium (ITC) group concluded that changes in CNS drug disposition due to transporter inhibition remain low in amplitude and are unlikely to have any clinical significance [200]. The same authors argued that a 50% change in BBB P-gp, as a result of drug interaction or species differences, should have a modest impact on CNS drug distribution (maximum twofold).

Obviously, there is still considerable uncertainty and consequently different views on the influence of transporter modulation on drug disposition and pharmacological response. This also applies to transporter modulation induced by diseases. More in vivo studies in animal models with disrupted BBB (e.g., SAMP-8 senescence accelerated mouse [201]), more clinical studies comparing healthy and diseased human subjects (e.g., PET), and/or more epidemiological investigations are obviously required to draw more definitive conclusions.
CONCLUSIONS

The increasing prevalence of CNS disorders as the population becomes older and the significant difficulties in successfully developing new therapeutic agents require reconsidering the current drug discovery approaches. Animal models of efficacy need to be critically revisited to contribute more effectively to translational medicine and drug discovery. This chapter reviewed two factors that might complicate the interpretation of CNS drug distribution data obtained in animals: the species difference in BBB functionality and the effect of disease states.

A comprehensive list of BBB physiological parameters across species is still missing. Based on the available literature, it appears that some parameters measured in animals can be directly used for human prediction (e.g., $f_a$ brain, $PS$ expressed per gram tissue) whereas others (e.g., CBF, CSF bulk flow, transporter contribution) require careful scaling and adjustments. Rodent BBB does differ from human BBB in many aspects and extreme caution is recommended when interpreting the data. To add to the complexity, disease states are now recognized to potentially affect the BBB function. All these findings should be taken seriously as most of the brain exposure data are collected in healthy rodents to predict the situation in diseased patients.

A change in a single BBB parameter might overall have a rather limited influence on CNS drug disposition, as suggested for brain P-gp activity [200]. On the other hand, there are circumstances where various confounding parameters combined can lead to a large impact on the drug delivery into the brain. The study reported by Friden et al. [67] identified drugs with up to a 24-fold difference in the CSF concentrations between rat and humans. At least five experimental factors are likely to have contributed to this massive difference: CSF turnover that varies between species, bias due to timing in CSF sampling, bias due to CSF sampling site, transporter activity that differs between species, and effect of disease state (as most of the human data were collected in diseased patients, not volunteers). Efforts should be made to incorporate all these variables into more predictive PBPK models. In addition, more imaging techniques (PET, single-photon emission computed tomography (SPECT)) should be applied in preclinical assays and in early investigational clinical assays [17]. Ultimately, those efforts will allow better prediction of the CNS response in the patient population and, thus, better mitigation of the risk for failures in late-stage development.
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INTRODUCTION

The effectiveness of a drug to modulate a disease state relies on the interplay between the pharmacokinetics (PK, as the forcing function) and the pharmacodynamics (PD, as the beneficial effect or toxicity). Efficacy requires three elements to be established: (i) the molecule reaches the biophase at the requisite concentration and over the requisite time course, (ii) sufficient target engagement is established, and (iii) that this leads to a beneficial biochemical and clinical response [1]. Since few therapeutic agents can be delivered directly to the biophase, most drug molecules are required to traverse and distribute through many cellular barriers between the site of administration and the site of action. In the case of drugs targeting the central nervous system (CNS) the blood–brain barrier (BBB) is one of these intervening cellular interfaces.

A consequence of the tight junction morphology of the BBB is that passage of low molecular–weight agents in the general range of CNS drugs (<MW 500 amu) occurs primarily via transcellular mechanisms, which in turn dictates that xenobiotics have the appropriate physicochemical properties to either diffuse through lipid layers or
be recognized by an endogenous transporter system. Although other transcellular
transport mechanisms operate, these are associated with the transfer of larger
molecular–weight entities, such as proteins [2, 3].

Passive diffusion across the BBB is driven by the concentration gradient of
unbound, unionized drug between the blood and the brain extracellular fluid (ECF).
The rate of diffusion ($dn/dt$) of solute molecules ($n$) is governed by three factors: (i)
permeability ($P$) of the xenobiotic across the BBB, (ii) the surface area ($S$) of the
brain capillary endothelium, and (iii) the unbound concentration gradient established
between the two sides of the cellular barrier ($dC/dx$). As described by Fick’s first law,

$$\frac{dn}{dt} = P \cdot S \cdot \frac{dC}{dx}$$

This process is not energy-dependent, but relies on the random movement of solute
molecules through the cellular barrier with an overall net flux toward the region of
lower solute concentration. Passive diffusion is a linear function of the unbound
concentration gradient; thus it is rarely saturable, not chirally selective, and not the
subject of inhibition, as is observed for carrier-mediated transport processes. The pH
of the aqueous phases and the molecule’s $pK_a$ are also important, as they affect
the unionized fraction of drug on either side of the membrane. From a thermodynamic
perspective, the Gibbs free energy ($\Delta G$) for passive transfer may be described as
follows:

$$\Delta G = RT \ln \left( \frac{C_{in}}{C_{out}} \right)$$

Here $C_{in}$ and $C_{out}$ denote the initial unbound concentrations inside and outside the cell
(or barrier), respectively. $\Delta G^\circ$ is zero, because no covalent bonds are broken in the
overall diffusion process [4]. Passive transfer would occur spontaneously when $\Delta G$
is negative, for example, when $C_{out} > C_{in}$.

Under normal physiological conditions, the blood and brain ECF is maintained at
pH 7.4 and so pH differences do not contribute to the unbound concentration gradient
across the BBB [6]. However, pH changes may alter the fraction of unbound, union-
ized drugs available for passive diffusion across membranes. The ratio of the ionized
to unionized forms is determined by the $pK_a$ of the drug molecule together with the
pH of the fluid compartment in which it resides. For example, phenobarbital over-
dose has been treated by administration of sodium bicarbonate in order to increase
plasma pH and decrease CNS toxicity by reducing the fraction of unbound, union-
ized drug in the blood that is available to cross the BBB [5]. Conversely, administration
of carbonic anhydrase inhibitors, for example, acetazolamide, can decrease plasma
pH, potentially causing the unbound, unionized fraction of weakly acidic drugs to
increase and concentrate more in the CNS, raising the potential of neurotoxicity [6].

Carrier-mediated transport processes follow Michaelis–Menten kinetics and are,
therefore, saturable at higher substrate concentrations. Figure 5.1a compares the
transport behavior for a drug crossing the BBB by means of passive diffusion and another undergoing carrier-mediated transfer. If a drug is subjected to both processes, the resulting concentration dependency is shown in Figure 5.1b. Following saturation of the carrier-mediated process, passive diffusion will dominate and the linear dependence to concentration will be established. An example of this is nicotine [7], which appears to undergo facilitated BBB uptake by means of a proton antiporter at lower concentrations in vivo. The authors measured in vivo BBB permeability with the mouse in situ brain perfusion model and the composite elements of passive diffusion and carrier-mediated transport were deconvoluted by means of nonlinear regression analysis. Passive diffusion was shown to contribute approximately 20% of the BBB uptake of nicotine in the range of unbound concentrations associated with pharmacological activity in the mouse. Similarly, Parepally et al. [8] investigated the BBB transport of several nonsteroidal anti-inflammatory drugs with the rat in situ brain perfusion model and identified a concentration dependency for ibuprofen, which suggested a contribution from carrier-mediated uptake.

The presentation of endobiotics and xenobiotics to the BBB via the blood supply is highly efficient, as a consequence of the brain’s high demand for energy and oxygen. In humans, approximately 15% of cardiac output is delivered to the brain, which as an organ accounts for only 2% of body weight [9]. The potential for rapid diffusion and distribution of solute molecules is also facilitated by the high surface area ($S$) of the BBB (~100 cm$^2$/g) and the relatively short distance between brain capillaries (~50–100 μm) [10]. Relating back to Equation 5.1, the passive permeability term ($P$) is determined by both the molecular properties of the drug molecule and also the chemical composition of the BBB. Akin to many cellular barriers in the body, the human endothelial brain cell membranes are rich in lipids, particularly phosphatidylethanolamine, phosphatidylcholine, and sphingomyelin [11, 12]. Relative to the gastrointestinal tract, the BBB is characterized by a higher proportion of negatively charged lipids (%wt/wt) and a lower overall proportion of triglycerides,
cholesterol, and cholesterol esters [13]. These compositional differences across cell barriers in different tissues would be expected to alter the magnitude of the associated permeability as the lipophilicity, charge, and rigidity would be altered [14].

Plasma protein binding is another major determinant of drug diffusion from the plasma across the BBB. Albumin and globulins constitute approximately 55 and 38% of the total plasma protein, respectively. Human serum albumin and α-1-acid glycoprotein are the major serum proteins that bind to drugs [15]. Albumin is basic, and preferentially binds acidic and neutral compounds, while basic drugs bind preferentially to the acidic α-1-acid glycoprotein. Drug binding to plasma proteins enables circulation through the body while limiting distribution to tissues, as only the unbound portions cross tight barriers such as the BBB, essentially because the \( dc/dx \) terms in Fick’s first law is reduced.

**POINTS TO CONSIDER FOR IN VITRO–IN VIVO CORRELATIONS**

Many *in vitro* techniques have been applied to assessing the permeability of drugs across the BBB. These results are often benchmarked against two rather distinct sets of *in vivo* data; \( K_p \) partition coefficients (e.g., brain/blood or brain/plasma total concentration ratios) or permeability-surface product (PS) values derived from *in situ* rat brain perfusion experiments. From these *in vitro–in vivo* correlations, several *in silico* predictive models have been constructed [16]. Although \( K_p \) data are widely available, it is important to note that the parameter measures the extent of brain distribution and reflects the balance of all processes affecting distribution at steady state [10]. These include passive diffusion, carrier-mediated transport, metabolism, and also the relative extents of tissue binding to blood (or plasma) and brain constituents. As Figure 5.2 shows, permeability is associated with the rate of brain distribution
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(across the BBB) rather than the extent; hence, caution must be taken when correlating *in vitro* permeability measurements with $K_p$ (or the *in silico* equivalent log BB, logarithm of the total brain to plasma concentration ratio), since tissue binding and other effects may be masking the true permeability component within the composite $K_p$ parameter.

Measurements of brain PS are employed less routinely in drug discovery and development, as the *in situ* brain perfusion model requires specific surgical preparation [17] and cannot be performed readily alongside a routine PK or PK/PD screen. However, the model is available in certain specialist contract research organizations [18] and is also favored by academic BBB researchers. The technique involves drug delivery to the brain of an anesthetized animal via perfusion into the carotid artery. The perfusion time is kept very short (<1 min) so that BBB permeability is the main driver for uptake and brain tissue distribution acts as an infinite sink over that time period. The uptake clearance across the BBB, or $K_{in}$, can be derived as the brain/perfusate concentration ratio divided by the perfusion time, and, if the cerebral perfusate flow is known, then the drug’s PS value can be determined using the Crone–Renkin equation [19]. The consistency of the data derived from *in situ* perfusion studies is excellent across literature reports, which provides a significant benefit when helping to build viable *in vitro* and *in silico* permeability models. The main reason for this high data consistency is that the model is generally run with several controls to demonstrate data quality. These controls include compounds to measure the vascular volume (e.g., atenolol), perfusion flow (e.g., diazepam), and consistency in the permeability measurement with reference markers (e.g., antipyrine). Since PS is derived from an *in vivo* model, the measurements may include a carrier-mediated component alongside the passive component. In this model saturation of efflux transporters such as P-glycoprotein (P-gp) may occur if the unbound drug concentration in the perfusate is sufficiently high [18, 20]. The dependency of PS on the unbound perfusate concentration has also been studied to demonstrate the presence of carrier-mediated uptake alongside passive diffusion [7, 8] by altering the concentration of perfusate (often a protein-free solution) in order to saturate carrier-mediated uptake. Given the PS parameter is related more closely to BBB permeability than $K_p$, it is considered a more appropriate *in vivo* measurement to compare with *in vitro* permeability models.

**IN VITRO MODELS AND MEASUREMENTS**

Simple partition models, such as octanol–water (e.g., log $P_{oct}$), have been compared to *in situ* brain perfusion reference data and show that many molecules reside close to the line of identity in the log $P_{oct}$ range −4 to 1 [19]. There are several outliers on either side of the line of identity which reflect carrier-mediated efflux (e.g., vincristine, azido-deoxythymidine) and facilitated uptake (e.g., glutamate, d-glucose, choline). This model is a very simple approximation, as octanol is a single surrogate for the BBB composition and the lipid bilayer nature is also lacking. Indeed, as the lipophilicity of the agents being tested increases into the range common to marketed CNS agents (e.g., log $P_{oct}$ of 2–6), the correlation diminishes substantially [21].
Artificial membrane models build on this partitioning approach by introducing a thin lipid membrane bilayer separating aqueous compartments [22]. Essentially, the analyte of interest is spiked into one aqueous compartment (e.g., donor compartment) and allowed to diffuse through the membrane into the acceptor compartment. The concentration in the acceptor well (at a given time and allowing for adsorptive losses, etc.) is indicative of the permeability of the analyte through the membrane. Evolution of this model improved the stability of the lipid membrane by incorporating porous filters over which the lipid film could form [13, 23]. A modern variant, referred to as the parallel artificial membrane permeability assay (PAMPA), provides the best overall correlations to BBB permeability [21, 24]. Di et al. reported the first BBB-specific version of PAMPA in 2003 [24], whereby porcine brain lipid extracts were employed to create the artificial lipid membrane and this was a marked step forward for CNS drug research. The major lipid constituents were phosphatidylethanolamine, phosphatidylerine, phosphatidylinositol, and phosphatidylcholine and could be sourced from a stable commercial supply. Although the initial comparisons were made to \( K_p \) (and log BB measurements), subsequent analyses have looked toward \( \text{in vitro-in vivo} \) correlation with \( \text{in situ} \) PS values [21, 25] and have reported excellent correlations for a large set of drugs covering a wide lipophilicity range (log \( P_{oct} \) –3 to 6). On comparison with reported \( \text{in situ} \) PS values, the overall \( \text{in vitro-in vivo} \) correlations (e.g., \( R^2 \) values) were 0.77 for the entire compound test set (including weak bases, weak acids, zwitterions, and neutral molecules) and 0.97 for the weak bases. In recent examples, the experimental design has also included the presence of a surfactant mixture in the acceptor compartment to account for the lipophilic sink effect of brain tissue binding [13, 18].

Often PAMPA experiments are performed over a range of donor compartment pH values in order to fully characterize the membrane contributions to the permeability measurement, thereby eliminating the effects of the unstirred water layer [13, 23]. Throughput can be increased by performing at a single pH (e.g., 7.4 for BBB studies). Optimal incubation times and shaking conditions may also be different for hydrophilic and lipophilic compounds [21], so these factors should be well understood when generating \( \text{in vitro} \) permeability data by means of PAMPA-BBB.

CELL-BASED PERMEABILITY ASSAYS

Over the years, cell-based models have been reported for a wide range of cell types derived from both brain and nonbrain sources, primary or immortalized cells, single and co-cultured preparations, and grown on a range of supports (see references in [26]). Transporters have been transfected into cell lines and/or are inhibited by chemical reagents in order to study the differential effects on permeability, such as for P-gp. This variety of “flavors” of cell-based assays means that there is a large variation in the measured permeability values, not only between different cell lines [27] but also for the same cell line run in different laboratories [28]. Because of this, the apparent permeability data are often benchmarked across an internal set of CNS-active compounds or a marketed CNS drug set [26]. Furthermore, cross-literature
data comparisons, even within the same cell line, must be used with caution. There is little doubt that the magnitude of the permeability values is also influenced by the nature of the cell membrane composition, for example, Caco-2 or MDCKII, which are not derived from brain cells, and are unlike primary bovine brain microvessel endothelial cells (BBMEC) [26].

Nonetheless, a central benefit of using cell-based systems for permeability measurements is the modulation of key transporters that affect brain distribution in vivo. MDR1-MDCKII cells are stably transfected with the MDR1 gene encoding human P-gp. The measurement of BBB permeability in the presence and absence of a P-gp inhibitor (e.g., GF120918, cyclosporine A) provides a relatively simple means to understand the interplay between the passive diffusion and carrier-mediated components of the drug molecule under test. This is not feasible in the artificial membrane models because functional transporter proteins cannot be expressed or supplemented.

**IN VIVO MODELS AND MEASUREMENTS**

One of the key advances in helping to understand the contributions of passive and active processes at the level of the BBB has been the development of brain tissue binding assays via equilibrium dialysis of brain homogenates [29, 30] or incubations of brain tissue slices [31, 32]. The latter offers the advantage of maintaining cellular barriers and intracellular pH gradients that allow for better overall predictivity [32, 33]. Knowing the brain tissue binding allows total brain concentrations to be converted to unbound brain concentrations, for example, the drug concentration in ECF, which is the relevant fraction of drug able to traverse the brain cell membrane or interact with the brain therapeutic target. In the space of a few years, the measurements of unbound brain concentrations have been performed on thousands of compounds, whereas, prior to this, brain microdialysis was the only viable approach. In turn, this higher-throughput approach of measuring unbound brain concentrations has enabled CNS drug discovery scientists to shift their focus away from $K_p$ (e.g., the brain/blood or brain/plasma ratio based on total concentrations) as a tool to drive the optimization of CNS candidates and move toward $K_{puu}$, which is the ratio of the unbound concentrations in brain and blood (or plasma). The partition coefficient, $K_p$, encompasses plasma protein binding and brain nonspecific binding, so it represents a weak link to BBB transport process and pharmacological activity [10]. On the other hand, $K_{puu}$ represents the unbound concentration gradient across the BBB at steady state and can, therefore, be used as a more direct means to assess whether the BBB transporters are impacting distribution into brain ECF. If passive diffusion is the dominant process for drug passage across the BBB, then, at steady state, the unbound concentrations in blood (or plasma) and brain would be equal and, therefore, $K_{puu}$ would be unity. If an efflux transporter, such as P-gp, were acting at the BBB to shunt unbound drug back toward the blood stream, then a concentration gradient would be maintained and $K_{puu}$ would be less than 1, such as for loperamide, paclitaxel, saquinavir, and verapamil [34, 35]. Impairment of brain penetration may also occur for
very poor membrane-permeable drugs, such as atenolol (rat brain \(K_{\text{puu}} = 0.026\); [34]), which is unable to traverse the BBB to any significant extent (hence its use as a vascular marker for in situ perfusion studies). The magnitude of \(K_{\text{puu}}\) could exceed 1 if there is a facilitating process alongside passive diffusion, for example, an uptake transporter [33, 36]. \(K_{\text{puu}}\) provides a simple means for assessing the involvement of passive diffusion (close to unity) and active transport (much less or greater than unity). It is important to note that the relative contributions of passive and active processes cannot be elucidated directly from \(K_{\text{puu}}\) alone as it is a single point composite determination of all BBB transport processes. However, any concentration dependency noted in \(K_{\text{puu}}\) could help to deconvolute the relative contribution of active and passive transport as with in situ brain perfusion [7, 8].

The partition terms \(K_p\) and \(K_{\text{puu}}\) are related through the relationship described in Equation 5.3, where \(K_{\text{p,intrinsic}}\) represents the ratio of tissue binding in blood (or plasma) and brain [16]:

\[
K_p = K_{\text{p,intrinsic}} \cdot K_{\text{puu}}
\]

For compounds that passively diffuse across the BBB (e.g., where \(K_{\text{puu}}\) is equal to unity), \(K_p\) would correlate with the ratio of the relative tissue binding between blood (or plasma) and brain. Brain \(K_p\) measurements in humans using positron emission tomography (PET) ligands (e.g., biodistribution studies) and marketed CNS drugs (from human postmortem studies) have shown good agreement (generally within threefold) versus in vitro predictions of \(K_{\text{p,intrinsic}}\) [37]. Similarly brain \(K_p\) measurements from pig PET biodistribution studies have shown a good correlation with the corresponding in vitro \(K_{\text{p,intrinsic}}\) values [38]. Indeed, the in vivo \(K_p\) of loperamide in the pig is seen to shift to the line of identity when administered in conjunction with the P-gp inhibitor cyclosporine, suggesting that following inhibition of this transporter, the passive diffusion component for loperamide dominates.

Many marketed CNS drugs are weak bases, but this does not mean that acids are not able to diffuse passively across the BBB. Parepally et al. [8] showed that ibuprofen, flurbiprofen, and indomethacin were able to cross the rodent BBB rapidly in the in situ brain perfusion model from protein-free perfusate. Indeed, the BBB permeability of all three acids reduced markedly on introducing protein to the perfusate solution. Since the blood (or plasma) protein binding of acids is generally very high, it is the low unbound concentration that plays a major role in their poor brain penetration, rather than an intrinsic property of the acid class. The role of passive diffusion for the brain penetration of acids is further exemplified in Table 5.1 and Figure 5.3. The in vivo \(K_p\) values correlate well with the in vitro derived \(K_{\text{p,intrinsic}}\) measurements, indicating that \(K_{\text{puu}}\) is close to unity for these molecules.

Recent literature has questioned whether carrier-mediated transport is the prevalent means of drug uptake into tissues [39–41] or whether passive diffusion is a key mechanism too [42, 43]. In the case of the CNS, there are instances where marketed drugs are substrates for efflux transporters, but their efficacious brain exposure is still met. Table 5.2 shows the influence of P-gp on the brain exposure of several CNS drugs in a knockout mouse model, alongside \(K_p\), \(K_{\text{puu}}\), and PS. Although P-gp does
<table>
<thead>
<tr>
<th>Compound</th>
<th>Rat blood&lt;sup&gt;b&lt;/sup&gt; (% unbound)</th>
<th>Rat brain&lt;sup&gt;b&lt;/sup&gt; (% unbound)</th>
<th>Rat $K_{p,intrinsic}$&lt;sup&gt;c&lt;/sup&gt; (in vitro)</th>
<th>Rat $K_{p}$&lt;sup&gt;c&lt;/sup&gt; (in vivo)</th>
<th>Polar surface</th>
<th>cLog P</th>
<th>cp$K_{a}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GSK-A</td>
<td>0.00876</td>
<td>0.00635</td>
<td>1.38</td>
<td>0.93</td>
<td>65.5</td>
<td>7.9</td>
<td>3.09</td>
</tr>
<tr>
<td>GSK-B</td>
<td>0.207</td>
<td>0.225</td>
<td>0.92</td>
<td>0.53</td>
<td>73.3</td>
<td>6.3</td>
<td>3.09</td>
</tr>
<tr>
<td>GSK-C</td>
<td>0.031</td>
<td>0.027</td>
<td>1.14</td>
<td>0.52</td>
<td>68.2</td>
<td>7.3</td>
<td>3.18</td>
</tr>
<tr>
<td>GSK-D</td>
<td>0.139</td>
<td>0.152</td>
<td>0.92</td>
<td>0.39</td>
<td>73.3</td>
<td>6.5</td>
<td>3.22</td>
</tr>
<tr>
<td>GSK-E</td>
<td>0.078</td>
<td>0.236</td>
<td>0.33</td>
<td>0.2</td>
<td>56.6</td>
<td>7.1</td>
<td>0.96</td>
</tr>
<tr>
<td>GSK-F</td>
<td>0.047</td>
<td>0.089</td>
<td>0.53</td>
<td>0.18</td>
<td>70.5</td>
<td>7.1</td>
<td>3.09</td>
</tr>
<tr>
<td>GSK-G</td>
<td>0.041</td>
<td>0.165</td>
<td>0.25</td>
<td>0.17</td>
<td>47.7</td>
<td>7.6</td>
<td>3.66</td>
</tr>
<tr>
<td>GSK-H</td>
<td>0.021</td>
<td>0.047</td>
<td>0.46</td>
<td>0.05</td>
<td>97.9</td>
<td>6.8</td>
<td>1.25</td>
</tr>
<tr>
<td>GSK-I</td>
<td>0.019</td>
<td>0.371</td>
<td>0.05</td>
<td>0.05</td>
<td>47.1</td>
<td>7.3</td>
<td>2.73</td>
</tr>
<tr>
<td>GSK-J</td>
<td>0.112</td>
<td>2.609</td>
<td>0.04</td>
<td>0.05</td>
<td>90.8</td>
<td>4.1</td>
<td>4.20</td>
</tr>
<tr>
<td>GSK-K</td>
<td>0.320</td>
<td>1.880</td>
<td>0.17</td>
<td>0.05</td>
<td>74.3</td>
<td>4.9</td>
<td>4.30</td>
</tr>
<tr>
<td>GSK-L</td>
<td>0.206</td>
<td>6.680</td>
<td>0.03</td>
<td>0.05</td>
<td>49.1</td>
<td>4.7</td>
<td>4.53</td>
</tr>
<tr>
<td>Ibuprofen</td>
<td>1.60</td>
<td>29.64</td>
<td>0.05</td>
<td>0.03</td>
<td>40.5</td>
<td>3.7</td>
<td>4.08</td>
</tr>
<tr>
<td>Naproxen</td>
<td>1.80</td>
<td>54.16</td>
<td>0.03</td>
<td>0.02</td>
<td>50.7</td>
<td>2.8</td>
<td>4.06</td>
</tr>
<tr>
<td>Diclofenac</td>
<td>1.18</td>
<td>5.47</td>
<td>0.22</td>
<td>0.02</td>
<td>39.9</td>
<td>4.7</td>
<td>4.48</td>
</tr>
<tr>
<td>Flurbiprofen</td>
<td>0.63</td>
<td>12.89</td>
<td>0.05</td>
<td>0.01</td>
<td>40.5</td>
<td>3.8</td>
<td>3.03</td>
</tr>
<tr>
<td>Ketorolac</td>
<td>5.82</td>
<td>48.53</td>
<td>0.12</td>
<td>0.01</td>
<td>61.8</td>
<td>1.6</td>
<td>3.63</td>
</tr>
<tr>
<td>Indomethacin</td>
<td>0.57</td>
<td>5.92</td>
<td>0.10</td>
<td>0.01</td>
<td>68.3</td>
<td>4.2</td>
<td>4.26</td>
</tr>
</tbody>
</table>

<sup>a</sup> Reproduced from Ref. [30]. With kind permission of ASPET.

<sup>b</sup> Generated by means of equilibrium dialysis [30].

<sup>c</sup> Steady-state $K_p$ parameters generated from intravenous PK studies ($n = 3$ rats per compounds).
have an appreciable influence on the ultimate extent of brain penetration for these molecules, their intrinsic passive permeability is sufficient to drive an adequate unbound drug concentration in brain ECF. Other data supporting an important role for passive diffusion (alongside carrier-mediated effect) come from comparisons...
between wild-type and genetic knockout models for a range of BBB transporters such as ENT-1 [44], OATP1A4 [45], and others [46–50]. The change in $K_p$ is generally less than twofold. There does remain the possibility that other transporter processes are balancing both the uptake and efflux. For example, in vitro studies indicate that zolmitriptan is a substrate of P-gp, but also for the uptake transporter OATP1A2, which is expressed at high concentrations at the human BBB. In vivo, it is only possible to dissect out the individual contribution of these processes if a concentration dependency is observed in parameters such as PS, $K_p$, or $K_{p,uu}$. Taken with other information, there is strong evidence to confer that passive diffusion is at play [42].

IN SILICO MODELS

Many in silico brain distribution models are related to $K_p$ (e.g., log BB models) and often lipophilicity (log $P$ or log $D_{7.4}$) is a key component in the model’s characteristics [16]. As mentioned earlier, brain $K_p$ is a partition term often measured at or close to steady-state conditions. Binding to brain tissue shows a significant correlation to log $P$ [30] presumably as a result of the high lipid content within this organ [16]. Hence, factoring out the tissue binding effects is necessary for understanding what physicochemical properties of drug candidates truly impact passive permeability across the BBB. This can be addressed somewhat more readily by constructing in silico permeability models that are based on in situ brain perfusion data or $K_{p,uu}$ partition measures. Fridén et al. [34] showed that lipophilicity is not a strong determinant for the magnitude $K_{p,uu}$; rather the number of hydrogen bond acceptors is the dominant term, where unbound brain exposure is in general inversely related to the number of hydrogen bond acceptor of the drug. Similarly, Chen et al. [51] compared and contrasted the key descriptors in silico for $K_p$ and $K_{p,uu}$ for a common set of molecules. Again reduced hydrogen-bonding potential figured prominently for increasing $K_{p,uu}$ along with topology descriptors that estimate molecular linearity. Conversely, for $K_p$, the key model determinants were log $P$ and polar surface area. It is both notable and intriguing that lipophilicity plays no role despite these molecules all needing to traverse the BBB in vivo and the ensuing lipid membranes.

PAMPA-BBB data provide a useful means to investigate the molecular properties that influence passive diffusion since the artificial membranes are devoid of transport systems. Several in silico modeling examples have been reported based on linear free energy relationship (LFER) approaches [21, 52, 53]. Tsinman et al. [21] suggested a series of compound progression criteria for enhancing passive diffusion, including high dispersion forces for acids (introducing more polarisable n- and pi-electrons) and low dispersion forces for bases (solute dipolarity/polarizability). More recently, Abraham [54] described a general equation for permeation rate through the BBB, based on the modeling of PS data. This analysis introduces additional terms related to ion–solvent interactions for cations and anions alongside hydrogen bonding and the McGowan volume.
SUMMARY

Passive permeability plays an important role in the transfer of drug molecules across the BBB, as demonstrated by a range of correlations with artificial membranes, in situ brain perfusion techniques, and $K_{p,\text{intrinsic}}$ and $K_{p,\text{uu}}$ data. Sufficient literature exists for the generation of refined in silico predictive models of passive diffusion based on PAMPA-BBB and PS measurements. Such approaches can be adapted and readily exploited by medicinal chemistry in a drug discovery setting, establishing structure–activity relationships and correlating with drug-like properties and pharmacological activity. Acids, bases, and zwitterions are all able to traverse the BBB. There is a substantial background of evidence to support the importance of passive diffusion and there is an emerging body of evidence highlighting the importance of drug transporters from both an uptake and efflux perspective, particularly P-gp-mediated drug efflux (Table 5.2).

However, in order to further understand the importance of drug transporters and evaluate the possibility of exploiting their potential, several key questions still remain. There is still a compelling requirement for an agreed and accepted unified in vitro model that would enable a reliable and meaningful comparison and integration of basic permeability data from different laboratories and chemical series. Ideally, such a model would focus on mimicking the human BBB; however, potential species differences in transporter expression and function may require further study, especially when considering clinical therapeutic safety margins relative to preclinical safety data. The importance and understanding of BBB passive diffusion and drug transporters in the clinical setting should also be considered and, if necessary, factored into the screening strategy sooner rather than later. Finally, it is important to remember that while drug permeability per se is essential in order to access the site of action, optimizing and ranking compounds on the basis of “the faster the delivery and the greater the total amount delivered, the better” is no longer acceptable. The permeability rate and the extent of drug permeation required must always be contextualized with respect to the desired target engagement and hence the PD response.
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TRANSPORT MODELS SURROGATED FOR THE BLOOD–BRAIN BARRIER

The development of central nervous system (CNS) drugs presents formidable challenges to drug discovery from both biological and chemical perspectives [1]. CNS drugs have low probability of success relative to other therapeutic areas in part due to the complexities of achieving therapeutic drug levels in the CNS while maintaining potency and other drug-like properties. The blood–brain barrier (BBB) is the primary constraint to achieving therapeutic drug exposure in the brain. It is comprised of a dense network of microvessels which are uniquely adapted to pose a selective barrier between the blood and the CNS compartments [2, 3]. These microvessels are nonfenestrated and neighboring cells are sealed by tight junctions, which prevents free diffusion of hydrophilic molecules between the two compartments. Consequently CNS penetration is primarily limited to transcellular transport in which membrane-permeable compounds transit the lumenal and ablumenal endothelial cell membranes. This route
of entry to the CNS is strongly attenuated by efflux transporters on the lumenal membrane of the microvessels. P-glycoprotein (P-gp) is the most prominent efflux transporter in the BBB, regulating CNS concentrations of a wide variety of structurally diverse compounds. Polli and coworkers [4] compared P-gp efflux and passive transport characteristics for CNS and non-CNS marketed drugs, showing that for the most part CNS drugs have higher permeability and very low P-gp transport compared to drugs acting on systemic compartments. Consequently, development of CNS-active drugs restricts chemical space to constraints compatible with low P-gp efflux and high membrane permeability while retaining features for potent target engagement, low toxicity, and favorable pharmacokinetic and physical chemical properties.

The physiology of the BBB is uniquely adapted to maintain selective chemical communication between the systemic circulation and the CNS [5]. The density of microvessels in the brain is very high with intercapillary distance of 40 μm (roughly two cell widths between microvessels) [2]. Consequently the brain is highly perfused, and steady-state unbound concentrations of drugs in the blood and CNS compartment are achieved rapidly for most drugs. Under these conditions the distribution of drug in both compartments can be represented as in Figure 6.1. In the absence of active transport (efflux or active uptake), passive diffusion drives equilibration of unbound drug between the blood and CNS. P-gp-mediated transport from the CNS to the blood generates higher unbound drug concentrations in the blood such that passive diffusion from the blood to the central compartment equals the flux in the opposite direction (passive transport from the central compartment to the blood plus P-gp-mediated drug flux from the CNS). Consequently, the unbound concentrations of drug in the blood relative to unbound concentrations in the CNS are the product of both passive and active transport [6]. To generate meaningful structure–activity relationship (SAR), the source of data should closely reflect P-gp involvement in CNS distribution and consequently should reflect the active efflux by P-gp.

![FIGURE 6.1 Drug distribution across the blood–brain and blood–CSF barriers.](image)
relative to passive permeability. Although several types of *in vitro* assays for P-gp can be applied to identify P-gp substrates and characterize P-gp kinetic parameters, the bidirectional transport assay is the most relevant to evaluate CNS distribution and is the most widely used model in practice. The typical bidirectional transport assay is illustrated in Figure 6.2. Cells are grown on permeable filter supports and drug transport in the basolateral (B) to apical (A) direction and the A to B direction is measured. The ratio of B to A relative to A to B transport in P-gp-expressing cells is used as a measure of P-gp transport. In the absence of P-gp efflux the ratio is 1, while P-gp-facilitated transport in the B to A direction and P-gp-attenuated transport in the A to B directions result in a ratio greater than 1 for P-gp substrates. In practice compounds with transport ratios greater than 2 to 3 are considered to be significant P-gp substrates. It is important to note that similar to distribution across the BBB, transport ratios from bidirectional transport studies are not a pure measure of P-gp activity alone, but rather reflect the flux mediated by P-gp relative to the passive membrane permeability of a drug (i.e., when two drugs have the same P-gp kinetic parameters but different passive permeability, the drug with higher passive permeability will have a lower B to A/A to B ratio). In this regard, transport ratios determined in the bidirectional transport models may have direct relevance to the impact of P-gp on CNS exposure. Indeed, transport ratios in this type of bidirectional transport assay have been shown to directly correlate with the impact of P-gp *in vivo*. Studies with P-gp-deficient and P-gp-competent mice evaluating P-gp impact on brain/plasma ratios showed a strong correlation between P-gp’s impact on *in vivo* and *in vitro* transport ratios in mouse mdr-1a expressing LLC-PK1 cells [7]. More recently, studies (Fig. 6.3) have shown that approximations of CNS concentrations can be directly extrapolated from unbound plasma concentrations corrected for *in vitro* P-gp transport ratios for rodents and monkeys [8–11]. The implication of this correlation is that SAR established from bidirectional transport data should translate from *in vitro* to *in vivo*. Moreover, incremental improvements in *in vitro* P-gp transport ratios can be built upon to improve CNS exposure.

**FIGURE 6.2** Model depicting kinetic properties of transport across P-gp-expressing epithelial cell models.
P-gp transport is different from many substrate–protein interactions, such as those seen in enzymes. First, P-gp recognizes and transports very disparate chemical structures. Second, in contrast to conventional enzyme–substrate interactions that occur in the aqueous phase, P-gp substrates diffuse into the cytosolic leaflet of the plasma membrane, are extracted from hydrophobic membrane location, and then transported.

**FIGURE 6.3** Correlation of *in vitro* P-gp transport on distribution of unbound drug in blood and (a) CSF or (b) unbound brain concentrations.

**P-gp TRANSPORT MECHANISMS AND DRUG PROPERTIES**

P-gp transport is different from many substrate–protein interactions, such as those seen in enzymes. First, P-gp recognizes and transports very disparate chemical structures. Second, in contrast to conventional enzyme–substrate interactions that occur in the aqueous phase, P-gp substrates diffuse into the cytosolic leaflet of the plasma membrane, are extracted from hydrophobic membrane location, and then transported.
through an aqueous channel into the aqueous extracellular compartment. Evidence for extraction of drugs from the inner leaflet of the plasma membrane was first generated using fluorescent P-gp substrates. Fluorescence resonance energy transfer studies on P-gp containing inside-out plasma membrane vesicles demonstrated that the fluorescent P-gp substrate Hoechst 33342 is extracted from the inner leaflet of the bilayer [12]. Since Hoechst 33342 fluorescence is low in an aqueous environment, the kinetics of changes in Hoechst 33342 fluorescence further indicated that Hoechst 33342 was released directly into an aqueous compartment following by a slow passive reassociation with the outer leaflet of the bilayer. Taken together, these results indicate that P-gp can extract compounds from the cytoplasmic leaflet of the bilayer and transport the compounds directly into the extracellular aqueous medium.

Further resolution of the mechanism of P-gp substrate interactions comes from high resolution crystal structures of P-gp and closely related proteins. Three Angstrom resolution of the prokaryotic P-gp ortholog Sav1866 [13], and 3.8 Å resolution crystal structures of mouse apo-P-gp and drug-bound P-gp proteins further [14] support substrate recognition occurring within the membrane. The structure revealed a 6000 Å³ internal cavity lined by 12 transmembrane α-helical stretches through which drug is transported to extracellular fluid. This channel is accessible through two portals in the cytosolic leaflet of the plasma membrane allowing direct extraction of drug from the membrane for transport. Co-crystals of the P-gp with bound stereo-isomers QZ59-RRR and QZ59-SSS revealed distinct drug binding sites for each isomer consistent with H (Hoechst) and R (rhodamine) binding sites previously proposed based on inhibition studies [14]. These sites contain primarily hydrophobic and aromatic amino acids. Within the internal channel 46 amino acid residues are associated with the translocation pathway with electrostatic interactions including cation–π, CH–π, and π–π recognition involved in protein–drug interactions. Translocation of drugs through the channel is associated with large structural changes in P-gp linked to hydrolysis of ATP [14] catalyzed by the two nucleotide-binding domains. Conformational changes are transmitted from the nucleotide-binding domains to the transmembrane helices as detected by biophysical and biochemical approaches [15–18], and modeled using targeted molecular dynamics [19]. Molecular dynamic simulations suggest substantial rearrangement of the transmembrane domains resulting in an open conformation in which the drug could dissociate to the extracellular space.

Based on this discussion it is clear that the bidirectional transport ratios being used to establish SAR are the composite of multiple processes and not solely the product of substrate–protein interactions. Establishment of SAR for P-gp efflux entails identification of properties associated with highly complex series of events. Since the measure for P-gp efflux (transport ratios) are determined by passive permeability, membrane partitioning and drug–P-gp interactions, the factors defining drug transport will reflect chemical properties that influence each of these factors. Consequently individual physical and chemical descriptors in isolation may not have consistent effects on P-gp transport across different compounds. The influence of these descriptors may have distinct effects on membrane partitioning, passive permeability, and P-gp interactions. Moreover, descriptors defining bidirectional transport ratios for drugs may be distinct from those that solely define docking with the P-gp.
ESTABLISHMENT OF SAR IN DISCOVERY PROGRAMS

For CNS programs knowing the SAR for P-gp transport can help maximize CNS exposure and minimize systemic exposure. SAR can be generated for a narrow set of analogs from a specific discovery program, or it can be generated for a large number of diverse compounds. In the first case, specific SAR can be resolved within the narrow chemical space determined by the pharmacological target which may not be resolved in more diverse chemical space. The impact of specific substituents on P-gp transport can be evaluated by comparison of analogous compounds in a structural template with different functional groups at defined positions. An example of this approach is illustrated in Figure 6.4. For this structural series, groups which tend to confer greater P-gp efflux tend to increase hydrogen bond acceptor and donor count, while modifications which lower P-gp efflux tend to lower pK$_a$ of basic groups and present steric hindrance around hydrogen bond donors and acceptors or lower hydrogen bond potency. Combining this template specific information with SAR guidance from broader quantitative structure–activity relationship (QSAR) studies enables us to prospectively inform further chemical synthesis for a more efficient route to designing out P-gp transport, while maintaining other essential drug properties.

In Silico Models for P-gp Efflux: QSAR

Consideration of simple physical parameters gives some insight for P-gp activity. For example, P-gp substrates are more likely to have high polar surface areas and/or more hydrogen bond donors. Any single physical parameter is very weakly predictive (e.g., $R^2 \sim 0.2$). However, more complicated models using detailed chemical information are likely to make more accurate predictions. To this end, we generated a number of QSAR models based on P-gp activity. Having the models (i) allows a

<table>
<thead>
<tr>
<th>Groups which confer P-gp susceptibility</th>
<th>Modifications which reduce P-gp susceptibility</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image" alt="Chemical functional groups" /></td>
<td><img src="image" alt="Chemical functional groups" /></td>
</tr>
</tbody>
</table>

**FIGURE 6.4** Chemical functional groups conferring high and low susceptibility to P-gp efflux.
better understanding of the mechanism of P-gp efflux and identifying structural and chemical characteristics of molecules conferring substrate properties, (ii) permits virtual screening of compounds to assess the impact of novel structural changes, and (iii) gives informed prospective guidance on structural modifications to minimize P-gp efflux. To generate a QSAR model, we need three things: (i) a set of molecules where each molecule has an activity, since we want to be able to predict (the “activities”), (ii) a way of describing the chemical structures of the molecules (the “descriptors”), and (iii) a statistical method of relating the activities to the descriptors (the QSAR method). Activities and descriptors together form the “training set” for the model. Typically a model is built from the entire training set and predictions for new compounds are made against that model. In house, we have data for more than 10,000 diverse compounds. We find that the most useful models use the log of the BA/AB ratio as the “activity.” A variety of QSAR methods and descriptors were evaluated. Based on the cross-validation, the “best” models apply the random forest QSAR method [20, 21] with the following descriptors: AP [22], DP [23], and MOE_2D descriptors (Molecular Operating Environment (MOE), Version 2010, release 10, Chemical Computing Group, Montreal, Canada, 2009 (www.chemcomp.com)). Correlations between the cross-validated predicted ratios and observed ratios are shown in Figure 6.5. While the MOE_2D descriptors are computable physical

![Random forest AP, DP, MOE_2D](image)

**FIGURE 6.5** Observed log(BA/AB) versus cross-validated (CV) prediction of log(BA/AB) for human P-gp at 1 μM. This uses random forest as a QSAR method and AP, DP, and MOE_2D as the descriptor combination.
properties, the AP and DP descriptors contain information about specific chemical groups. Some atom pair descriptors (AP, DP) also have strong contributions to determining BA/AB ratios separate from their impact on the global physical chemical properties of molecules. The contribution of descriptors can be highlighted in individual molecules. This is done by removing each atom in turn and examining how the prediction of the model changes. Figure 6.6 shows two molecules with high BA/AB ratios with the atoms colored according to the contributions of their descriptors to log(BA/AB). Redder colors represent those atoms with descriptors associated with higher log(BA/AB). With this type of display one would look to modify the atoms that contribute most positively to activity.

**FIGURE 6.6** (a) Verapamil and (b) indinavir substrates for P-gp colored to represent the contribution of atoms to log (BA/AB) activation. The convention is that redder atoms are associated with descriptors that increase activity and blue atoms with descriptors that decrease activity. For color detail, please see color plate section.
In Silico Models for P-gp Efflux: Molecular Docking–Based Models

Recent high-resolution crystal structures for mouse P-gp and bacterial P-gp orthologs have made molecular docking studies possible. While QSAR studies can illuminate features of compounds associated with bidirectional transport studies, molecular docking studies can resolve specific modification to alter drug–P-gp interactions. To understand P-gp susceptibility of a series of GPCR compounds, docking studies were carried out on a homology model of human P-gp. The human P-gp model was generated based on the crystal structure of mouse P-gp [14]. The overall homology between the two proteins is 87% and even higher in the transmembrane domain. Due to substrate promiscuity of P-gp and the large volume cavity in the transmembrane domain, docking studies are very challenging in the sense that it is hard to pick out the true site of interaction of substrates with P-gp. However, incorporating SAR and mutagenesis information can help. Table 6.1 shows the SAR relationship of three related compounds 1, 2, and 3. Docking of these three compounds to the cavity of the transmembrane domain of the human P-gp model generated multiple docking poses. All the poses were examined with a docking score, common poses of these three compounds, and SAR (BA/AB ratio), and the pose that explains the SAR best of all was selected as shown in Figure 6.7. This pose was used to optimize this series of compounds further. Figure 6.7 illustrates the interaction between Compound 1 and P-gp while SAR is tabulated in Table 6.1.

### Table 6.1 Influence of halogen placement on p-gp and efflux

<table>
<thead>
<tr>
<th>Compounds</th>
<th>BA/AB</th>
<th>Structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8.6</td>
<td><img src="image1" alt="Structure" /></td>
</tr>
<tr>
<td>2</td>
<td>2.2</td>
<td><img src="image2" alt="Structure" /></td>
</tr>
<tr>
<td>3</td>
<td>2.8</td>
<td><img src="image3" alt="Structure" /></td>
</tr>
</tbody>
</table>

CF₃ or CCl₃ adjacent to the amide in Compounds 2 and 3 attenuate the hydrogen bond potency relative to Compound 1 in which a methylene spacer is present. Removal of the methylene spacer also weakens hydrophobic interactions with Phe994 in P-gp due to longer distance.
carbonyl oxygen of the amide group of Compound 1 is making a hydrogen bond with the side chain of Gln990 while the CF₃ group is in hydrophobic contact with the phenyl ring of Phe994. Direct attachment of CF₃ and CCl₂ to the amide groups of Compound 2 and Compound 3, respectively, by removing a carbon between them, results in attenuation of the hydrogen bond with Gln990 as well as the hydrophobic interaction with Phe994. This affirms a decrease in partial charges of the carbonyl oxygen of Compound 2 in Table 6.2. Due to an electron-withdrawing group in the neighborhood, the ability of carbonyl oxygen to make a hydrogen bond decreases.

**CONCLUSIONS**

Since initial studies in mdr-1a and mdr-1a and b deficient mice, P-gp has been widely recognized as a major obstacle to the discovery of CNS-active drugs. Recently, SAR-based approaches have emerged to more efficiently minimize P-gp liabilities to enhance CNS drug exposure. Establishment of these strategies was in part due to the
development of in vitro transport models reflecting P-gp’s impact on CNS exposure, better understanding of P-gp’s role in regulating CNS exposure, establishment of large data sets on diverse compounds for QSAR analysis, and more sophisticated understanding of P-gp structure and transport mechanism. Global SAR, as well as SAR confined to the target restricted chemical space, can prospectively inform compound optimization. Currently, empirically defined SAR for P-gp-mediated directional transport can inform on components that influence the overall transport process (passive permeability, membrane partitioning, and P-gp transport). Refinements to molecular docking and molecular dynamic simulations should further enhance these approaches by focusing on features of drugs specifically involved in P-gp interactions. Appropriate application of these approaches should accelerate identification of compounds with good CNS penetration, ultimately resulting in improved probability of success.
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INTRODUCTION

The blood–brain barrier (BBB) is essential to protect the central nervous system (CNS) from potentially harmful agents in the peripheral circulation; however, it also prevents potential therapeutics from reaching the site of action. It is estimated that 98% of all small molecules do not cross the BBB [1], which presents great challenges to CNS drug discovery. Efflux transport is a major determinant of drug disposition to the CNS. Several adenosine triphosphate (ATP)-dependent efflux pumps from the ATP-binding cassette (ABC) superfamily (P-glycoprotein (P-gp), BCRP, MRP4, and MRP5) have been localized at the luminal side of human brain capillary endothelial cells [2] and P-gp and BCRP have been shown to play an important role in limiting entry of various drugs into the CNS [3, 4]. Efflux transporter and passive permeability assays are usually placed early in the CNS drug discovery screening cascade. Prioritized compounds from the in vitro experiments are further assessed in rodent brain penetration studies. Compounds with high passive permeability that are not efflux transporter substrates and have unbound brain to unbound blood concentration ratio ($K_{puu}$ Brain) >0.4 in animals show good CNS penetration in humans [5]. Besides the impact of passive permeability and efflux transport, physicochemical properties affect the possibility of a compound to cross the BBB. PSA <70Å, HBD 0–1, cLogP 2–4, cLogD (pH 7.4) 2–4, and molecular weight <450 are preferred for a CNS drug [6]. In the real life of drug discovery, medicinal chemists have to balance
many parameters. Compounds with preferred physicochemical properties may not have potency at the therapeutic target and/or selectivity from off-target effects. Is there an alternative approach to deliver drugs to the brain for compounds with suboptimal physicochemical properties for brain penetration? Uptake transporters may provide a solution for CNS drug delivery across the BBB (Fig. 7.1). The role of uptake transporters for drug disposition in liver, gastrointestinal (GI) tract, and kidney has been well illustrated; however, their role at the BBB is not well understood. The International Transporter Consortium has revealed that uptake transporters OATP1A2 and OATP2B1 are on the luminal membrane of the BBB [2]. In addition, large neutral amino acid transporter 1 (LAT1), equilibrative nucleoside transporter 1 (ENT1), and monocarboxylate transporter 1 (MCT1) are also expressed on the human BBB [7]. In this chapter, the following aspects of BBB uptake transporters will be described: evidence of apical or luminal expression on the BBB, substrate specificity, structure–activity relationship (SAR), feasibility, and limitations to apply the uptake transporters for CNS drug discovery and strategies to address the limitations.

**OATP1A2**

OATP1A2 is also known as human OATP-A or OATP1 and its gene (*SLCO1A2*) belongs to the *SLCO* family (previously called SLC 21 family). *SLCO1A2* is located on chromosome 12p12 and the encoded 670 amino acid OATP1A2 glycoprotein has 12 transmembrane domains. OATP1A2 has the highest mRNA expression in the brain and is also observed in the liver, intestine, kidney, lung, and testis [8]. OATP1A2 protein expression was confirmed in the BBB, at the apical membrane of distal nephrons, at the apical membrane of enterocytes, and at the apical membrane of cholangiocytes [9, 10]. Bronger et al. [11] revealed that OATP1A2 protein is expressed in the luminal membrane of endothelial cells forming the human BBB, but not in astrocytes and neurons [9, 10], by immunohistochemical staining. OATP1A2 has been shown to transport a broad spectrum of substrates, including both

---

**FIGURE 7.1** Uptake transporters at the human BBB.
endogenous compounds and clinically relevant pharmaceuticals [12]. As with the other human OATP transporters, OATP1A2 transports more amphipathic substrates, including bile salts, thyroid hormones, steroid conjugates, organic dyes, and anionic oligopeptides as well as several pharmaceuticals and xenobiotics. To reveal structural features frequently observed in OATP1A2 substrates, which, thus, likely contributing to OATP1A2 binding, we analyzed 26 reported OATP1A2 substrates (Table 7.1). Out of the 26 OATP1A2 substrates [13,14], 22 contained carboxylic or sulfonic acid, or functional groups which can be converted to the corresponding anion in vivo. The anionic center is obviously a featured functional group for the substrates of the organic anion transporter family. In addition to compounds with a single anion, compounds possessing two anionic centers are also observed in OATP1A2 substrates such as BSP and methotrexate. Other types of ionic moieties appearing in OATP1A2 substrates are zwitterions (Deltorphin II, DPDPE, fexofenadine, and levofloxacin) and cations (N-methylquinine, imatinib, erythromycin, rocuronium, and saquinavir).

Of the 26 compounds, 10 (bamet-UD2, bamet-R2, chlorambucil taurocholate, DHEAS, estradiol-17b-glucuronide, glycocholate, ouabain, rocuronium, TCA, and TUDCA) are steroids. Among the 5 instances of the 10 stereoidal compounds with reported $K_m$ (Bamet-R2, Bamet-UD2, DHEAS, TCA, and TUDCA), the positive relationship between molecular lipophilicity (cLog$P$) and OATP1A2 binding affinity ($-\log K_m$) can be readily recognized. The result is consistent with that derived from a total of 16 OATP1A2 substrates with reported $K_m$ (DPDPE, bamet-R2, bamet-UD2, BSP, DHEAS, deltorphin II, fexofenadine, levofloxacin, methotrexate, N-methylquinine, ouabain, pitavastatin, rosuvastatin, saquinavir, TCA, and TUDCA), where the square of the correlation coefficient between $-\log K_m$ and cLog$P$ is 0.46.

The distance between the anion and the geometry center of the hydrophobic steroid scaffold should play a role in OATP1A2 binding affinity, but the relationship between the distance and $K_m$ could not be established due to the small number of compound samples with $K_m$ values reported.

**Uptake of Triptans by OATP1A2**

Cheng et al. [15] have established a robust BacMam2-OATP1A2 transduced HEK293 system. Thirty-six CNS marketed drugs have been evaluated in this cell culture system. Hydrophilic triptans, 5-HT$\text{_{1B/1D}}$ receptor agonists for the treatment of migraine attacks, were identified as efficient OATP1A2 substrates. The triptans have relatively low molecular weights (MW, 243–382), are hydrophilic (cLog$D_{7.4} < 0.5$), and are positively charged at physiological pH ($pK_b < 5$). These findings contrast with our intuition that OATPs favor negatively charged and large molecules as their efficient substrates. The $K_m$ values were greater than 1 $\mu$M for the triptans. Unbound plasma concentrations of triptans are typically less than 300 nM in patients [16]. The results suggest that the OATP1A2 uptake transporter function is unlikely saturated at therapeutic concentrations for the triptans. As some solute carrier (SLC) transporters, such as MATE1 and MATE2K, mediate efflux of substrates from cells in the kidney and the liver [17], a SLC transporter localized at the apical side of BBB, such as OATP1A2, does not necessarily imply that it must be involved in drug uptake into the
<table>
<thead>
<tr>
<th>Compound</th>
<th>Structure</th>
<th>$K_m$ (μM)</th>
<th>cLogP</th>
<th>Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>[d-penicillamine 2,5] enkephalin (DPDPE)</td>
<td><img src="image1" alt="Structure" /></td>
<td>202</td>
<td>0.97</td>
<td>Zwitterion</td>
</tr>
<tr>
<td>Bamet-R2</td>
<td><img src="image2" alt="Structure" /></td>
<td>24</td>
<td>1.71</td>
<td>Anion</td>
</tr>
<tr>
<td>Bamet-UD2</td>
<td><img src="image3" alt="Structure" /></td>
<td>14</td>
<td>4.18</td>
<td>Anion</td>
</tr>
<tr>
<td>Compound</td>
<td>Structure</td>
<td>K&lt;sub&gt;m&lt;/sub&gt; (μM)</td>
<td>LogP</td>
<td>Classification</td>
</tr>
<tr>
<td>--------------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>------</td>
<td>----------------</td>
</tr>
<tr>
<td>d-penicillamine 2,5</td>
<td><img src="image1.png" alt="Structure" /></td>
<td>202</td>
<td>0.97</td>
<td>Zwitterion</td>
</tr>
<tr>
<td>enkephalin (DPDPE)</td>
<td><img src="image2.png" alt="Structure" /></td>
<td>24</td>
<td>1.71</td>
<td>Anion</td>
</tr>
<tr>
<td>Bamet-R2</td>
<td><img src="image3.png" alt="Structure" /></td>
<td>14</td>
<td>4.18</td>
<td>Anion</td>
</tr>
<tr>
<td>BQ-123</td>
<td><img src="image4.png" alt="Structure" /></td>
<td>20</td>
<td>0.8</td>
<td>Multi-anion</td>
</tr>
<tr>
<td>Bromosulfo-phthalein</td>
<td><img src="image5.png" alt="Structure" /></td>
<td>20</td>
<td>0.8</td>
<td>Multi-anion</td>
</tr>
<tr>
<td>(BSP)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chlorambucil</td>
<td><img src="image6.png" alt="Structure" /></td>
<td>20</td>
<td>0.8</td>
<td>Anion</td>
</tr>
<tr>
<td>taurocholate</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(Continued)
<table>
<thead>
<tr>
<th>Compound</th>
<th>Structure</th>
<th>$K_m$ (μM)</th>
<th>cLogP</th>
<th>Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dehydroepiandrosterone-3-sulfate (DHEAS)</td>
<td><img src="image1.png" alt="Structure" /></td>
<td>6.6</td>
<td>3.01</td>
<td>Anion</td>
</tr>
<tr>
<td>Deltorphin II</td>
<td><img src="image2.png" alt="Structure" /></td>
<td>330</td>
<td>-2.55</td>
<td>Zwitterion</td>
</tr>
<tr>
<td>d-Penicillamine</td>
<td><img src="image3.png" alt="Structure" /></td>
<td></td>
<td></td>
<td>Zwitterion</td>
</tr>
<tr>
<td>Estradiol-17β-glucuronide</td>
<td><img src="image4.png" alt="Structure" /></td>
<td></td>
<td></td>
<td>Anion</td>
</tr>
</tbody>
</table>
Erythromycin

Fexofenadine

Glycocholate

Imatinib
<table>
<thead>
<tr>
<th>Compound</th>
<th>Structure</th>
<th>$K_m$ (μM)</th>
<th>cLogP</th>
<th>Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Levofloxacin</td>
<td><img src="image1" alt="Levofloxacin Structure" /></td>
<td>136</td>
<td>-0.51</td>
<td>Zwitterion</td>
</tr>
<tr>
<td>Methotrexate</td>
<td><img src="image2" alt="Methotrexate Structure" /></td>
<td>457</td>
<td>-0.53</td>
<td>Multi-anion</td>
</tr>
<tr>
<td>N-methylquinine</td>
<td><img src="image3" alt="N-methylquinine Structure" /></td>
<td>5.1</td>
<td>0.21</td>
<td>Cation</td>
</tr>
<tr>
<td>Ouabain</td>
<td><img src="image4" alt="Ouabain Structure" /></td>
<td>5500</td>
<td>-1.66</td>
<td>Anion</td>
</tr>
</tbody>
</table>
Pitavastatin  3.4   3.59  Anion

Pravastatin  Anion

Prostaglandin E2  Anion

Rocuronium  Multi-cation

(Continued)
**TABLE 7.1  (Continued)**

<table>
<thead>
<tr>
<th>Compound</th>
<th>Structure</th>
<th>$K_m$ (μM)</th>
<th>cLogP</th>
<th>Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rosuvastatin</td>
<td><img src="image" alt="Rosuvastatin Structure" /></td>
<td>2.6</td>
<td>1.9</td>
<td>Anion</td>
</tr>
<tr>
<td>Saquinavir</td>
<td><img src="image" alt="Saquinavir Structure" /></td>
<td>36.4</td>
<td>4.73</td>
<td>Cation</td>
</tr>
<tr>
<td>Taurocholate (TCA)</td>
<td><img src="image" alt="Taurocholate (TCA) Structure" /></td>
<td>60</td>
<td>-0.01</td>
<td>Anion</td>
</tr>
<tr>
<td>Taurourso-deoxycholate (TUDCA)</td>
<td><img src="image" alt="Taurourso-deoxycholate (TUDCA) Structure" /></td>
<td>19</td>
<td>2.08</td>
<td>Anion</td>
</tr>
</tbody>
</table>
brain. Cheng et al. [15] have transduced BacMam2-OATP1A2 into Madin–Darby canine kidney cells (MDCKII), which are a commonly used *in vitro* model to study drug transport across the BBB [18], and demonstrated that OATP1A2 was specifically expressed on the apical membrane of the MDCKII monolayer and was capable of facilitating transport of triptans across the MDCKII monolayer from the apical to the basolateral side.

**SAR Analysis of Triptan Analogs at OATP1A2**

The SAR was studied with triptan structural analogs at OATP1A2 [15]. One common structural moiety observed from triptan marketed drugs is a basic amine atom in the R2 substituents (Table 7.2). To understand the significance of the amine atom in OATP1A2-mediated uptake, we intentionally included two compounds (17 and 18) with no amine in R2 while maintaining the same R1 group as that in zolmitriptan. Zolmitriptan had an OATP1A2-mediated uptake rate of 42.2 pmol/min/mg, whereas compounds 17 and 18 showed uptake rates at 0.00 and 3.16 pmol/min/mg protein, respectively. The basic amine atom is protonated at physiological pH. These results indicate that the positively charged basic amine is essential for efficient OATP1A2-mediated uptake. Further comparison of uptake rates for compounds with primary (5), secondary (6), or tertiary amines (e.g., sumatriptan) suggests that uptake rate is in the order of tertiary > secondary > primary. Visual analysis of R1 substituents shows that electron-rich sulfonamide and amide functional groups exist in all compounds with high OATP1A2-mediated uptake rates. These results reveal that all efficient OATP1A2 substrates bear both an electron-rich functional group and a positively charged basic amine, characterized as an amphipathic pharmacophore. Among the compounds with R1s comprising a sulfonamide group, only two compounds, 12 and 13, showed an uptake rate higher than 100 pmol/min/mg protein. Both 12 and 13 possess a phenyl ring in addition to the sulfonamide in their R1s. In contrast, other sulfonamide-containing compounds with lower uptake rates, such as 1, 3, 5, 6, 9, 10, and 11, have only small alkyl groups. The structure–uptake rate relationship indicates that an aromatic ring system in R1 can enhance uptake rate. An amphipathic pharmacophore does not guarantee that a compound will be a good OATP1A2 substrate. A large variation in uptake rate was observed from compound 5’s 1.14 to compound 13’s 202 pmol/min/mg protein. To reveal major factors influencing OATP1A2-mediated uptake rate, a training set (compounds 1–16) was composed for a quantitative SAR study, such that all the compounds contain either N-methylmethanesulfonamide in R1 or dimethyl(ethyl)amine in R2. Among over 200 two-dimensional molecular descriptors, OATP1A2-mediated uptake rate forms a linear regression with van der Waals volume (vdw_vol). OATP1A2-mediated uptake rate = 0.94 × vdw_vol – 351 (N=16, $r^2=0.72$, $s_b=32.4$, $F^*=35.2$, $q^2*=0.61$, $S_{\text{PRESS}}^2=37.9$). Here, $a$ is the conventional value of correlation coefficient, $b$ is standard deviation, $c$ is $F$ statistic value from an $F$-test, $d$ is leave-one-out cross-validated correlation coefficient, and $e$ is standard deviation for the sum of square predicted errors. The leave-one-out cross-validated correlation coefficient equal to 0.61 reflects good correlation. The model suggests that molecules with larger size (up to 548Å$^3$) give
<table>
<thead>
<tr>
<th>Compound</th>
<th>R1</th>
<th>R2</th>
<th>OATP1A2-mediated uptake rate (data in parentheses were uptake rate from nontransduced HEK293 Cells) (pmol/min/mg protein)</th>
<th>vdw_vol (Å³); MW (Dalton)</th>
<th>cLogD&lt;sub&gt;7.4&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (Almotriptan)</td>
<td></td>
<td></td>
<td>30.0 ± 2.6*** (5.75 ± 0.61)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 (Rizatriptan)</td>
<td></td>
<td></td>
<td>19.6 ± 0.6*** (2.87 ± 0.19)</td>
<td>389; 269</td>
<td>-0.8</td>
</tr>
<tr>
<td>3 (Sumatriptan)</td>
<td></td>
<td></td>
<td>11.7 ± 0.8*** (1.27 ± 0.22)</td>
<td>398; 295</td>
<td>-1.4</td>
</tr>
<tr>
<td>4 (Zolmitriptan)</td>
<td></td>
<td></td>
<td>42.1 ± 4.4*** (1.16 ± 0.34)</td>
<td>406; 287</td>
<td>-1.5</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>NH₂</td>
<td>1.14 ± 0.39** (0.402 ± 0.089)</td>
<td>345; 267</td>
<td>-3.1</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td>6.80 ± 1.33*** (0.311 ± 0.085)</td>
<td>371; 281</td>
<td>-3.0</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td>14.1 ± 1.6*** (0.675 ± 0.03)</td>
<td>372; 260</td>
<td>-1.2</td>
</tr>
<tr>
<td>Compound</td>
<td>Structure</td>
<td>${R_1}$</td>
<td>${R_2}$</td>
<td>OATP1A2-mediated uptake rate (pmol/min/mg protein)</td>
<td>Data (nontransduced HEK293 cells)</td>
</tr>
<tr>
<td>----------</td>
<td>-----------</td>
<td>---------</td>
<td>---------</td>
<td>--------------------------------------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>8</td>
<td><img src="image" alt="Structure 8" /></td>
<td><img src="image" alt="Structure 8" /></td>
<td><img src="image" alt="Structure 8" /></td>
<td>21.0±14.0* (179 ± 13)</td>
<td>433; 278 2.3</td>
</tr>
<tr>
<td>9</td>
<td><img src="image" alt="Structure 9" /></td>
<td><img src="image" alt="Structure 9" /></td>
<td><img src="image" alt="Structure 9" /></td>
<td>26.6±1.2*** (0.923±0.096)</td>
<td>432; 321 −2.3</td>
</tr>
<tr>
<td>10</td>
<td><img src="image" alt="Structure 10" /></td>
<td><img src="image" alt="Structure 10" /></td>
<td><img src="image" alt="Structure 10" /></td>
<td>33.8±2.5*** (0.459±0.133)</td>
<td>432; 321 −2.1</td>
</tr>
<tr>
<td>11</td>
<td><img src="image" alt="Structure 11" /></td>
<td><img src="image" alt="Structure 11" /></td>
<td><img src="image" alt="Structure 11" /></td>
<td>43.4±6.7*** (1.71±0.18)</td>
<td>432; 321 −2.4</td>
</tr>
<tr>
<td>12</td>
<td><img src="image" alt="Structure 12" /></td>
<td><img src="image" alt="Structure 12" /></td>
<td><img src="image" alt="Structure 12" /></td>
<td>174±13*** (33.9±4.2)</td>
<td>548; 401 −1.0</td>
</tr>
<tr>
<td>13</td>
<td><img src="image" alt="Structure 13" /></td>
<td><img src="image" alt="Structure 13" /></td>
<td><img src="image" alt="Structure 13" /></td>
<td>202±22*** (41.8±6.7)</td>
<td>512; 371 1.1</td>
</tr>
<tr>
<td>14</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>72.7±14.8*** (4.50±0.49)</td>
<td>481; 349 −0.9</td>
</tr>
<tr>
<td>15</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>82.5±12.7*** (1.01±0.21)</td>
<td>430; 301 −2.1</td>
</tr>
<tr>
<td>16</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>90.9±3.5*** (2.51±0.57)</td>
<td>432; 287 0.3</td>
</tr>
</tbody>
</table>

(Continued)
<table>
<thead>
<tr>
<th>Compound&lt;sup&gt;b&lt;/sup&gt;</th>
<th>R1</th>
<th>R2</th>
<th>OATP1A2-mediated uptake rate (data in parentheses were uptake rate from nontransduced HEK293 cells) (pmol/min/mg protein)&lt;sup&gt;c&lt;/sup&gt;</th>
<th>vdw_vol (Å³); MW (Dalton)</th>
<th>cLog&lt;sub&gt;D&lt;sub&gt;7.4&lt;/sub&gt;&lt;/sup&gt;&lt;sup&gt;d&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>17</td>
<td></td>
<td></td>
<td>0.00 (0.587 ± 0.296)</td>
<td>340; 274</td>
<td>-3.1</td>
</tr>
<tr>
<td>18</td>
<td></td>
<td></td>
<td>3.16 ± 0.05*** (0.148 ± 0.007)</td>
<td>410; 303</td>
<td>-2.4</td>
</tr>
</tbody>
</table>

<sup>a</sup>Reproduced from Ref. [15]. © 2012 Informa. With kind permission of Informa.

<sup>b</sup>Compounds 1–16 for quantitative SAR and compounds 17 and 18 for qualitative SAR only.

<sup>c</sup>Uptake experiment was conducted with 0.3 μM of drugs for 2 min in triplicate. OATP1A2-mediated uptake rate was obtained by subtracting the uptake rate of nontransduced HEK293 cells from that of BacMam2-OATP1A2 transduced HEK293 cells. Asterisks represent statistically significant uptake in BacMam2-OATP1A2 transduced HEK293 cells compared with nontransduced ones (*p < 0.05, **p < 0.01, ***p < 0.001).

<sup>d</sup>cLog<sub>D<sub>7.4</sub></sub> were calculated using ACD/Labs software (Version 11.0, Advanced Chemistry Development, Inc., Toronto, Canada).

<sup>e</sup>Intellectual Property Department has decided not to disclose the chemical structures for compounds 14, 15, and 16. It will not compromise overall conclusions made.
higher uptake rates. The positive correlation of vdw_vol and OATP1A2-mediated uptake rate for compounds in the training set was illustrated by Cheng et al. [15]. Since larger molecules tend to be more lipophilic, correlation between hydrophobicity (cLog\(D_{7.4}\)) and OATP1A2-mediated uptake rate was also examined. The result was that \(r^2\) was only 0.14 in the case of cLog\(D_{7.4}\) for the same training set, which implies that lipophilicity is irrelevant. Compound 8, the most lipophilic among six compounds with vdw_vol of 430–433 Å\(^3\), had the lowest uptake rate.

**OATP2B1**

OATP2B1 is also known as human OATP-B and its gene (SLCO2B1) belongs to the SLCO family (previously called SLC 21 family). SLCO2B1 is located on chromosome 11q13 and the encoded 709 amino acid OATP2B1 glycoprotein has 12 transmembrane domains. OATP2B1 mRNA was detected in liver, placenta, brain, heart, lung, kidney, spleen, testis, ovary, and colon with the highest transcript level in the liver [19, 20]. OATP2B1 protein expression was confirmed at the basolateral membrane of hepatocytes, at the apical membrane of enterocytes, at the luminal side of the BBB, at the endothelial cells of the heart, at the myoepithelium of mammary ducts, in the placenta, in keratinocytes, in platelets, and in skeletal muscle. Compared with OATP1A2, OATP2B1 is widely expressed in the human body and the expression at the BBB is probably not the highest. OATP2B1 demonstrates pH-dependent transport activity [13, 21]. When the assays were performed at pH7.4, OATP2B1 had rather narrow substrate specificity and only transported BSP, estrone-3-sulfate, and dehydroepiandrosterone-3-sulfate (DHEAS). When the transport assay was conducted at pH5–6, OATP2B1 also transported additional substrates, such as taurocholate, fexofenadine, and the loop diuretic M17055. In contrast, OATP1A2 has broad substrate specificity at relevant pH for the BBB, and all the uptake experiments for OATP1A2 substrates in Table 7.1 and 7.2 were performed at pH7.4. Given that the luminal side of the BBB is facing blood at pH7.4, the role of OATP2B1 to transport drugs across the BBB may be limited. It makes sense that OATP2B1 can have a significant role in intestinal absorption of drugs because the GI lumen is a more acidic environment [22].

**LAT**

System L is a transport system that provides cells with large neutral, branched, or aromatic amino acids. The heterodimeric system L is composed of two subunits: the light chain (L-type amino acid transporters LAT1 or LAT2) and heavy chain 4F2hc. The two chains are covalently linked via a disulfide bond. 4F2hc is necessary for plasma membrane trafficking and LAT1 and LAT2 are believed to determine the substrate specificity of the transport system [23]. In addition to endogenous amino acids, LAT1 and LAT2 have been characterized as transporting a few drugs. The structural constraint is severe and all the substrate drugs must resemble amino acids. Therefore, only less than 10 clinically used drugs are substrates of LAT1 or LAT2, including
l-DOPA, melphalan, baclofen, 3-O-methyldopa, alpha-methyltyrosine, gabapentin, alpha-methyldopa, and thyroid hormones. LAT1 is located in the apical and basolateral side of the BBB and the presence of LAT2 in the BBB is controversial.

The substrates for LAT have been elucidated in vitro by using mammalian cells and Xenopus oocytes; however, the in vivo relevance of LAT in drug disposition, including brain penetration, is obscure. The relative importance of the active transporters in pharmacokinetics is not only dependent upon the interaction with the transporter, but also on the passive diffusion across the cell membranes. High passive permeability of the drug often masks the contribution of the active or facilitated transport. l-DOPA, melphalan, baclofen, and gabapentin are hydrophilic molecules with low passive permeability. Theoretically, these drugs are good candidates to elucidate the relative contribution of LAT. However, given the low affinity of the drugs to LAT, therapeutic drug concentrations in the blood are overwhelmed by significant competition from the endogenous large neutral amino acids [23]. As a result, the contribution of LAT to brain penetration and pharmacokinetics in vivo for existing drugs as LAT substrates is unlikely.

ENT1

Nucleoside analogs are used clinically to treat cancer and viral infections. Nucleosides are transported across membranes mainly by two types of transporters: the concentrative Na⁺-dependent (CNT, SLC28) and equilibrative Na⁺ independent (ENT, SLC29) nucleoside transporters. Immunoblotting of rat brain endothelial cells (RBEC) revealed the presence of rENT1, rENT2, and rCNT2 proteins at BBB [24]. Adenosine is a substrate for rENT1, rENT2, and rCNT2. Measurement of [¹⁴C] adenosine uptake into primary RBEC grown as monolayers on permeable plastic supports revealed abluminal transport of adenosine by rCNT2 and rENT2, and luminal transport by rENT1 and rENT2 [24]. Both rENT1 and rENT2 are expressed in rat brain microvascular endothelial cells and the human cells show only hENT1-mediated transport [25]. The role of ENT1 for brain distribution has been demonstrated in vivo. [¹⁸F]FHOMP, a C-6 substituted pyrimidine derivative and ENT1 substrate, was developed as a positron emission tomography (PET) tracer. ENT1 knockout mice exhibited significantly lower brain penetration of [¹⁸F]-3′-deoxy-3′-fluorothymidine ([¹⁸F]-FLT), an ENT1 substrate [26]. Potent ENT1 inhibition by NBMPR-P caused a 40% reduction in brain uptake of [¹⁸F] FHOMP in nude mice [27]. These data suggest that ENT1 can be important for CNS drug discovery when nucleoside analogs are the starting point. Existing nucleoside mimetic drugs like cytarabine, gemcitabine, 5-fluoro-5′-deoxyuridine, zidovudine, didanosine, and zalcitabine all have rather minor structural modifications from the nucleoside counterpart, which include (i) using a sugar OH with different chirality; (ii) replacing a sugar OH with other simple fragments; (iii) modifying a nucleobase or sugar moiety; and (iv) eliminating one or two sugar OH groups. Incorporating large structural change like that of NBMPR may increase the chance of delivering a nucleoside transport inhibitor instead of substrates.
MCT1

The monocarboxylate transporter (MCT, SLC16) family is composed of 14 members, of which MCTs 1–4 have been shown to catalyze the proton-linked transport of monocarboxylates, such as l-lactate, pyruvate, and the ketone bodies across the plasma membrane [28]. Besides endogenous compounds, MCTs have been shown to transport a number of therapeutic drugs. Statins are extensively used as cholesterol-lowering agents. Fluvastatin, atorvastatin, lovastatin acid, simvastatin acid, and cerivastatin have monocarboxylate structures within the compounds and have been shown to be MCT4 substrates [28, 29]. Valproic acid is an anticonvulsant and mood-stabilizing drug, whose uptake has been reported to be through MCT4 [28, 30]. Expression of MCT1–4 has been demonstrated in a number of normal tissues and tumor cells and three MCT isoforms that have been reported to be present in the brain. It is generally thought that MCT1 is present in the endothelial cells, MCT2 in neurons, and MCT4 in astrocytes [28]. As a result, MCT1 is perhaps the only candidate among MCTs for drugs transport across the BBB. However, as of today, MCT1 has been only shown to be an important determinant in the uptake of gamma-hydroxybutyrate (GHB) [31, 32]. GHB is an endogenous compound and also a drug of abuse due to its sedative/hypnotic and euphoric effects. The primary role of MCT1 in vivo, such as at the BBB, is to facilitate transport of endogenous compounds.

DISCUSSION AND FUTURE PERSPECTIVE

Compounds with high passive permeability that are not efflux transporter substrates and have preferred physicochemical properties of CNS drugs can cross the BBB. In reality, compounds with preferred physicochemical properties may not have potency at the therapeutic target and/or selectivity from off-target effects. The role of uptake transporters in the liver, GI tract, and kidney has been well characterized; however, their role in drug molecules crossing the BBB is less understood. We have reviewed known uptake transporters for drug transport, such as OATP1A2, OATP2B1, LAT, ENT, and MCT. Despite the measured capability of transporting drugs with amino acid structures in vitro, LAT is likely saturated by endogenous amino acids in blood and is not available for drug transport in vivo. Evidence of drug transport by MCT across the BBB is very limited. hENT1 is likely to mediate transport of some antiviral and anticancer drugs across the BBB; however, potential application of hENT1 for brain penetration is restricted to nucleoside analogs. Transcripts of OATP1A2 and OATP2B1 have been confirmed in the human BBB. Expression of these proteins at the BBB is controversial. Expression has been demonstrated by immunofluorescence [11], but their concentrations are below the limit of quantification by liquid chromatography/mass spectrometry [33]. OATP2B1 has a broad substrate spectrum at acidic pH; however, it can only transport very limited substrates at pH 7.4, which makes it a less attractive target for CNS drug transport. In addition, OATP2B1 is widely expressed in human tissues and its abundance in the BBB is lower than in many other tissues.
OATP1A2 appears to be a promising uptake transporter to enhance BBB uptake of CNS-active molecules. It is located at the luminal side of the BBB and transcript expression is highest at the BBB compared to other tissues. OATP1A2 can transport a broad spectrum of substrates at pH 7.4, including triptans. Sumatriptan, a relatively hydrophilic triptan (cLog\(D_{7.4}\) = –1.40), has very low passive permeability. In a PET study of six migraine patients, it was shown that 6 mg subcutaneous sumatriptan normalizes the migraine attack–related increase in brain serotonin synthesis [34], thus demonstrating that sumatriptan can exert an effect on the brain in migraineurs during an attack. Tfelt-Hansen [35] indicates that sumatriptan can cross the BBB in humans, based on the CNS adverse events of sumatriptan observed in migraine patients and normal volunteers. However, they are not direct evidence of BBB penetration. A human PET study should be conducted with a \(^{11}\)C-labelled triptan to investigate the uptake function of OATP1A2 for triptan brain penetration.

Application of OATP1A2 to CNS drug discovery suffers from a number of gaps. Uchida et al. [33] reported that protein expression of OATP1A2 at the BBB is below the limit of quantitation (LOQ) at 0.695 fmol/μg protein, which is high compared with many other transporters in the same list. A quantitative assay with higher sensitivity is needed to confirm the expression of OATP1A2 at the human BBB. Further exploration of the \textit{in vivo} function of OATP1A2 in CNS penetration is also limited by lack of orthologous rodent protein with similar function and localization. Mouse and rat Oatp1a4, the closest human orthologs, only share between 67% and 73% amino acid sequences with human OATP1A2 [12]. The rodent Oatp1a4 is expressed on both the blood and brain sides of the BBB [9, 36]. Kusuhara and Sugiyama [37] have shown that Oatp1a4 involves both uptake and efflux functions at the rodent BBB; thus the role of Oatp1a4 for net BBB penetration of its substrates can be minimal in rodents. Genetic polymorphism is a useful tool to investigate a protein’s function \textit{in vivo}. Franke et al. [12] have summarized the \textit{SLCO1A2} genetic polymorphism and related functional changes by using an \textit{in vitro} system. The impact of \textit{SLCO1A2} genetic polymorphism was recently revealed in a clinical study. Imatinib clearance in chronic myeloid leukemia patients was influenced by the \textit{SLCO1A2}:1105G>A/-1032G>A genotype (\(p=0.075\)) and the \textit{SLCO1A2}:361GG genotype (\(p=0.005\)) [38]. However, the role of the \textit{SLCO1A2} polymorphism for CNS penetration is still unclear. Another proposed experiment is to evaluate OATP1A2 substrates in transgenic mice with human OATP1A2 knock-in and rodent Oatp1a4 knockout at the BBB. Once constructed, the transgenic mouse model may shed light on OATP1A2 function \textit{in vivo}.

In summary, we have reviewed luminal and abluminal expressions of OATP1A2, OATP2B1, ENT1, MCT1, and LAT1 at human BBB and SAR for these uptake transporters. Utilization of BBB uptake transporters have a potential to facilitate uptake of CNS drugs across the BBB. At present, there is insufficient information to utilize any of these uptake transporters to achieve this mission. OATP1A2 appears to be a promising BBB uptake transporter worth further investigation to characterize its function \textit{in vivo}. 
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TRANSPORT OF PROTEIN AND ANTIBODY THERAPEUTICS ACROSS THE BLOOD–BRAIN BARRIER

WILLIAM M. PARDRIDGE
ArmaGen Technologies, Inc., Calabasas, CA, USA

BIOTECHNOLOGY AND THE BRAIN: HISTORICAL PERSPECTIVE

The biotechnology industry was founded in 1976, and in these nearly 40 years, there is still not a single recombinant protein that is FDA-approved for the treatment of the central nervous system (CNS), wherein drug action in brain requires transport across the blood–brain barrier (BBB). The absence of biologic pharmaceuticals for the brain and spinal cord is not for the lack of trying. As illustrated in Figure 8.1, there have been numerous costly phase III clinical trials of recombinant proteins and monoclonal antibodies (MAb) for CNS diseases, such as amyotrophic lateral sclerosis (ALS), stroke, Parkinson’s disease (PD), and Alzheimer’s disease (AD). There are several causes for drug failures in clinical trials, but in the case of biologics and the brain, all the drug development efforts shown in Figure 8.1 have a common trait—that in no case was any biologic drug reengineered to cross the (BBB):

- Neurotrophins, such as brain-derived neurotrophic factor (BDNF) or ciliary neurotrophic factor (CNTF), were developed in the 1990s for the treatment of ALS, a chronic neurodegenerative disease, and the phase III trials failed to show benefit [1, 2]. The drugs were administered by subcutaneous (SQ) injection, similar to the administration of insulin for diabetes mellitus. Both BDNF and
CNTF are large-molecule drugs that do not cross the BBB [3], and the tight junctions that form the BBB in the spinal cord are intact in ALS [4].

- Neurotrophins are neuroprotective in acute neural disease, such as stroke. However, the intravenous (IV) administration of a potent neurotrophin, fibroblast growth factor (FGF)-2, in acute ischemic stroke in humans was not effective [5]. FGF2 does not cross the BBB in the absence of BBB disruption [6]. Although the BBB becomes disrupted 12–24 h after a stroke in humans [7], the BBB is intact in the early hours after stroke when neuroprotection is still possible [8].

- Glial-derived neurotrophic factor (GDNF) is a potential neuroprotective agent for the nigra-striatal tract of the brain that degenerates in PD. To bypass the BBB, GDNF was administered to PD patients by intracerebroventricular (ICV) injection, but no clinical benefit could be demonstrated [9]. Preclinical work showed that the ICV injection of a neurotrophin results only in drug distribution to the ipsilateral surface of the brain, without significant diffusion from the cerebrospinal fluid (CSF) compartment to the deeper parenchyma of the brain [10].

- So as to bypass the BBB, and to eliminate the need for drug diffusion into the brain, GDNF was administered to PD patients by convection-enhanced diffusion (CED) [11]. In this approach, the GDNF is formulated in a pump that is implanted in the abdomen, and bilateral catheters connect the pump to the striatum of the brain. The clinical trial failed, and parallel studies in primates showed that there is a logarithmic decrease in brain GDNF content with each millimeter removed.

FIGURE 8.1 History of past clinical trials of recombinant proteins or monoclonal antibody drugs for the treatment of CNS disease. ALS, anotrophic lateral sclerosis; BDNF, brain-derived neurotrophic factor; CED, convection-enhanced diffusion; CNTF, ciliary neurotrophic factor; EPO, erythropoietin; FGF, fibroblast growth factor; GDNF, glial-derived neurotrophic factor; ICV, intracerebroventricular; IV, intravenous; SQ, subcutaneous. For primary references of each trial, see Refs. [1, 2, 5, 9, 11, 13, 22].
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from the catheter tip [12]. This finding suggests that the primary process for drug distribution in brain via CED is diffusion, not convection.

- Erythropoietin (EPO) was administered to acute stroke patients by IV injection within 6 h of the stroke, but the clinical trial failed [13]. It was believed that EPO crosses the BBB, because EPO distributes into CSF following IV injection. However, all proteins in plasma distribute into CSF inversely related to molecular weight [14], and drug entry into CSF is not a measure of BBB transport [15]. In fact, EPO does not cross the BBB [16]. The failure of the EPO stroke trial is consistent with (i) the lack of EPO transport across an intact BBB [16], and (ii) the intactness of the BBB in the early hours after stroke when neuroprotection is still possible [8].

- The dementia of AD is correlated with the deposition of amyloid plaque in the brain [17], and the AD plaques are formed from the 40–43 amino acid Abeta amyloid peptide [18, 19]. Anti-amyloid antibodies (AAA), such as bapineuzumab, are potent plaque disaggregation agents. However, the AAAs are large-molecule drugs that do not cross the BBB [20]. The amyloid plaques reside behind the BBB, and the BBB is intact in AD [21]. Therefore, the AAA in blood cannot access the plaque in brain unless there is disruption of the BBB. Chronic treatment of AD patients with an AAA, such as bapineuzumab, failed in a phase III trial [22].

The CNS drug development projects listed in Figure 8.1 all proceeded without any parallel effort in the development of a BBB drug delivery technology. An alternative approach to CNS drug development of biologics is to first produce a functional BBB drug delivery platform, and then reengineer the biologic drug to enable BBB transfer. This is possible with the use of BBB molecular Trojan horses (MTHs) that target endogenous receptor-mediated transport systems within the BBB.

BLOOD–BRAIN BARRIER MOLECULAR TROJAN HORSE TECHNOLOGY

Receptor-Mediated Transport

The BBB expresses multiple carrier-mediated transporters (CMTs), which enable BBB transfer of small-molecule nutrients and vitamins [15]. One such CMT system is the large neutral amino acid transporter type 1, LAT1, which is selectively expressed in the body at the BBB [23]. L-DOPA is an effective treatment of PD because this water-soluble neutral amino acid crosses the BBB via transport on LAT1 [24]. Similarly, the BBB expresses certain receptor-mediated transport (RMT) systems for circulating peptides, such as insulin [25, 26] or transferrin (Tf) [27, 28]. The findings that the BBB expressed endogenous peptide receptors, and that some of these receptors are transport systems, led to the hypothesis that biologics could be made BBB-transportable by linking the protein drug to a ligand that normally crossed the BBB via these endogenous RMT systems [29]. The ligand, such as insulin or Tf,
would act as an MTH to ferry the attached biologic drug across the BBB. Insulin would not be an optimal MTH because the insulin domain of the MTH–drug conjugate would cause hypoglycemia. Tf would not be an optimal MTH because the exogenous Tf could not compete with the endogenous Tf in plasma that saturates 99% of the BBB Tf receptor (TfR) binding sites. Alternative MTHs are peptidomimetic MAbs that bind exofacial epitopes on the BBB insulin or TfRs, followed by receptor-mediated transport of the MAb across the BBB [30–33]. An MAb against the TfR is designated TfRMAb, and an MAb against the human insulin receptor (HIR) is designated HIRMAb.

**Cell Biology of Receptor-Mediated Transport at the Blood–Brain Barrier**

The cell biology of BBB RMT via the TfR has been investigated with light and electron microscopy, emulsion autoradiography, and confocal microscopy (Fig. 8.2). These studies show that (i) the BBB TfR mediates the transcytosis, not the endocytosis, of either Tf or a TfRMAb and that (ii) the TfR is expressed on both luminal and abluminal membranes of the brain capillary endothelial cell. In one study, a conjugate of the OX26 TfRMAb and 5 nm gold (Au) was infused in the carotid artery of rats, followed by saline clearance of the brain microvasculature, and perfusion fixation with glutaraldehyde [34]. The distribution of the TfRMAb at the light microscopic level was examined with silver staining, and the results are shown in Figure 8.2a and 8.2b. The TfRMAb–Au conjugate is shown sequestered within the capillary endothelium, and no TfRMAb–Au is visible in the postvascular compartment of the brain. This observation has been erroneously interpreted as evidence for the BBB TfR mediating only endocytosis, not the transcytosis, of the TfRMAb. However, the contrast between the abundance of the TfRMAb in the intra-endothelial volume versus the postvascular volume is due to dilution effects caused by vast differences in the size of these two volumes in the brain. The volume of the intra-endothelial compartment in the brain is about 1 μl/g brain, but the extravascular volume in the brain is 700 μl/g [15]. Therefore, the TfRMAb undergoes 3 log orders of dilution in transit from the intra-endothelial compartment to the postvascular compartment, and this 700-fold dilution prevents detection of antibody in the parenchyma of brain. Conversely, parenchymal antibody can be detected by the more sensitive emulsion autoradiography, as shown in Figure 8.2f. [125I]-rat holoTf was infused in the internal carotid artery of the rat for 5min followed by saline clearance of the brain vasculature [28]. The brain was then removed, frozen, and cryostat sections were applied to emulsion, followed by exposure for 3–4 months. The emulsion autoradiography shows that the Tf rapidly distributes to the entire postvascular volume in the brain (Fig. 8.2f). Similar emulsion autoradiography results have been obtained for insulin in the rabbit brain [26], as well as for HIRMAb fusion proteins in the rhesus monkey brain [35]. The transcytosis of the TfRMAb through the brain capillary endothelium is shown with electron microscopy [34]. The TfRMAb is shown bound to the luminal membrane of the endothelium (Fig. 8.2c). Within the brain endothelial cell, the TfRMAb is observed packaged in 100 nm endosomes, which traverse the intra-endothelial compartment (Fig. 8.2d), followed by exocytosis into the brain interstitial
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The expression of the TfR on both the luminal and the abluminal membranes of the brain capillary endothelium is demonstrated by confocal microscopy of unfixed isolated rat brain capillaries [36], as shown in Figure 8.2 g and h. The sequestration of the TfRMAb within intra-endothelial endosomes is also shown by confocal microscopy (Fig. 8.2 g). The abluminal TfR mediates the reverse transcytosis of Tf from the brain back to blood, which was experimentally demonstrated with

**FIGURE 8.2** (a and b) Light microscopic silver staining of rat brain following a 10 min internal carotid artery infusion of a conjugate of 5 nm gold and the OX26 MAb against the rat TfR [34]. Prior to perfusion fixation of rat brain with 2% glutaraldehyde, the brain vasculature was cleared with a saline infusion. (c, d, and e) Electron microscopic examination of rat brain shown in (a) and (b); the OX26 MAb–gold conjugate is observed in the intra-endothelial compartments in 100 nm endosomes (arrows in c and d). The conjugate is observed exocytosed into the brain interstitium in (e) (arrow) [34]. (f) Darkfield light microscopy of rat brain following a 5 min internal carotid artery infusion of [¹²⁵I]-rat holo transferrin [28]. Prior to removal of the brain for freezing and frozen sectioning, the brain vasculature was cleared with a saline infusion. The autoradiography shows rapid distribution of the holo-transferrin into the entire postvascular compartment of the brain. (g and h) Confocal microscopy of freshly isolated rat brain capillaries showing labeling of the BBB TfR with the OX26 MAb against the rat TfR. In (g), the binding of the OX26 MAb was detected with a fluorescein conjugated secondary antibody; the TfRMAb is observed binding to the TfR on the abluminal membrane of the capillaries, as well as sequestered within intra-endothelial endosomes. In (g), the binding of the TfRMAb to the TfR on both the luminal and abluminal membranes of the brain capillary is demonstrated. Reprinted from Bickel et al. [34]. © 1994, SAGE Publications.
the Brain Efflux Index method [37]. Following injection of either apo-Tf or holo-Tf into rat brain, the protein effluxes back to blood with a $T_{1/2}$ of 49 ± 4 min and 170 ± 15 min, respectively [37]. Conversely, 70 kDa dextran, which has no affinity for any BBB receptor, exits the brain with a $T_{1/2}$ of 17 h [37]. The rapid exodus of apo-Tf from the brain back to blood is mediated by reverse transcytosis across the BBB, owing to expression of the TfR on the abluminal membrane of the BBB.

**BBB Receptor-Specific Monoclonal Antibodies**

MAbs that target the endogenous insulin or TfRs on the BBB are species-specific. A mouse MAb against the rat TfR is transported across the BBB in the rat [30], but not the mouse [32]. A rat MAb against the mouse TfR is transported across the BBB in the mouse [32]. A mouse MAb against the HIR is transported across the BBB in an Old World primate, such as the Rhesus monkey [31], but does not recognize the insulin receptor in the mouse [33]. The genes encoding the variable region of the heavy chain (VH) and the variable region of the light chain (VL) of the murine MAb against the HIR were cloned and fused to genes encoding the constant region of human IgG1 heavy chain and human kappa light chain, respectively, to produce chimeric and humanized forms of the antibody, designated HIRMAb [38]. The genes encoding the VH and the VL of the rat MAb against the mouse TfR were cloned and fused to genes encoding the constant region of mouse IgG1 heavy chain and mouse kappa light chain, respectively, to produce a chimeric MAb against the mouse TfR, designated cTfRMAb [39]. The availability of the genes encoding the heavy chain (HC) and the light chain (LC) of HIRMAb and the cTfRMAb allowed for the genetic engineering of fusion genes encoding fusion proteins of these antibodies for preclinical testing in primates and mice, respectively.

**Brain Uptake of IgG Fusion Proteins in the Rhesus Monkey and Mouse**

The brain uptake of the HIRMAb-derived fusion proteins in the Rhesus monkey, or the brain uptake of cTfRMAb-derived fusion proteins in the mouse, is high and comparable to the brain uptake of lipid-soluble small molecules. The brain uptake of HIRMAb fusion proteins is 2–3% of injected dose (ID)/brain in the Rhesus monkey [40, 41], and this level of brain uptake is comparable to that of the lipid-soluble small molecule, fallypride [42]. The brain uptake of cTfRMAb fusion proteins is 2–4% ID/g in the mouse [43–45], and this level of brain uptake is comparable to the brain uptake of diazepam after IV injection, which is 2% ID/g in the mouse [46].

**REENGINEERING RECOMBINANT PROTEIN THERAPEUTICS AS IgG FUSION PROTEINS**

Recombinant protein therapeutics, such as lysosomal enzyme, neurotrophins, or decoy receptors, are large-molecule drugs that cannot enter CNS drug development, because these drugs do not cross the BBB. The BBB problem is best illustrated in the
case of the biologic tumor necrosis factor alpha (TNFα) inhibitors (TNFI), such as infliximab, adalimumab, or etanercept. The annual market for these three protein drugs exceeds $20 billion, but none of the biologic TNFIs is used to treat CNS disorders, because these drugs do not cross the BBB. Different classes of biologic therapeutics have been reengineered as IgG fusion proteins with the HIRMAb, and the general structure of the fusion protein is shown in Figure 8.3. The protein therapeutic is fused to the carboxyl terminus of the heavy chain of the HIRMAb. This approach has two advantages: (i) the amino terminus of the HIRMAb chains remain free to bind to the target insulin receptor on the BBB and (ii) the protein therapeutic is placed in a dimeric configuration, which replicates the native configuration of many of the protein drugs. The different classes of protein therapeutics that have been reengineered as HIRMAb fusion proteins are summarized in Table 8.1. With one exception, all of the HIRMAb fusion proteins listed in Table 8.1 retain the bifunctionality of the IgG fusion protein: (i) the fusion protein binds the HIR with the same high affinity (KD<1 nM) as the original HIRMAb, and (ii) the fused protein therapeutic retains biologic activity comparable to the original protein drug prior to fusion. The exception to this rule was observed in the case of the lysosomal enzyme, β-glucuronidase (GUSB). Fusion of GUSB to the carboxyl terminus of the HC of the
IgG FUSION PROTEINS FOR TARGETED BBB DELIVERY

TABLE 8.1 HIRMAb fusion proteins engineered for targeted delivery across the human BBB

<table>
<thead>
<tr>
<th>Category</th>
<th>Protein therapeutic</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neurotrophin</td>
<td>Brain-derived neutrophic factor (BDNF)</td>
<td>[48]</td>
</tr>
<tr>
<td></td>
<td>Glial-derived neurotrophic factor (GDNF)</td>
<td>[49]</td>
</tr>
<tr>
<td></td>
<td>Erythropoietin (EPO)</td>
<td>[41]</td>
</tr>
<tr>
<td>Enzyme</td>
<td>α-L-iduronidase (IDUA)</td>
<td>[50]</td>
</tr>
<tr>
<td></td>
<td>Iduronate-2-sulfatase (IDS)</td>
<td>[51]</td>
</tr>
<tr>
<td></td>
<td>β-glucuronidase (GUSB)</td>
<td>[47]</td>
</tr>
<tr>
<td></td>
<td>Arylsulfatase A (ASA)</td>
<td>[35]</td>
</tr>
<tr>
<td></td>
<td>Paraoxonase (PON)-1</td>
<td>[52]</td>
</tr>
<tr>
<td>Decoy receptor</td>
<td>Tumor necrosis factor receptor (TNFR)</td>
<td>[40]</td>
</tr>
<tr>
<td>Monoclonal antibody</td>
<td>Anti-amyloid antibody (AAA)</td>
<td>[20]</td>
</tr>
<tr>
<td>Other</td>
<td>Avidin</td>
<td>[53]</td>
</tr>
</tbody>
</table>

HIRMAb caused a >95% reduction in enzyme activity [47]. In contrast, GUSB enzyme activity was retained following fusion of the enzyme to the amino terminus of the HC of the HIRMAb; however, in this case, the affinity of the HIRMAb domain of the fusion protein for the HIR was >95% decreased [47].

IgG FUSION PROTEINS FOR TARGETED BBB DELIVERY

Brain Delivery in the Rhesus Monkey

Lysosomal enzymes, such as iduronidase (IDUA), iduronate 2-sulfatase (IDS), or arylsulfatase A (ASA), have been reengineered as HIRMAb fusion proteins (Table 8.1). There are over 50 lysosomal enzyme storage disorders and about 75% affect the CNS. Enzyme replacement therapy (ERT) with the recombinant enzyme does not treat the brain, because the enzyme does not cross the BBB. The enzyme can be reengineered as an IgG–enzyme fusion protein with the HIRMAb for BBB drug delivery in humans. The effect of this reengineering on the brain uptake of the enzyme is illustrated in the case of IDS, which is the enzyme that is mutated in mucopolysaccharidosis (MPS) Type II, also called Hunters Syndrome. The IDS alone and the HIRMAb–IDS fusion protein were separately labeled with the [125I]-Bolton–Hunter reagent, and injected IV into separate rhesus monkeys [54]. The brain was removed 2 h after IV injection and coronal sections were prepared and placed on an X-ray film, which was exposed for 7 days. The brain scans for the monkey injected with the HIRMAb–IDS fusion protein were shown in Figure 8.4a, and the brain scan for the monkey injected with IDS alone is shown in Figure 8.4b. The brain scan of the fusion protein is comparable to a 2-deoxyglucose positron emission tomography (PET) scan, whereas the brain scan of the IDS alone represents background radioactivity. The actual brain uptake of the HIRMAb–IDS fusion protein in the monkey is
1.04 ± 0.07% ID/brain, whereas the brain uptake of the IDS is 0.030 ± 0.004% ID/brain. This level of brain uptake of the IDS is effectively zero, as the brain volume of distribution (VD) of the IDS, 9 ± 1 μl/g, is equal to the brain plasma volume [54]. That is, whatever IDS is found in the brain is sequestered within the plasma compartment and has not traversed the BBB. The brain scans in Figure 8.4 illustrate how a recombinant protein, IDS, which does not cross the BBB, can be reengineered as an IgG–IDS fusion protein that can penetrate the BBB.

**PHARMACOLOGIC EFFECTS IN MOUSE MODELS OF NEURAL DISEASE**

**Hurler Mouse Model**

The lysosomal enzyme mutated in MPS Type I, Hurler’s syndrome, is IDUA. To enable drug testing in the Hurler mouse, a fusion protein of IDUA and the mouse-active cTfRMAb was engineered, and designated the cTfRMAb–IDUA fusion protein [55]. The cTfRMAb–IDUA fusion protein bound the mouse TiR with high affinity, KD = 0.67 ± 0.17 nM, and retained IDUA enzyme activity comparable to

**FIGURE 8.4** Film autoradiogram of 20 μm sections of rhesus monkey brain removed 120 min after IV injection of the HIRMAb–IDS fusion protein (a) or IDS alone (b). The forebrain section is on the top, the midbrain section is in the middle, and the hindbrain section with cerebellum is at the bottom. The proteins were separately radiolabeled with the [¹²⁵I]-Bolton–Hunter reagent. Reprinted with permission from Ref. [54]. © 2013, American Chemical Society.
recombinant IDUA [55]. Treatment of mouse cells with the cTfRMAb–IDUA fusion protein in culture caused a large increase in intracellular IDUA enzyme activity, which decayed with a $T_{1/2}$ of 2.8 days [55]. Treatment of Hurler mice with the cTfRMAb–IDUA fusion protein increased the organ IDUA enzyme activity to therapeutic levels. Hurler mice were treated with 1 mg/kg of the cTfRMAb–IDUA fusion protein by IV twice-weekly for 8 weeks. Treatment reduced glycosaminoglycans (GAGs) in peripheral organs, and reduced lysosomal inclusion bodies in the brain of the Hurler mice by 73% [55]. The 6-month-old mice treated in this study were old for a Hurler mouse [55], which means the accumulation of lysosomal inclusion bodies in the brain is reversible, with adequate treatment, even in an older mouse.

**Mouse Model of Experimental Parkinson’s Disease**

PD is a neurodegenerative disease characterized by the dual effects of neural loss and chronic neuroinflammation. Therefore, treatment of PD might be directed at both neuroprotection, with BBB-penetrating neurotrophins, and inflammation blockers, with BBB-penetrating cytokine decoy receptors. A model neurotrophin for PD is glial-derived neurotrophic factor (GDNF), and a model decoy receptor is the extracellular domain (ECD) of the type II TNFα receptor (TNFR). An Fc fusion protein of the TNFR-II ECD is etanercept. Neither GDNF nor etanercept can be developed as a treatment for neurodegenerative diseases, such as PD, because neither GDNF [56] nor etanercept [40] crosses the BBB. BBB-penetrating forms of GDNF and the TNFR ECD were engineered in the form of HIRMAb–GDNF [49] and HIRMAb–TNFR fusion proteins [40]. However, these fusion proteins could not be tested in mouse models of PD, because the HIRMAb does not recognize the mouse insulin receptor [33]. Therefore, a mouse-specific fusion protein of the cTfRMAb and GDNF [43] and a mouse-specific fusion protein of the cTfRMAb and the type II TNFR ECD [57] were genetically engineered. Treatment of a mouse model of PD with the cTfRMAb–GDNF fusion protein caused a 272% increase in striatal tyrosine hydroxylase (TH) enzyme activity, which was correlated with improvement in three models of neuro-behavior [58]. In a separate study, treatment of mice with experimental PD with the cTfRMAb–TNFR fusion protein caused a 130% increase in striatal TH enzyme activity, which was also correlated with improvement in three models of neuro-behavior [59]. Conversely, treatment of the PD mice with etanercept had no therapeutic effect in PD [59], because etanercept does not cross the BBB [40].

**Mouse Model of Experimental Stroke**

Neurons do not die immediately following an acute ischemic stroke, but take up to 5 h to die following the acute event. During this 5 h window, the neural apoptotic death cycle can be halted by neuroprotective agents, such as neurotrophins, or inflammation blockers, such as the biologic TNFIs. However, the BBB is intact in
acute stroke during the period when neuroprotection is still possible [7, 8]. Therefore, neuroprotective neurotrophins, such as GDNF, or biologic TNFIs, such as the TNFR, must be reengineered for BBB penetration. A delayed single IV administration of the cTfRMAb–TNFR fusion protein causes a 45% decrease in hemispheric stroke volume, which was correlated with an improvement in neural deficit, in a reversible middle cerebral artery occlusion (MCAO) stroke model in mice [60]. A delayed single IV injection of the cTfRMAb–GDNF fusion protein caused a 30% decrease in cortical stroke volume in the reversible MCAO model in mice, and the reduction in stroke volume was increased to 69% by the combined IV treatment with both the cTfRMAb–GDNF and cTfRMAb–TNFR fusion proteins [61]. Conversely, the IV administration of etanercept or GDNF alone had no therapeutic effect in acute stroke [60, 61]. The lack of therapeutic effects of the GDNF or etanercept alone is expected, because (i) etanercept [40] and GDNF [56] alone do not cross the BBB and (ii) the BBB is intact in the early hours after stroke when neuroprotection is still possible [7, 8].

**REENGINEERING THERAPEUTIC ANTIBODIES AS BBB-PENETRATING BISPECIFIC ANTIBODIES**

When the therapeutic protein is an MAb and the BBB MTH is an MAb, then the problem is the engineering of a bispecific antibody (BSA). There are multiple approaches to the genetic engineering of a BSA [62]. The goal is the retention of high affinity binding of both MAb domains of the BSA, that is, retention of high affinity binding for both the BBB receptor/transporter and high affinity binding for the target antigen in the brain. This is possible by fusion of a single chain Fv (ScFv) antibody to the carboxyl terminus of the heavy chain of a second antibody, which results in the engineering of a tetravalent BSA, as shown in Figure 8.5.

**REENGINEERING AN ANTI-AMILOID ANTIBODY AS A BBB-PENETRATING BISPECIFIC ANTIBODY**

The model therapeutic MAb is an AAA directed against the amino terminus of the Abeta amyloid peptide of AD [20]. The AAA was reengineered as an ScFv antibody, and the ScFv was fused to the carboxyl terminus of each HC of the HIRMAb, for drug development in humans [20], or to the carboxyl terminus of each HC of the mouse-active cTfRMAb, for drug testing in AD mouse models [44]. The HIRMAb fusion protein is designated the HIRMAb–ScFv fusion protein [20], and the cTfRMAb fusion protein is designated the cTfRMAb–ScFv fusion protein [44]. The HIRMAb–ScFv fusion protein could not be tested in a mouse model of AD, because the HIRMAb domain does not recognize the murine insulin receptor [33]. Therefore, AD transgenic mice were chronically treated with the mouse-active cTfRMAb–ScFv fusion protein [63]. The conventional approach to treatment of AD mouse models with an AAA is called passive immune therapy. The AAA is
administered chronically to AD mice by systemic injection, such as IV or intraperitoneal (IP) administration. The conventional AAAs developed for passive immune therapy of AD have no receptor specificity, do not cross the BBB, and have plasma $T_{1/2}$s in humans of 2–3 weeks [63]. Consequently, the conventional AAA is administered monthly to AD patients (Table 8.2). Owing to the long plasma $T_{1/2}$, the plasma concentration of Abeta increases manyfold with the administration of conventional AAAs [64]. Such elevations of plasma Abeta are associated with BBB disruption and cerebral micro-hemorrhage [65, 66], and a side effect of passive immune therapy of AD with conventional AAAs is vasogenic brain edema [67]. Conventional AAAs do not cross the nondisrupted BBB [20], which is problematic for the treatment of AD, since the amyloid plaque resides in the brain behind the BBB. A pivotal phase III clinical trial of the bapineuzumab AAA in AD failed [22]. This clinical trial failure suggests that alternative strategies should be developed for the delivery of an AAA across the BBB. The goal is the production of an AAA that penetrates the BBB in the absence of BBB disruption or cerebral micro-hemorrhage. This is possible following the reengineering of the AAA as a BBB-penetrating BSA (Fig. 8.5).

FIGURE 8.5 Structure of a tetravalent bispecific antibody (BSA) formed by fusion of a single chain Fv (ScFv) antibody to the carboxyl terminus of each heavy chain of a second MAb. One antibody domain of the BSA targets an endogenous receptor on the BBB to mediate delivery to the brain, and another antibody domain of the BSA targets an antigen in the brain behind the BBB to mediate the therapeutic effect of the BSA. The heavy chain is comprised of the following domains: variable region (VH), CH1, hinge, CH2, CH3, VH of therapeutic antibody, linker, and VL of therapeutic antibody. The light chain is comprised of the following domains: variable region (VL) and constant region (CL).
TRANSPORT OF PROTEIN AND ANTIBODY THERAPEUTICS

PHARMACOLOGIC EFFECTS IN A MOUSE MODEL OF ALZHEIMER’S DISEASE

The cTfRMAb–ScFv fusion protein was engineered for testing in mouse models of AD [44]. The cTfRMAb–ScFv fusion protein has specificity for the TfR, and is rapidly cleared from plasma in the mouse with a plasma $T_{1/2}$ of 2–3 h [44]. Owing to the pharmacokinetic profile of the cTfRMAb fusion proteins in the mouse, chronic treatment should be administered on a daily basis to insure sustained delivery of the fusion protein to the brain. Fusion proteins have acceptable bioavailability in the mouse following SQ administration [68]. Therefore, aged (12 months of age) double transgenic AD mice were treated daily with SQ injections of 5 mg/kg of the cTfRMAb–ScFv fusion protein for 12 weeks [63]. At the end of the treatment, brain amyloid plaques were quantified with confocal microscopy using both thioflavin-S staining and immunostaining with the 6E10 antibody against Abeta amyloid fibrils. Fusion protein treatment caused a 57 and 61% reduction in amyloid plaque in the cortex and hippocampus, respectively. No increase in plasma immunoreactive Abeta amyloid peptide, and no cerebral micro-hemorrhage, was observed [63]. Chronic daily SQ treatment of the mice with the fusion protein caused no immune reactions and only a low titer antidrug antibody response [63]. This study shows that reengineering AAAs for receptor-mediated BBB transport allows for reduction in brain amyloid plaque without cerebral micro-hemorrhage following daily SQ treatment for 12 weeks.

Passive immune therapy with a conventional AAA is compared to receptor-mediated immune therapy with the cTfRMAb–ScFv fusion protein in Table 8.2. Both conventional AAAs and receptor-mediated BSAs, such as the cTfRMAb–ScFv fusion protein, cause a reduction in brain amyloid plaque [63]. However, chronic treatment with the receptor-mediated BSA causes no elevation in plasma Abeta peptide, and no cerebral micro-hemorrhage (Table 8.2). Therefore, receptor-mediated BSAs for AD may have more favorable therapeutic indices than conventional AAA therapeutics.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Passive immune therapy</th>
<th>Receptor-mediated immune therapy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Administration</td>
<td>Intravenous, monthly</td>
<td>Subcutaneous, daily</td>
</tr>
<tr>
<td>Antibody plasma $T_{1/2}$</td>
<td>2–3 weeks</td>
<td>2–3 h</td>
</tr>
<tr>
<td>Brain plaque disaggregation</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Elevation of plasma Abeta</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Cerebral micro-hemorrhage</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Penetration of the BBB in absence of BBB disruption</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>

*a From Ref. 63.

TABLE 8.2  Comparison of passive immune therapy and receptor-mediated immune therapy of alzheimer’s disease
Safety Pharmacology of BBB-Penetrating IgG Fusion Proteins in Mice

The safety of MAbs against the TfR was recently questioned following the observation of acute clinical findings in mice administered a single IV injection of an unusual form of TfRMAb [69]. The TfRMAb was comprised of a variable region that had been subjected to site-directed mutagenesis to lower the affinity of the antibody to the mouse TfR, and a constant region derived from human IgG of unknown isotype [70]. A single IV treatment with this antibody, designated anti-TfR\(^\beta\), resulted in hemoglobinuria and a depressed reticulocyte count in mice [69]. These findings are not corroborated by any mouse models of chronic treatment with cTfRMAb-derived fusion proteins, including chronic treatment of a mouse PD model with the cTfRMAb–GDNF fusion protein [58], chronic treatment of a mouse PD model with the cTfRMAb–TNFR fusion protein [59], or chronic treatment of a mouse MPSI model with the cTfRMAb–IDUA fusion protein [55]. In a model of experimental AD, the mice were treated daily with the cTfRMAb–ScFv fusion protein for 12 consecutive weeks with no evidence of toxicity [63]. In a formal toxicity evaluation, mice were treated with twice-weekly IV injections of the cTfRMAb–GDNF fusion protein for 12 consecutive weeks, and tissue histology was examined in parallel with a clinical chemistry study of 23 different blood tests, including serum iron and total iron-binding capacity [71]. No evidence of toxicity was observed in any parameter [71], validating the safety of chronic treatment of mice with cTfRMAb fusion proteins.

Safety Pharmacology of BBB-Penetrating IgG Fusion Proteins in Primates

The safety of a single, or multiple, IV injections of the HIRMAb–GDNF fusion protein in Rhesus monkeys was evaluated in a Good Laboratory Practice (GLP) investigation of cardiac function, pulmonary function, and behavior, and no findings of toxicity were observed [72]. The HIRMAb–IDUA fusion protein was administered by weekly IV infusion to Rhesus monkeys for 26 consecutive weeks at doses of 0, 3, 9, and 30 mg/kg [73]. The only safety issue observed was hypoglycemia following rapid IV infusion of the HIRMAb fusion protein in saline at the high dose of 30 mg/kg, which is more than 10 times higher than any projected therapeutic dose. Nevertheless, the hypoglycemia at 30 mg/kg was eliminated by the inclusion of dextrose in the infusion vehicle [74]. An IV glucose tolerance test performed at the end of 26 weeks of treatment showed no change in glycemic control in the primates at any dose of the HIRMAb–IDUA fusion protein [74]. BBB-penetrating IgG fusion proteins targeting either the TfR or the insulin receptor have now been administered chronically to over 100 mice and 100 monkeys, respectively, with no indication of safety issues.
ANTIDRUG ANTIBODY RESPONSE TO IgG FUSION PROTEINS

Antidrug Antibody in Mice

The antidrug antibody (ADA) response has been measured in mice treated chronically with the cTfRMAb–GDNF fusion protein [71], the cTfRMAb–EPO fusion protein [75], the cTfRMAb–IDuA fusion protein [55], or the cTfRMAb–TNFR fusion protein [59]. The immune titer (OD/μl) was low, about 1.0, in all studies. The ADA was primarily formed against the variable region of the cTfRMAb domain of the fusion protein. The rate of plasma clearance and the rate of brain uptake of the cTfRMAb–GDNF fusion protein was measured at the end of 12 weeks of twice-weekly chronic treatment, and no changes were observed in either plasma clearance or brain uptake of the fusion protein [71]. Therefore, the low-titer ADAs formed in mice are non-neutralizing and do not interfere with fusion protein binding to the TfR.

Antidrug Antibody in Monkeys

The ADA titer was measured in monkeys treated weekly with IV infusions of the HIRMAb–IDuA fusion protein for 26 weeks [73]. The ADA was directed against both the variable region and the IDUA domain of the HIRMAb–IDuA fusion protein. The ADA titer (OD/μl) in monkeys, about 10, was 10-fold higher than the ADA titer observed in mice [71]. The exaggerated immune response to human proteins in monkeys is known, and is not indicative of potential immune responses in humans [76–78]. The plasma clearance of the HIRMAb–IDuA fusion protein and the plasma IDua enzyme activity were measured in the monkeys at the end of 26 weeks of chronic weekly IV infusions. The pharmacokinetic parameters of plasma clearance of the fusion protein and plasma IDUA enzyme activity were identical at the start and at the end of the 26 weeks of treatment [73]. Therefore, the ADA formed against the HIRMAb–IDuA fusion protein had no effect on fusion protein binding to the insulin receptor or on IDUA enzyme activity of the fusion protein.

SUMMARY

The biotechnology industry has been attempting to develop recombinant proteins and monoclonal antibodies for neural disorders for over 20 years (Fig. 8.1) but, to date, there is no biopharmaceutical that is FDA-approved for a CNS disease. This failure rate is actually expected, given the following considerations:

- The products of biotechnology are large-molecule drugs that do not cross the BBB.
- The invasive drug delivery strategies, such as intrathecal (IT) drug delivery [9] or convection-enhanced diffusion (CED) [11], are not effective systems for bypassing the BBB; the IT or CED routes do not effectively deliver drug to the parenchyma of brain, as demonstrated in preclinical investigations [10, 12].
- The CNS drug development pathway proceeded in the absence of any parallel effort in BBB drug delivery technology.
BBB drug delivery technology arises from an understanding of the cell biology of BBB transport processes. Targeting endogenous receptor-mediated transport systems within the BBB enables the development of platform technologies, such as BBB MTHs. The engineering of multifunctional IgG fusion proteins, such as those depicted in Figures 8.3 and 8.5, enables the reengineering of protein or antibody therapeutics for the brain as BBB-penetrating neuropharmaceuticals.
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HONGMING CHEN,¹ SUSANNE WINIWARTER,² AND OLA ENGKVIST¹

¹ Computational Chemistry, Chemistry Innovation Center, AstraZeneca R&D, Mölndal, Sweden
² Computational ADME/Safety, Drug Safety and Metabolism, AstraZeneca R&D, Mölndal, Sweden

INTRODUCTION

The blood–brain barrier (BBB) constitutes the primary system to protect the brain from exposure to potentially hazardous xenobiotics. The most important physical structure of the BBB is the brain capillary endothelium, a very tight membrane that hinders paracellular permeation. Transepithelial permeation is restricted by the high levels of efflux transporters present in the endothelial cells, for example, P-glycoprotein (P-gp) and multidrug resistance protein (MRP) transporters. This defense mechanism can be utilized by designing peripherally acting drugs with low risk of central side effects. However, for drugs targeting proteins in the central nervous system (CNS), brain exposure may be the biggest hurdle to overcome in the drug discovery process [1]. To be able to understand the likelihood of brain exposure early on in drug discovery, in silico tools predicting BBB permeability/brain exposure of drugs are of great interest.

Structure–brain exposure relationships have for many years mainly been derived from rodent total brain-to-plasma concentration ratio values, $K_{p,\text{brain}}$ [2] (often expressed in its logarithmic form, $\log K_{p,\text{brain}}$ or $\log\text{BB}$). An alternative measure, also sometimes used to build in silico models, is logPS [3], the logarithm of the in vivo BBB.
In SiLiCo TOOlS FOR PREdiCTiNg BRAiN ExPOSuRe Of dRugS permeability surface area product (PS). Recently, it was suggested that the steady-state unbound brain-to-plasma ratio $K_{p_{uu},brain}$ is the most relevant measure to estimate drug exposure in the brain, since the key driving force for drug efficacy in CNS is the free drug concentration in the brain [4–6]. Although publicly available $K_{p_{uu},brain}$ data are rare, recently, some in silico $K_{p_{uu},brain}$ models have been published [7, 8].

In silico models based on the parameters mentioned so far can be both quantitative, that is, give a predicted numerical value, or qualitative models, which predict if the compound in question is likely to enter the brain or not. In this chapter we critically review recent in silico BBB penetration models available in the literature, including considerations on the experimental data used. Important molecular physicochemical properties which influence the brain exposure are highlighted and potential future directions for developing improved in silico BBB penetration prediction tools are discussed.

MEASUREMENTS QUANTIFYING BRAIN EXPOSURE OF DRUGS

LogBB (log $K_{p_{brain}}$)
The ratio of a drug’s concentration in the brain versus its concentration in the blood plasma at steady state, determined in an in vivo animal experiment, has been the most widely used parameter for in silico prediction of brain exposure:

$$\logBB = \log \frac{C_{brain}}{C_{p}} \quad (9.1)$$

Here, $C_{brain}$ is the total compound concentration in the brain and $C_{p}$ is the total compound concentration in the plasma. LogBB data from rodents are readily available in the literature [9–11] and data from different sources have been compiled and used widely for model building [12–14]. However, it has been argued that logBB, which is based on total concentrations, may be misleading [5, 6, 15], since only the free drug is available for transport across BBB and for binding to target proteins in the brain [15–18].

LogPS
The BBB PS is another measure for brain exposure [19]. PS is determined in in situ brain perfusion experiments: the drug’s uptake into the brain is measured in an anesthetized laboratory animal over a short time period (tens of seconds to minutes) and PS calculated using Equation 9.2 [20]:

$$PS = Q_{br} \times \ln \left( 1 - \frac{K_{in}}{Q_{on}} \right) \quad (9.2)$$

$Q_{br}$ is the cerebral perfusion fluid flow rate during the experiment and $K_{in}$ denotes the uptake clearance. PS can be regarded as an estimate of the net influx clearance rate of drug into the brain. While this indicates that the free concentration in the brain can
thereby be estimated [19], it needs to be considered that the drug concentration is equally influenced by the BBB efflux clearance [16]. Furthermore, PS is a measure of penetration rate and therefore not necessarily correlated with the extent of penetration.

\[ K_{p,uu,brain} \]

The steady-state unbound brain-to-plasma concentration ratio \( K_{p,uu,brain} \) is defined by the following equation [7]:

\[
K_{p,uu,brain} = \frac{C_{u,brainISF}}{C_{u,p}}
\]  

(9.3)

\( C_{u,brainISF} \) is the concentration of unbound compound in the brain interstitial fluid and \( C_{u,p} \) is the concentration of unbound compound in the plasma. \( C_{u,brainISF} \) can be directly measured through microdialysis in the brain [21, 22]. However, this method is experimentally challenging, for example, with technical difficulties when measuring lipophilic drugs, and is therefore only of limited usability in drug discovery projects. Recent developments and validation of methods to measure unbound brain concentrations have contributed to the acceptance of \( K_{p,uu,brain} \) as an important parameter in drug discovery [4, 23–25]. Fridén et al. [7] showed how to assess \( K_{p,uu,brain} \) by combining the total brain-to-plasma ratio \( K_{p,brain} \) determined \textit{in vivo} with estimates of \( V_{u,brain} \) and \( f_{u,p} \) determined \textit{in vitro} in brain slices [26] and by equilibrium dialysis [27], respectively:

\[
K_{p,uu,brain} = \frac{K_{p,brain}}{V_{u,brain} \times f_{u,p}}
\]  

(9.4)

Here, \( V_{u,brain} \) represents the unbound volume of distribution in the brain and \( f_{u,p} \) is the unbound fraction of drug in plasma. Thus, \( K_{p,uu,brain} \) is experimentally determined from three different measurements: the total brain-to-plasma concentration ratio obtained from an \textit{in vivo} animal experiment and combined \textit{in vitro} determinations of plasma protein binding and binding to brain tissue (Eq. 9.4). Mechanistically, \( K_{p,uu,brain} \) is determined by the relative efficiency of BBB influx and efflux and is independent from plasma protein binding in blood or binding to the tissue components of the brain.

MODELING STRATEGIES FOR BUILDING BBB MODELS

One of the key elements for building \textit{in silico} models is to select relevant molecular descriptors. The descriptor sets employed in BBB modeling evolved over time. In early studies, only a few simple, interpretable descriptors such as log\( P \) (lipophilicity), polar surface area (PSA), or hydrogen-bonding descriptors were used [9, 12, 28, 29]. Later, when modeling methods to cope with many descriptors were available, descriptor sets could comprise hundreds of descriptors: for example, 2D structure–based Dragon descriptors [30, 31] or 3D structure–based Volsurf [32] descriptors.
were used for modeling logBB. The rationale for using a large descriptor set was the hope to thereby include specific descriptors that could capture additional subtle structure requirement for BBB penetration alongside the simple physicochemical parameters. Other more complex descriptors were considered as well: for example, solvation free energies based on different solvation models and the compounds’ 3D conformations were calculated and utilized [10, 33] as descriptors for building in silico BBB models. However, these descriptors require significantly longer computation time compared to 2D descriptors.

Once a relevant descriptor set is chosen, various mathematical or statistical methods can be used to relate the descriptor values to the experimental end point data. In the early logBB modeling studies multiple linear regression (MLR) analysis was used to build models. The biggest advantage of MLR is that the established relationship is totally transparent, that is, the influence of each descriptor is quantified by its coefficient in the MLR equation. However, MLR can only handle a limited number of descriptors. For a larger descriptor set other methods are required. Partial least square [34] (PLS) analysis is a powerful technique to project the descriptors to a few latent variables (also called principal components). Another way to handle a large number of descriptors is to apply a variable selection method during the modeling process. The combination of a genetic algorithm [35], as a global optimization scheme for variable selection, with MLR analysis was reported to build optimal logBB models from a large descriptor set [36, 37]. A drawback for MLR and PLS, both linear methods, is that they cannot handle nonlinear relationships. Recently, computationally more advanced machine-learning algorithms such as support vector machine [38] (SVM), random forest [39] (RF), and neural networks (NN) [40] have been used to build BBB models. These nonlinear methods generally have higher accuracy than linear modeling methods, but with the cost of sacrificing model interpretability due to their nontransparent nature. However, ways to elucidate the relationship between descriptors and the experimental end point in nonlinear models have been suggested [41, 42]. In this review the focus is on global brain exposure models with the goal to cover the whole chemical space relevant for drug discovery. For a drug discovery project in the lead optimization phase it may be more appropriate to create a local model for the chemical series of interest only.

IN SILICO MODELS FOR PREDICTING LOGBB

Given the great importance of studying a compound’s brain penetration in drug discovery, prediction of BBB penetration from computed or easily measured experimental parameters has been of interest for a long time. So far most of the reported QSAR models to predict brain exposure are based on logBB data, and representative work is summarized in Table 9.1. The pioneering study by Young et al. [43] showed a good correlation between logBB and ΔLogP (the difference between the partition coefficient (logP) in octanol/water versus in cyclohexane/water, thereby describing hydrogen-bonding capacity) for 20 antihistamine compounds. Later, Van de Waterbeemd [28] and Calder [44] investigated the “Young data set” and tried to
TABLE 9.1 Summary of recently published quantitative logBB models

<table>
<thead>
<tr>
<th>Model descriptors</th>
<th>Modeling method</th>
<th>Number of compounds</th>
<th>R2</th>
<th>sd&lt;sup&gt;a&lt;/sup&gt;</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>∆LogP</td>
<td>MLR</td>
<td>20</td>
<td>0.69</td>
<td>0.44</td>
<td>Young et al. [43]</td>
</tr>
<tr>
<td>PSA and molecular volume</td>
<td>MLR</td>
<td>20</td>
<td>0.70</td>
<td>0.45</td>
<td>Van de Waterbeem and Kansy [28]</td>
</tr>
<tr>
<td>Solute descriptors</td>
<td>MLR</td>
<td>57</td>
<td>0.91</td>
<td>0.20</td>
<td>Abraham et al. [12]</td>
</tr>
<tr>
<td>Free energy of solvation</td>
<td>MLR</td>
<td>55</td>
<td>0.67</td>
<td>0.41</td>
<td>Lombardo et al. [10]</td>
</tr>
<tr>
<td>Molsurf descriptors</td>
<td>PLS</td>
<td>56</td>
<td>0.83</td>
<td>0.31</td>
<td>Norinder et al. [46]</td>
</tr>
<tr>
<td>PSA and logP</td>
<td>MLR</td>
<td>55</td>
<td>0.79</td>
<td>0.35</td>
<td>Clark [29]</td>
</tr>
<tr>
<td>Free energy of solvation</td>
<td>MLR</td>
<td>55</td>
<td>0.72</td>
<td>0.37</td>
<td>Keseru [33]</td>
</tr>
<tr>
<td>Solute descriptors</td>
<td>MLR</td>
<td>148</td>
<td>0.75</td>
<td>0.34</td>
<td>Platts et al. [13]</td>
</tr>
<tr>
<td>High charged PSA, SlogP, MW360</td>
<td>MLR</td>
<td>78 (training set)</td>
<td>0.77</td>
<td>0.364</td>
<td>Hou and Xu [47]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>14 (test set 1) 0.88 0.26&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>23 (test set 2) 0.61 0.48&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>2D molecular descriptors</td>
<td>Consensus prediction of kNN&lt;sup&gt;c&lt;/sup&gt; and SVM models</td>
<td>144 (training set)</td>
<td>0.91</td>
<td>0.21&lt;sup&gt;d&lt;/sup&gt;</td>
<td>Zhang et al. [31]</td>
</tr>
<tr>
<td>2D molecular descriptors</td>
<td>Genetic algorithm–based MLR</td>
<td>193 (training set)</td>
<td>0.74</td>
<td>0.29&lt;sup&gt;d&lt;/sup&gt;</td>
<td>NA&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>14 (test set) 0.8 0.29&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>147 (test set) 0.65 0.38&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>LogP, ion fraction, plasma protein binding</td>
<td>MLR</td>
<td>329 (training set)</td>
<td>0.52</td>
<td>0.38&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Lanevskij et al. [14]</td>
</tr>
<tr>
<td>2D molecular descriptors</td>
<td>Beam search–based MLR</td>
<td>141 (test set)</td>
<td>0.54</td>
<td>0.39&lt;sup&gt;b&lt;/sup&gt;</td>
<td>NA&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>362   0.59 0.38&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>Standard deviation.
<sup>b</sup>Root mean squared error value.
<sup>c</sup>k-nearest neighbors algorithm.
<sup>d</sup>Mean absolute error.
<sup>e</sup>Not available.
<sup>f</sup>Leave-one-out cross validation $q^2$.

correlate logBB with less experimentally demanding parameters, such as PSA and molecular volume. Abraham et al. [12] extended the “Young data set” with 35 additional compounds to form the so-called Abraham data set, which was subsequently used by various research groups to build BBB models. These early efforts have been extensively reviewed previously [2, 45].
During recent years the size of the publicly available logBB data set has increased gradually as more diverse compounds have been included. So far the biggest public logBB data set comprising around 470 compounds was compiled by Lanevskij et al. [14]. The molecular descriptors utilized have been very diverse: 2D physicochemical descriptors [29, 49–53] representing information about the molecular size, shape, lipophilicity, etc., as well as descriptors derived from 3D molecular structure [10, 33, 46]. For the early logBB models, usually a small number of descriptors were used to build the model and simple MLR statistics were the main modeling strategy utilized. In recent logBB modeling efforts, often large numbers of descriptors and more complex algorithms, to deal with these many variables, are used for building models [31, 54, 48]. The models using nonlinear algorithms [31, 55] have, in general, higher accuracy than the linear models [37, 56, 48], but lack some interpretability.

Overall there is broad agreement [45] on the importance of specific molecular properties and descriptors which have been found in numerous investigations to influence logBB.

- **Hydrogen bonding**: Polarity or hydrogen-bonding capacity related descriptors are those most frequently reported in logBB models, for example, PSA [28, 44], number of hydrogen bond donor/acceptor [29], hydrogen acidity/basicity [13], or the number of oxygen and nitrogen atoms in a molecule [2, 29]. In most cases, such descriptors are negatively correlated to BBB penetration, that is, highly polar compounds or those with strong hydrogen-bonding capacity tend to have low BBB penetration. PSA is one of the most commonly used descriptors for representing the hydrogen-bonding capability. It can be calculated from either 2D or 3D molecular structures [56]. Both definitions were successfully used in logBB models [44, 51, 57].

- **Lipophilicity**: Many MLR models [9, 44, 49, 50, 58] indicate that lipophilicity has a big influence on logBB and, generally, lipophilicity correlates positively with logBB. Both experimental (log$P_{oct}$, the octanol–water partition coefficient) and calculated lipophilicity, such as ClogP [59], ACDDlogP [60], and Volsurf [61] hydrophobic descriptors, have been used for modeling logBB.

- **Molecular size**: The influence of molecular size on BBB penetration is not entirely clear. Several reports [44, 49, 50] state that molecular volume and molecular weight are negatively related to logBB. This finding is in line with the general understanding of passive diffusion, that is, according to the Stokes–Einstein relation, the diffusion coefficient of a spherical particle is inversely related to its radius. However, there are also investigations indicating that size could be enhancing logBB [13, 62].

- **Ionization states**: It has been observed that basic compounds tend to have higher logBB, while acidic compounds have lower logBB values [8, 63]. Among the known CNS drugs, quite a few are basic amines. Acidic compounds, on the other hand, are known to bind preferably to albumin in plasma, thus limiting the free drug concentration available for brain penetration and thereby contributing to a lower logBB value.
Other descriptors of interest have been studied as well. For example, Lombardo [10] and Keseru [33] both investigated the relation of the solvation free energy to logBB, Gerletzoff and Seelig [64] suggested cross-sectional area (CSA) as a determinant for logBB, whereas Iyer et al. [37] employed flexibility in a logBB model and found that it is negatively correlated with logBB value. Lanevskij et al. [14] stated that logBB is a direct function of the unbound fraction in the brain and the unbound fraction in plasma, when only passive transport is considered. Their approach was to calculate the unbound fraction of a drug in the brain from log$P$ and the unionized fraction at pH 7.4 (as obtained from the compound’s p$K_a$) and combine them with the free fraction in plasma, which could be either experimentally or computationally determined. This is an interesting approach for predicting logBB. However, considering only passive transportation is somewhat problematic, since most compounds are likely to be dependent on active processes during BBB penetration.

**IN SILİCO MODELS FOR PREDICTING LOGPS**

The concept of PS was originally put forward by Renkin in 1959 [65] as an alternative measure of permeability into tissue. Due to the “free drug hypothesis” the validity of logBB, which is based on total concentrations, was questioned [15]. Pardrige suggested that logPS, describing the uptake clearance into the brain, would be a better measure to estimate the free drug concentration in the brain [19]. However, this parameter does not consider the brain efflux clearance and therefore cannot by itself describe the free drug concentration in the brain. Moreover, PS is a parameter measuring the rate of BBB permeation, not the extent. Gratton et al. [3] proposed several logPS models on a set of 18 compounds using Abraham solvation descriptors [12] and log$P_{oct}$, respectively:

$$\log PS = -1.21 + 0.77R_2 - 1.87\pi_2^H - 2.8\sum\beta_2^H + 3.31V_x$$  \hspace{1cm} (9.5)

$N = 18$, $r = 0.976$, $sd = 0.481$, $F = 65$

$R_2$ is the excess molar refraction, $\pi_2^H$ the dipolarity/polarizability, $\beta_2^H$ the hydrogen bond basicity, and $V_x$ the characteristic McGowan volume.

$$\log PS = -2.28 + 0.69 \log P_{oct} + 0.69\log$$

$N = 18$, $r = 0.882$, $sd = 0.94$, $F = 5$  \hspace{1cm} (9.6)

Abraham [66] applied the same solvation descriptors on a data set of 30 compounds, an extension of the Gratton data set, and obtained a model with $R^2 = 0.87$. Around the same time, Liu et al. [67] developed predictive logPS models based on the topological polar surface area (TPSA), Log$D$, and Abraham solvation descriptors. Compared to public logBB data sets, the PS data sets are rather small; thus, the application domain of these logPS models is likely very limited.
BBB+/BBB− (CNS+/CNS−) CLASSIFICATION MODELS

Table 9.2 lists a representative set of classification models based either on in vivo brain exposure data or on drug pharmacological indication information. In the latter case, drugs acting in the CNS have been used as the active set and drugs acting on periphery targets comprised the inactive set. This is a rather straightforward way to define the active set, since only a compound that enters the brain in a sufficient amount can act centrally. However, the inactive set is less well defined, since drugs with peripheral mode of action may still be able to penetrate the BBB. Ghose et al. [68] addressed this potential problem by ensuring that drugs with CNS-related side effects were not included in the inactive set. Ajay et al. [69] reported the use of CNS+/CNS− classification models based on CNS activity knowledge taken from the Comprehensive Medicinal Chemistry (CMC) and the MACCS-II Drug Data Report (MDDR) databases to design compound libraries with high probability of CNS penetration.

Again, various machine-learning techniques were employed for building BBB classification models. Algorithms based on decision trees [74] like recursive-partitioning [75] are particularly interesting due to their capability of building interpretable models that can guide a drug discovery project to improve CNS penetration. For example, Ghose et al. [68] used recursive partitioning to find which parameters increase the likelihood of higher CNS penetration. Martins et al. [73] used both SVM and RF methods and also considered the general probability of a small compound entering the brain via Bayesian logic. Their best-fitted model gave an accuracy of 95% for an independent test set. This model was made available as a free web tool (http://b3pp.lasige.di.fc.ul.pt). Other studies suggested simple rules, similar to Lipinski’s ‘rule of 5’ to estimate the likelihood of intestinal absorption [76], to provide guidance on designing CNS-permeable compounds [2, 77, 78]. One such rule, proposed by Norinder and Haeberlein [2], stated that if the sum of the number of nitrogen and oxygen molecules in a compound is less than 5, there is a good chance that the compound can enter the brain. In general, hydrogen-bonding descriptors like PSA or the number of nitrogen/oxygen molecules are to be kept low, whereas lipophilicity enhances a compound’s ability to reach the CNS.

PREDICTION OF UNBOUND DRUG EXPOSURE IN THE BRAIN, $K_{p,uu,brain}$

$K_{p,uu,brain}$ has been suggested to be the most relevant parameter to describe drug exposure in the brain [4–7]. To the best of our knowledge, there are only two in silico $K_{p,uu,brain}$ modeling studies published so far [7, 8], although several $K_{p,uu,brain}$ data sets are available [17, 25, 79–81].

The first study presenting a computational model based on free brain/plasma ratio was published in 2009 by Fridén et al. [7] The study shows both the comparison of different experimental methods to obtain unbound brain/plasma concentration ratios, species comparison between the animal studies and human cerebrospinal fluid (CSF) data, and a PLS model using simple structural descriptors. The study was based on
<table>
<thead>
<tr>
<th>Descriptor type</th>
<th>Method</th>
<th>Number of compounds (training set/test set)</th>
<th>Experimental data type</th>
<th>Accuracy (test set)</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>1D&amp;2D descriptor</td>
<td>NN</td>
<td>15,000/275 drugs</td>
<td>Drugs</td>
<td>92% actives 71% inactives</td>
<td>Ajay et al. [69]</td>
</tr>
<tr>
<td>VolSurf descriptor</td>
<td>PLS</td>
<td>110/120 logBB</td>
<td>90%</td>
<td>Crivori et al. [32]</td>
<td></td>
</tr>
<tr>
<td>Ghose–Crippen descriptor</td>
<td>NN</td>
<td>7,810/868 Drugs</td>
<td>logBB</td>
<td>83% actives 77% inactives</td>
<td>Engkvist et al. [70]</td>
</tr>
<tr>
<td>Topological descriptors</td>
<td>NN</td>
<td>108/78 logBB</td>
<td>73%</td>
<td>guerra et al. [71]</td>
<td></td>
</tr>
<tr>
<td>MolconnZ, MOE, Dragon descriptors</td>
<td>kNN&lt;sup&gt;a&lt;/sup&gt;, SVM</td>
<td>144/366 logBB</td>
<td>82.5</td>
<td>Zhang et al. [31]</td>
<td></td>
</tr>
<tr>
<td>Shape signatures</td>
<td>SVM</td>
<td>351/NA logBB</td>
<td>83%</td>
<td>Kortagere et al. [54]</td>
<td></td>
</tr>
<tr>
<td>Property autocorrelation descriptors</td>
<td>KohNN&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1,593/396 Drugs</td>
<td>95%</td>
<td>Wang et al. [72]</td>
<td></td>
</tr>
<tr>
<td>Physicochemical descriptors</td>
<td>RP&lt;sup&gt;c&lt;/sup&gt;</td>
<td>943/80 Drugs</td>
<td>79% actives 80% inactives</td>
<td>Ghose et al. [68]</td>
<td></td>
</tr>
<tr>
<td>Daylight fingerprints, atomic and ring multiplicities, simple molecular parameters, e-Dragon</td>
<td>SVM, RP</td>
<td>1,576/394 logBB</td>
<td>95%</td>
<td>Martins et al. [73]</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>k-nearest neighbors algorithm.
<sup>b</sup>Kohonen’s self-organizing neural network.
<sup>c</sup>Recursive partitioning.
43 compounds, most of which were selected from a review on drugs from five therapeutic areas with known human CSF data [82]. The aim of the selection was to cover drug chemical space as much as possible, but the bioanalytical properties of the selected compounds were considered as well.

\( K_{\text{p,uu,brain}} \) was determined from the brain/plasma concentration ratio (\( K_{\text{p,brain}} \)) corrected by plasma protein binding (\( f_{\text{u,p}} \)) and unbound brain volume of distribution (\( V_{\text{u,brain}} \)) as shown in Equation 9.4. Sixteen standard 2D molecular descriptors, including PSA, MW, ClogP, and hydrogen-bonding descriptors, were calculated for all 43 compounds. \( \log K_{\text{p,uu,brain}} \) and \( \log K_{\text{p,brain}} (=\log \text{BB}) \) were used as modeling endpoints. It was noted that \( K_{\text{p,brain}} \) spanned a wider range of values, ~0.002–20, than \( K_{\text{p,uu,brain}} \) with values ranging from 0.006 to 2. The models obtained for \( \log K_{\text{p,brain}} \) were similar to other models for \( \log \text{BB} \) in the literature: lipophilicity was a main factor for \( K_{\text{p,brain}} \), but hydrogen-bonding descriptors were also of importance. It was seen that basic drugs have higher \( K_{\text{p,brain}} \) values than acidic drugs. The best model used hydrogen bond acceptor count (HBA), \( \log D \) (ACDlog\( D_{7.4} \)), acid, and base as descriptors and was rationalized as follows: the HBA provides information on the BBB permeation properties, lipophilicity and basicity give information on binding to phospholipids in tissue (high binding in brain tissue), and acidity provides information on extensive albumin binding in plasma. For \( \log K_{\text{p,uu,brain}} \) on the other hand, lipophilicity was not important. Only hydrogen-bonding descriptors, especially HBA, and size seemed to determine the property. However, \( K_{\text{p,uu,brain}} \) is more difficult to predict as can be seen from its lower prediction accuracy compared to the \( K_{\text{p,brain}} \) model (\( Q^2 = 0.45 \) for the \( K_{\text{p,brain}} \) model versus 0.69 for the \( K_{\text{p,brain}} \) model). One reason for this difficulty could be that \( K_{\text{p,uu,brain}} \) is influenced by various transporter interactions rather than by non-specific binding to proteins and lipids. However, it was possible to develop a model with medium accuracy. The simple model based on HBA alone (\( Q^2 = 0.43 \), Fig. 9.1)
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**FIGURE 9.1** Correlation between experimental \( K_{\text{p,uu,brain}} \) and number of hydrogen bond acceptors. Reprinted with permission from Ref. [7]. © 2009, American Chemical Society.
gave a predicting power almost as high as the one using all 16 descriptors. The HBA model is useful since it can be easily interpreted: in order to achieve a twofold increase in $K_{p,uu,brain}$, two hydrogen bond acceptors need to be removed from a given molecule.

The $K_{p,uu,brain}$ models were tested on about 140 external compounds with literature values of $K_{p,uu,brain}$ in either rat or mouse. The resulting root mean squared error (RMSE) indicated a likely fourfold error, which was only slightly higher than the RMSE for the training set. It was confirmed that compounds with less than 2 HBAs were likely to have good brain accessibility with a $K_{p,uu,brain}$ value above 0.1, whereas compounds with more than 10 HBAs have a high chance of keeping outside the brain ($K_{p,uu,brain} < 0.1$).

Recently, Chen et al. [8] expanded Fridén’s $K_{p,uu,brain}$ data set to 246 compounds by adding proprietary compounds measured with the same experimental protocol as described by Fridén et al. [7]. Besides the $K_{p,uu,brain}$ data set, separate $K_{p,brain}$, $V_{u,brain}$, and $f_{u,p}$ data sets were also compiled in the study. The modeling workflow is shown in Figure 9.2. Two types of $K_{p,uu,brain}$ models were built: direct models based on the available $K_{p,uu,brain}$ data and indirect models obtained by combining individual models of $K_{p,brain}$, $V_{u,brain}$, and $f_{u,p}$ data according to Equation 9.4 (Fig. 9.2). The rationale for developing indirect models was to ensure that all relevant experimental data were utilized, since more data points were available for each of $K_{p,brain}$, $V_{u,brain}$, and $f_{u,p}$ than for $K_{p,uu,brain}$. Thus, the indirect models were built on larger training sets. Consensus models were then built by averaging the predictions for two or more individual $K_{p,uu,brain}$ models. The descriptor set is comprised of 196 2D/3D molecular descriptors, and various modeling methods including RF, SVM, and PLS were employed to build the models. It was found that a consensus model based on three individual nonlinear submodels gave the best prediction on 73 test set compounds ($R^2 = 0.58$).
Analysis of the descriptor importance showed that several hydrogen bond–related descriptors have significant impact on $K_{\text{puu,brain}}$. However, the single most important descriptor is Kappa2, which describes molecular shape in terms of its linearity. Highly branched compounds with Kappa2 value larger than 8 have significantly lower $K_{\text{puu,brain}}$ than more linear compounds (Kappa2 value below 8, see Fig. 9.3). Another interesting finding in that study was that while lipophilicity was positively correlated with $K_{\text{brain}}$, it did not increase $K_{\text{puu,brain}}$. A plausible explanation is that the effect of higher passive transport due to increased lipophilicity is offset by the greater efflux caused by the interaction between the lipophilic drug and P-gp or other efflux transporters.

**FUTURE DEVELOPMENT AND CHALLENGES**

One of the challenges for *in silico* modeling of brain exposure is the choice of the modeling end point. Currently there are quite a few parameters reported in the literature as characterizing brain penetration, such as logBB, $K_{\text{puu,brain}}$, logPS, and CNS+/CNS−. All these parameters reflect different aspects of brain penetration, logBB still being the most widely used measure. However, debates in recent years [5, 6, 15] have repeatedly highlighted the drawbacks of this parameter. There is an urgent need for the modeling community to make a paradigm shift from logBB to the more relevant $K_{\text{puu,brain}}$.

Currently, the best reported $K_{\text{puu,brain}}$ model has only a moderate predictivity (cross-validated $Q^2 = 0.6$ for the training set, $R^2 = 0.58$ for the test set) [8]. Additional $K_{\text{puu,brain}}$ data for diverse chemical structures are needed to improve the model. However, one needs to keep in mind that the two main mechanisms which determine the level of drug exposure in the brain (in relation to the exposure in blood) are passive diffusion and active influx/efflux due to various transporters. Consequently, any variability in
between compounds is not just caused by overall molecular properties (determining passive diffusion), but also by compound-specific, molecular interactions with one or several drug transporters at the BBB, for example, P-gp. Recently, a study [83] on the relationship between efflux ratio measured in the Caco-2 cell line and $K_{p,uu,brain}$ has shown that increasing efflux transportation will decrease $K_{p,uu,brain}$. Therefore, a possible approach to improve predictions on brain exposure can be modeling specific BBB drug transporters to identify structural patterns or pharmacophores for transporter substrates. Advancements in modeling drug transporter interactions have been reviewed elsewhere [84–86]. Species and tissue differences in transporter expression, activity, and substrate specificity will have to be taken into account. Integration of transporter substrate prediction models into a $K_{p,uu,brain}$ model may also help to elucidate if animal model results for a certain compound series can be translated to the human situation with confidence, depending on which transporter is likely to be important.

Combining several QSAR models in a consensus model has been proven to be highly beneficial [8, 31]. Developing consensus models from models built on different descriptor sets and algorithms can be another way to further improve the accuracy of $K_{p,uu,brain}$ models. The use of the bioassay ontology (BAO) [87] to classify the experimental data may also help to collect more relevant data for improving computational models. Recently, efforts to annotate transporter data in such a way have started [88]. We also think that making models publicly available should be encouraged. Such models can be easily used for benchmarking purposes and thereby help to develop more accurate new models. Additionally such models would be extremely beneficial in areas with low resources, like neglected diseases.

CONCLUSIONS

Despite many years of effort, CNS drug development remains one of the biggest challenges to the pharmaceutical industry, showing the efficient protection mechanism of the BBB. Over recent years, huge amounts of work have been put into generating predictive models for brain penetration. For most of these models, logBB, assessed in in vivo animal experiments, was used as a measure of brain exposure. However, there is clear experimental evidence that the total concentration ratio, the determinant for logBB, has little value for understanding drug availability in the brain. A better way to identify drugs that actually reach high enough free concentration in the CNS is to look for compounds known to be active at a CNS target as utilized in CNS+/CNS– classification models. However, compounds without CNS indication may still be able to enter the CNS, resulting in inherent uncertainty in such models. Given the acceptance of the “free drug hypothesis,” the steady-state unbound concentration ratio $K_{p,uu,brain}$ appears to be the pharmacologically most meaningful measure for brain exposure. This parameter enables the estimation of the free brain concentration based on the unbound plasma concentration. $K_{p,uu,brain}$ models with modest prediction accuracy have been built recently and these models show that hydrogen-bonding capacity plays an important role for $K_{p,uu,brain}$. 

$K_{p,uu,brain}$
while lipophilicity has no correlation with $K_{p,uu,\text{brain}}$. This is an interesting difference from the traditional logBB models, which often show a high influence of lipophilicity and may have caused drugs to become more lipophilic than actually needed. To improve the prediction power of $K_{p,uu,\text{brain}}$ models, we suggest that the amount of $K_{p,uu,\text{brain}}$ data available for modeling needs to be increased and that transporter information should be considered in the models. Robust BBB penetration models can be used for prioritizing virtual sets of compounds for synthesis or testing and for guiding compound design, especially when a large improvement in BBB permeability is desired.
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INTRODUCTION

This chapter aims at giving an overview about current and future in vitro methods to assess blood–brain barrier (BBB) permeability, focusing on artificial membrane and cell culture models. The transport of molecules across the BBB can be mediated or regulated by different mechanisms such as passive diffusion, carrier-mediated uptake, active influx or efflux transport proteins, adsorption, or receptor-mediated transcytosis. These mechanisms are described in previous chapters of this book in detail for small molecules (e.g., drugs) as well as for proteins (e.g., antibodies) (see Chapters 5–8). The BBB and its functionality are highly regulated by the BBB’s microenvironment in health as well as in disease. It is known that astrocytes, pericytes, and neurons as well as the shear stress caused by blood flow influence BBB functionality significantly (see Chapters 2 and 4). The challenge of in vitro BBB model development is to reproduce the in vivo properties, considering these complex
interactions relevant for BBB functionality. In drug discovery there is a huge need for reliable high (at least medium)-throughput methods to screen for BBB permeability, on the one hand, to determine if hit and potential lead substances acting in the periphery do not cross the BBB to avoid unwanted adverse central nervous system (CNS) side effects and, on the other hand, to bring drugs across the BBB to their targeted sites, such as in the treatment of CNS-related diseases (e.g., epilepsy, Alzheimer’s disease, stroke, brain tumor, multiple sclerosis, lysosomal storage diseases, and so on—see Chapter 4). In this context, state-of-the-art, but also potential and possible artificial membrane and cell culture models to meet the requirements of drug discovery issues will be discussed in this chapter. Artificial membranes could be established and applied in different test systems (immobilized artificial membrane–high-performance liquid chromatography (IAM-HPLC), bilayer lipid membrane, parallel artificial membrane permeability assay (PAMPA)). Theoretical backgrounds, model types, advantages and disadvantages, application examples, and novel developments, with a special focus on PAMPA for BBB permeability screening, are introduced. Cell culture models provide the possibility to include the investigation of active (energy-dependent) transport processes and molecular mechanisms. An overview of currently used BBB cell culture models in different setups is given (static Transwell, dynamic flow–based hollow-fiber and microfluidic models), their advantages and disadvantages, as well as technical aspects, are discussed. Several used cell sources (primary cells versus immortalized cell lines) for BBB modeling are compared, emphasizing distinct differences between brain-derived models and surrogate models based on cell lines, such as Caco-2, MDCK, or ECV304. Depending on the aims and purposes of BBB cell culture studies, more or less complex models could be applied. In this context, coculture and triple-culture models, based on brain endothelial cells combined with astrocytes and/or pericytes, are described in more detail. The relevance of these models to come closer to properties of the in vivo BBB, such as increased paracellular tightness and transport processes, is highlighted. Last, but not least, the fact of species differences has to be considered when choosing a BBB cell culture model.

ARTIFICIAL MEMBRANE MODELS

The sheer size of the surface of the BBB ensures that passive lipoidal transcellular diffusion (or paracellular aqueous diffusion of small hydrophilic molecules, such as atenolol, or in special cases, inulin) represents a possible route for drug permeation across the BBB [1]. As the lead chemical series is assembled for a CNS project, physicochemical property measurements soon follow, for example, pK\textsubscript{a}, oil–water partition coefficients (log PC\textsubscript{o/w}), IAM-HPLC retention, PAMPA, plasma unbound fraction (f\textsubscript{u,pl}), and brain homogenate unbound fraction (f\textsubscript{u,br}). BBB penetration models [2, 3] may be constructed from these properties, sometimes in combination with in silico descriptors (“in combo” approach). These models usually cannot predict carrier-mediated transport, and are, thus, mainly confined to passive-diffusion processes (both lipoidal and aqueous) (Table 10.1).
TABLE 10.1 Comparison of artificial membrane and cell culture models

<table>
<thead>
<tr>
<th>Model type</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>PAMPA</td>
<td>High throughput</td>
<td>No active transport processes</td>
</tr>
<tr>
<td></td>
<td>Cheaper than cell culture models</td>
<td></td>
</tr>
<tr>
<td>Transwell model</td>
<td>Medium throughput</td>
<td>No flow</td>
</tr>
<tr>
<td></td>
<td>Light microscopically accessible</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Active transport processes</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cheaper than flow-based models</td>
<td></td>
</tr>
<tr>
<td>Flow-based hollow-fiber model</td>
<td>Varied flow rates</td>
<td>No online light microscopically accessibility</td>
</tr>
<tr>
<td></td>
<td>Increased life span</td>
<td>Small throughput</td>
</tr>
<tr>
<td></td>
<td>Active transport processes</td>
<td>Silicon tubings—drug adsorption</td>
</tr>
<tr>
<td></td>
<td>More in vivo like properties (increased tightness, changed enzyme, and transporter expression)</td>
<td>Needs gas sterilization (e.g., ethylene dioxide, formaldehyde)</td>
</tr>
<tr>
<td></td>
<td>Online impedance measurement</td>
<td>Technically sophisticated setup</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Expensive</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pore sizes too small for cell migration studies (leukocytes, bacteria, tumor cells)</td>
</tr>
<tr>
<td>Microfluidic model</td>
<td>Same advantages as flow-based hollow-fiber models (increased life span, more in vivo like properties (increased tightness, changed enzyme, and transporter expression))</td>
<td>Low analyte volume</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Highly sophisticated</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Expensive</td>
</tr>
<tr>
<td></td>
<td>Light microscopically accessible</td>
<td>Hardly any two-chamber systems for transport studies developed</td>
</tr>
<tr>
<td></td>
<td>Less cell and medium consumption</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Online impedance measurement</td>
<td></td>
</tr>
</tbody>
</table>

“Efflux-Minimized” In Vivo–In Vitro Correlations (IVIVC) for Passive-Diffusion Processes

To assess the effectiveness of the noncellular passive BBB permeability models described in the following sections, one needs to first identify a reference in vivo permeability system that will serve as a validation reference. The selection of such
an \textit{in vivo} basis is not a trivial task and can be contentious, due to the possible impact of carrier-mediated processes, which noncellular models cannot address directly. It is thus very important to identify a special subset of \textit{in vivo} measurements which are predominantly passive in character. This section briefly defines such a “pruned” \textit{in vivo} set, before the noncellular permeability models are described in detail.

The \textit{in vivo} benchmark against which the PAMPA and similar noncellular \textit{in vitro} models have been most often compared is the \textit{in situ} rodent brain perfusion permeability [4–7]. From a survey of the published literature, 602 PS values (permeability-surface area product (PS)) were gathered [8, pp. 635–657], some based on \textit{in vivo} intravenous injection (i.v.), a few from bolus carotid artery injection brain uptake index (BUI), but most from \textit{in situ} brain perfusion methods, from rats, mice, guinea pigs, rabbits, dogs, and cats. Only a portion of the PS values were used in training the PAMPA models. Only rat and mouse data (92% of the collected values) were used. Since plasma protein binding can lower values of PS (in comparison to protein-free perfusion), i.v. data were not used for lipophilic compounds to train the PAMPA models. Compounds that had reported saturable transport were also excluded. Since PAMPA is a passive lipoidal diffusion prediction model, PS values were selected from studies which used some sort of carrier-mediated transport inhibition (e.g., GF120918, PSC833, cyclosporin A, self-inhibition at high concentrations, mdr1a(−/−)/mrp1(−/−)/bcrp-knockout (KO) mouse model). Simple amino acids and dipeptides were excluded from the training set, except for those with reported nonsaturable $K_d$ constants from Michaelis–Menten analysis. Out of the starting set of 602 PS values, a total of 197 values were selected as the “efflux-minimized” training set [9]. An additional 85 values were designated as the “external” test set. The latter group was selected to include substrates of carrier-mediated processes, based on the following criteria. The PS values were transformed into charge-corrected intrinsic BBB permeability, $P_0^{\text{in situ}}$, corresponding to the permeability of the uncharged form of the drug, as described later. In studies where both KO/efflux-inhibited and wild-type (WT)/uninhibited rodent measurements were reported, the KO/efflux-inhibited values were added to the training set ($n=197$), but the corresponding WT/uninhibited paired values were added to the external test set ($n=85$), unless the WT/uninhibited values were either within a factor of 3 of the KO/inhibited or were very high ($P_0^{\text{in situ}}>0.01 \text{ cm/s}$), in which case both values were used in training. The external set was not viewed as a rigorous model validation set, but was rather used to test whether actively transported molecules could be recognized by their deviations from the predicted passive values (negative/positive deviations indicating efflux/uptake transport processes, respectively).

\textbf{In Silico Add-on to \textit{In Vitro} Models: Abraham Solvation Descriptors}

Intuitively understandable in silico descriptors, such as those described by Abraham [10], have been used to improve the prediction capability of the artificial membrane models (“in combo” approach, section “In-Combo Double-Sink PAMPA-BBB
Model for Passive BBB Permeability”). The Abraham linear free energy relationship (LFER) applied to BBB intrinsic permeability, \( P_0^{\text{in-situ}} \), is defined as
\[
\log P_0^{\text{in-situ}} = c_0 + c_1 A + c_2 B + c_3 S + c_4 E + c_5 V
\] (10.1)

where \( c_0, \ldots, c_5 \) are the multiple linear regression (MLR) coefficients and the five solvation descriptors are as follows:

- \( A \)—sum of solute H-bond acidity (overall H-bond donor strength).
- \( B \)—sum of solute H-bond basicity (overall H-bond acceptor strength).
- \( S \)—solute polarity/polarizability due to solute–solvent interactions between bond dipoles and induced dipoles.
- \( E \) (dm\(^3\)/mol/10)—solute excess molar refractivity, which models dispersion force interaction arising from pi- and n electrons of the solute.
- \( V \) (dm\(^3\)/mol/100)—McGowan characteristic molar volume of the solute. The volume term relates to the energy difference in creating a “cavity” in water compared to one in the membrane phase.

Abraham’s descriptors are generally calculated from 2D structures (Percepta program from Advanced Chemistry Development, Inc., Toronto, Canada; www.ACDLabs.com).

**PAMPA Models**

Kansy et al. [11], who invented PAMPA, published a widely circulated study of the permeation of drugs across filters coated with a 10% wt/vol egg lecithin dodecane solution. The investigators were able to relate their measured fluxes to human absorption values with a hyperbolic curve, much like that indicated by cell-based (Caco-2, MDCK, etc.) permeability screening models. The outliers in their assays were drugs known to be actively transported. Since PAMPA is based on passive diffusion and is devoid of active transport systems and metabolizing enzymes, the assay would not be expected to model actively transported molecules.

In the PAMPA assay, a “sandwich” is formed from a 96 well microtitre plate and a 96 well microfilter plate, such that each combined cylinder well is divided into two compartments: donor at the bottom and acceptor at the top, separated by a 125\( \mu \)m thick microfilter disc (70% porosity PVDF), usually coated with a 1–20% wt/vol lecithin dissolved in dodecane.

Since 1998, many variants of the PAMPA model have been tried, as summarized by Kansy et al. [12] and elaborated in substantial detail by Avdeef [8, Chapter 7]. In the Kansy review, the Di et al. [13] PAMPA-BBB model, based on 2% wt/vol porcine brain lipid extract dissolved in n-dodecane, was compared to the other PAMPA models. More recently, Tsinman et al. [9] developed the Double-Sink™ version of the PAMPA-BBB model, based on 10% wt/vol porcine brain lipid extract dissolved in a viscous alkane, coupled to the use of a pH-gradient universal buffer solution which contained a critically selected surfactant in the receiver wells. Both the receiver
and the donor wells were stirred using rotating magnetic discs. In this chapter, all measured PAMPA-BBB values are from the Tsinman et al. [9] model, which may be called Double-Sink PAMPA-BBB, to distinguish it from the original PAMPA-BBB model of Di et al.

**PAMPA Models of the BBB**

Mensch et al. [14] tested four PAMPA models for predicting the brain/plasma ratio, $K_p$, which is often defined as $\frac{AUC_{\text{TOT,brain}}}{AUC_{\text{TOT,plasma}}}$, where AUC is the area under the total drug concentration–time curve in the brain or plasma over a dosing interval. (It should be pointed out that although $K_p$ continues to be widely used in drug discovery as an index of brain penetration, its use in isolation is potentially misleading, since it is generally accepted that it is the unbound drug that exerts the physiological effect.) The CNS+− discrimination was confirmed with the Di et al. [13] model. The ability to predict $K_p$ was comparable with the porcine brain lipid extract and the much simpler dioleoylphosphatidylcholine-based PAMPA models ($r^2 = 0.63$ and 0.73, respectively).

Avdeef and Tsinman [15] compared three PAMPA models commonly in use (HDM, DOPC, DS). Figure 10.1 compares Abraham MLR coefficients describing four PAMPA models (HDM, DOPC, DS, and BBB), two partition coefficient models (octanol and 1,9-decadiene), BLM, and rodent in situ brain perfusion. The acronyms stand for HDM = hexadecane (intestinal model), DOPC = dioleoylphosphatidylcholine (intestinal model), DS = Double-Sink (intestinal model), BBB = blood–brain barrier model based on 10% wt/vol porcine brain lipid extract (also uses Double-Sink approach), and BLM = black lipid membrane. As can be seen, the Double-Sink PAMPA-BBB model (gray bars) most closely resembles the characteristics of the rodent permeability data (black bars). The Abraham regression coefficients in Figure 10.1 for the Double-Sink PAMPA-BBB model were determined using the 197-molecule training set mentioned earlier.

Dagenais et al. [16] developed a BBB permeability model using the in combo PAMPA-DS intestinal model (in combo refers to the combination of measured PAMPA values and one or two Abraham descriptors). Thirty-eight in situ PS measurements performed on 19 compounds in WT and P-glycoprotein (P-gp)-deficient (mdr1a(−/−)) CF-1 mice (so-called knockout model) were reported. One aim of the study was to quantify the influence of P-gp on BBB permeability by comparing the mouse genotypes. The second aim was to use permeability values from the P-gp-deficient data to train the in combo PAMPA model. The aim at that time was to develop a model for early screening for passive BBB permeability, which could improve prediction of CNS exposure for test compounds, as part of a broader model incorporating $PS_{\text{passive}}$ along with the unbound drug fractions in the brain ($f_{\text{unb}}$), as reviewed by Avdeef (8, pp. 604–607). Although the fit of the in vivo data was good using the in combo PAMPA-DS procedure, the correlation between $P_0$ in situ and the directly measured $P_0$ PAMPA-DS data was not better than that of the octanol–water model, as shown in Figure 10.2a. This prompted the search for a better PAMPA model, described later in the work of Tsinman et al. [9].
IN VITRO ASSAYS FOR ASSESSING BBB PERMEABILITY

PAMPA-BBB The first purpose-designed PAMPA model for the BBB was described by Di et al. [13], called PAMPA-BBB. It was based on 2% wt/vol porcine brain lipid extract dissolved in dodecane, a novel departure from the use of lecithin. It was demonstrated that drug molecules can be binned into CNS+/− activity classes. A direct comparison of the original PAMPA-BBB model to in situ rat brain perfusion permeability coefficients reported by Summerfield et al. [17] suggested appreciable chemical selectivity in the original PAMPA-BBB model [18].

In Combo Double-Sink PAMPA-BBB Model for Passive BBB Permeability In general, PAMPA models have substantially improved since their introduction in 1998, and have become considerably more complex, which in turn has made them more predictive of in vivo permeability. The measurements described in this chapter are based on the Double-Sink PAMPA-BBB [9], which uses a 10% wt/vol porcine brain lipid extract model, combined with sink-forming buffers of the Double-Sink approach. For the purpose of keeping clear the distinctions in the PAMPA-BBB variants, the prefix “Double-Sink” is added. When Double-Sink PAMPA-BBB is used in combination with Abraham in silico descriptors, a further prefix is added: in

FIGURE 10.1 Graphical depiction of the five Abraham multiple linear regression coefficients for several noncellular permeability models (octanol– and decadiene–water partition coefficients, bilayer lipid membranes (BLM), and four PAMPA models), along with the rodent in situ brain perfusion permeability (black bars on the right). The PAMPA-BBB model closely matches the in vivo model for most descriptors.
combo Double-Sink PAMPA-BBB. The prefix “in combo” (originally coined by Han van de Waterbeemd) has been applied in a number of published physical property prediction studies, and describes the “combination” of a measured quantity (e.g., PAMPA) and a calculated descriptor (e.g., Abraham H-bond acidity or basicity).

An effort was undertaken by Tsinman et al. [9] to develop an improved PAMPA lipid formulation. They described a new formulation based on 10% wt/vol porcine brain lipid extract, using a fivefold higher lipid concentration in a more viscous alkane solvent than dodecane and with thinner membranes, compared to that used by Di et al. [13, 18]. A new sink-forming surfactant was used in the receiver pH 7.4 buffer.

**FIGURE 10.2** Correlation between in situ brain perfusion intrinsic permeability, $\log P^\text{in situ}_0$, and two PAMPA models: (a) Double-Sink intestinal model, $\log P^\text{PAMPA-DS}_0$, and (b) PAMPA-BBB (10% wt/vol porcine brain lipid extract, PBLE, in alkane), $\log P^\text{PAMPA-BBB}_0$ for positively charged (weak base) drugs. (Reprinted from Tsinman O, Tsinman K, Sun N, Avdeef A. Physicochemical selectivity of the BBB microenvironment governing passive diffusion—matching with a porcine brain lipid extract artificial membrane permeability model. Pharm Res. 2011;28:337–363. Copyright © 2011 Springer. With kind permission of Springer Science + Business Media.)
IN VITRO ASSAYS FOR ASSESSING BBB PERMEABILITY

The 10% porcine brain lipid extract Double-Sink PAMPA-BBB intrinsic permeability values for 108 compounds were correlated to those of 197 “efflux-minimized” published in situ rodent brain perfusion PS measurements. Tsinman et al. [9] were able to demonstrate a remarkably high match between the physicochemical selectivity of the new PAMPA-BBB and the in situ data, with slope = 0.97 for a series of weak bases thought to permeate passively, as shown in Figure 10.2b. The nature of this physicochemical selectivity was also characterized in terms of the Abraham linear free energy solvation descriptors.

The acids, neutral, and zwitterionic compounds did not fit as well as the bases, as is evident in Figure 10.3a ($r^2=0.77$, $s=0.76$, $n=197$). To improve the correlation of the acids, neutral, and zwitterionic molecules, the in combo approach [8, pp. 659–663],
augmenting the PAMPA-BBB values with one or two Abraham descriptors, resulted in excellent IVIVC as shown in Figure 10.3b \((r^2=0.93, s=0.42, n=197)\) as discussed later.

For the Abraham analysis, PS values were corrected for ionization (using known \(pK_a\) values), assuming that \textit{in vivo} permeability was largely free of carrier-mediated effects, to produce intrinsic BBB permeability, \(P_0^{\text{in situ}}\), values. This was done because the Abraham solute descriptors have been developed for uncharged species in the LFER approach. Although it may seem unnecessary, given that the environment of the BBB is very close to pH7.4, the transformation is primarily a computational strategy to adapt the LFER descriptors to charged drugs [9, 16].

In addition to the 5-parameter in silico LFER models (gray bars for PAMPA-BBB and black bars for rodent \textit{in situ} brain perfusion in Fig. 10.1), it was explored how well PAMPA-BBB measurements, augmented with one (or two) of Abraham’s molecular solvation descriptors, can predict passive intrinsic permeability values of the \textit{in situ} data. The combination of measured PAMPA-BBB and a calculated LFER descriptor defines the in combo method:

\[
\log P_0^{\text{in situ}} \text{ (in combo)} = c_0 + c_1 \log P_0^{\text{PAMPA-BBB}} + c_2 H \tag{10.2}
\]

where \(c_0, \ldots, c_2\) are MLR coefficients and \(H\) is a function of Abraham H-bond descriptors \((A, A+B, \text{or} A-B)\). Fewer MLR coefficients are necessary in Equation 10.2, compared to Equation 10.1, because the PAMPA-BBB \(P_0\) already encodes for some of the properties of the microenvironment of the \textit{in vivo} boundary domain (especially well for bases).

In Figure 10.3a, the best-fit slope (selectivity coefficient) = 0.87, already suggesting a highly predictive model. But when the measurements were scrutinized by four charge classes, a more complicated view emerged. The bases (positively charged), indicated by filled squares in Figure 10.3a, were associated with slope = 0.97 ± 0.05 \((r^2 = 0.84)\), which was a near perfect match in selectivity. The acids (negatively charged), indicated by filled circles, showed slope = 1.51 ± 0.32 \((r^2 = 0.59)\). The neutral compounds, represented by unfilled squares, showed slope = 0.56 ± 0.07 \((r^2 = 0.47)\), a selectivity comparable to that of \(\log PC_{oct/w}\). The zwitterions (triangles) indicated slope \(\sim 0\) \((r^2 \sim 0)\), that is, no dependence on PAMPA permeability. Evidently, the BBB microenvironment affecting passive permeability is not well matched by the neutral and ampholyte drugs. For zwitterions, there was no correlation. The charge-class in combo PAMPA-BBB that will be described later improved the overall fit, and may have shed some light on the presence of carrier-mediated transport undetected in the selection of the training-set \textit{in situ} brain perfusion values.

The 197 “efflux-minimized” \textit{in situ} brain perfusion permeability values (intrinsic form), \(P_0^{\text{in situ}}\), were divided into four predominant-charge groups (at pH7.4). For each group, the linear regression equation best predicting passive \(P_0^{\text{in situ}}\) was

Positive charge (bases):

\[
\log P_0^{\text{in situ}} = -0.01 + 0.94 \log P_0^{\text{PAMPA-BBB}} - 0.64 A \tag{10.3a}
\]

\[r^2 = 0.86, s = 0.46, F = 253, n = 85\]
Negative charge (acids):

\[
\log P_0^{in\text{situ}} = 2.54 + 1.11 \log P_0^{\text{PAMPA-BBB}} - 0.65(A + B) \\
r^2 = 0.61, s = 0.56, F = 20, n = 28
\]  
(10.3b)

Uncharged:

\[
\log P_0^{in\text{situ}} = -0.40 + 0.63 \log P_0^{\text{PAMPA-BBB}} - 0.44(A + B) \\
r^2 = 0.88, s = 0.33, F = 255, n = 76
\]  
(10.3c)

Zwitterionic ± charge:

\[
\log P_0^{in\text{situ}} = -4.81 + 0.73(A - B) \\
r^2 = 0.86, s = 0.22, F = 38, n = 8
\]  
(10.3d)

The zwitterions appear to be in a class by themselves, not dependent on lipophilicity or PAMPA. The in situ permeability of the zwitterions is strongly correlated to the difference between the H-bond acidity and basicity \((A - B)\) of the solute (“difference” H-bond effect), with PAMPA-BBB playing no role.

The four charge-class analyses were combined into a single equation, using orthonormal indicator indices, \(I_-, I_+, I_0,\) and \(I_{\pm}\) each of which has unit value as negatively charged acids, positively charged bases, neutrals, and zwitterions, respectively, and zero otherwise:

\[
\log P_0^{in\text{situ}} = \left\{ c_0 + c_1 \log P_0^{\text{PAMPA-BBB}} + c_2 A \right\} I_+ \\
+ \left\{ c_3 + c_4 \log P_0^{\text{PAMPA-BBB}} + c_5(A + B) \right\} I_- \\
+ \left\{ c_6 + c_7 \log P_0^{\text{PAMPA-BBB}} + c_8(A + B) \right\} I_0 \\
+ \left\{ c_9 + c_{10}(A - B) \right\} I_{\pm}
\]  
(10.4)

The MLR analysis for the combined training set yielded \(r^2 = 0.93, s = 0.42, F = 1454, n = 197.\) Figure 10.3b shows the IVIVC plot, based on the given combined equation.

Possible Implications of Carrier-Mediated Transport

For new chemical entities (NCEs) with unknown mechanism of transport, having a reliable prediction of passive BBB permeability could serve to indicate the presence of carrier-mediated processes.

Figure 10.4 shows the relationship between the in combo model predictions (calculated using pCEL-X v4.0, in-ADME Research) and observed BBB permeability values for 85 “external” in situ set of measurements not used in the training of the model. Many of the compounds in the external set comparison are known to be substrates for efflux transporters (e.g., quinidine, paclitaxel, fexofenadine, DPDPE), especially the molecules which lie significantly below the identity line in Figure 10.4. The PAMPA-BBB model could suggest that molecules substantially outside of the
threefold window (dashed lines on both sides of the identity line in Fig. 10.4) might be affected by a carrier-mediated process.

Figure 10.5 shows a diagram of acids arranged vertically according to the \((A + B)\) descriptor sum (left vertical scale). Equation 10.3b was assumed to consist of a passive permeability contribution, \(1.11 \log P_{0PAMPA-BBB}\), plus an “amplification” term, \(2.54 - 0.65 \ (A + B)\). The latter term is the calculated “in combo” contribution from the IVIVC analysis of acids. (Note that the superscript PAMPA-BBB refers to the Double-Sink PAMPA-BBB model of Tsinman et al.) The scale on the right indicates values of \(10^{2.54 - 0.65(A + B)}\). The “amplification” term could indicate a contribution from a carrier-mediated transport mechanism. At the top of Figure 10.5 are valproic acid, ibuprofen, salicylic acid, and flurbiprofen, with amplification factors near 70. That is, if there were a carrier-mediated effect, it would explain why PAMPA-BBB values for these acids are 70 times too low. H-bonding \((A + B)\) sum would mimick the effect. This might be a clue to the nature of the putative carrier-mediated mechanism.

The human whole-brain relative expression of the dozen most prevalent transporters [19] (UCSF-FDA TransPortal, http://bts.ucsf.edu/fdatransportal) follow the rank order: OATP1A2 > MRP5 > PEPT2 > BCRP > MRP4 > OATP2B1 > P-gp > MRP1 > OCT3 > OCTN1 > OCTN2 > OAT1. On the luminal surface of the BBB, six are efflux transporters (BCRP, P-gp, MRP1,2,4,5) and two are uptake/bidirectional transporters (OATP1A2, OATP2B1). The well-documented substrates of OATP1A2 and OATP2B1 include several statins, fexofenadine, levofloxacin, methotrexate, and saquinavir. The uptake substrates are transported through a positively charged pore by a rocker-switch mechanism, exhibiting the pharmacophore model of two H-bond...
acceptors, one H-bond donor, and two hydrophobic regions [20]. It is not evident how this can be reconciled with the acids “amplification” term in the PAMPA-BBB analysis.

There are few literature indications of nonsteroidal anti-inflammatory drug (NSAID) uptake transporters at the BBB. Although it is well accepted that NSAIDs are potent inhibitors of renal OAT1, NSAIDs themselves are poorly transported [21]. OAT1 is only slightly expressed inside the brain (but not at the BBB). Westholm et al. [22] reported that Oatp1c1 and Oatp1a4 are expressed at the rat BBB. Some NSAIDs were found to be inhibitors of thyroxine uptake by Oatp1c1 (meclofenamic acid, flurbiprofen, valproic acid, ibuprofen, salicylic acid, and lovastatin). The differences can be reconciled by the Abraham H-bond sum-descriptor function, $2.54 - 0.65 (A+B)$. This might be an indication of a carrier-mediated process.

**FIGURE 10.5** The *in situ* intrinsic permeability of acids is higher (by up to a factor of 70 for valproic acid, ibuprofen, salicylic acid, and flurbiprofen) than predicted by the PAMPA-BBB model. The differences can be reconciled by the Abraham H-bond sum-descriptor function, $2.54 - 0.65 (A+B)$. This might be an indication of a carrier-mediated process.
acid > diclofenac > fenamic acid), but indomethacin, ibuprofen, flurbiprofen, and acetysalicylic acid had no effect. It was suggested that Oatp1c1 could be a transporter of some NSAIDs, but this remains to be further investigated.

CELL CULTURE MODELS

The isolation of brain microvessels, pioneered by Ferenc Joó and his coworkers in 1973, was seminal for the development of BBB culture models [23]. Five years later they observed that endothelial cells grow out of brain capillaries in culture conditions [24]. This early observation was soon followed by a plethora of different culture-based BBB models to study the physiology, pharmacology, and pathology of the BBB [25]. The present review focuses mainly on cell culture–based BBB models developed and used for permeability studies which can be relevant for drug discovery, except human endothelial cell–based in vitro BBB models discussed in Chapter 11 of this book [26].

Cell Sources

Primary Cultures of Brain Endothelial Cells versus Cell Lines The first BBB models were monocultures of primary brain microvascular endothelial cells in the early 1980s. These cultures allowed the development of in vitro permeability assays by the help of inserts with porous membranes (Table 10.1), but several technical and methodological and other problems arose.

Purity of Cultures One of them was the purity of the cultures, the contamination of endothelial cultures by other cell types, especially brain pericytes, fibroblasts, smooth muscle, or leptomeningeal cells [27, 28], which resulted in loss of monolayer tightness. Methods to solve this problem included complement-mediated cytolysis of Thy1.1 expressing contaminating cells, use of 2–3-week-old rats for brain microvessel endothelial cell isolation, and plasma-derived serum containing low level of platelet-derived growth factor instead of classical fetal bovine sera, all favoring the growth of endothelial cells over pericytes [28]. Treatment of cultures by puromycin, an antibiotic drug and P-gp ligand, to obtain higher endothelial purity, was a big advancement in the field [29, 30]. Brain endothelial cells expressing high amount of P-gp survive puromycin treatment, while the drug selectively kills contaminating cells when applied in the first few days of culture [29, 30]. This selection may also favor capillary endothelial cells expressing the highest level of efflux pumps in the brain vascular tree versus endothelial cells from larger microvessels, thus resulting in tighter monolayers and better BBB models [31]. Another factor contributing to the tightness of intercellular junctions in primary cerebral endothelial cultures is the age-related developmental stage of cerebral capillaries. A recent paper demonstrated that primary cultures from 2-week-old rats mimic newborn BBB unlike cultures from 8-week-old rats showing more differentiated BBB phenotype [32]. This finding is supported by data on new improved BBB in vitro models of
porcine and rat origin which use both the puromycin purification method and brain microvessels from adult animals [33–36]. The tightness of these models measured by electric resistance may reach and exceed 1000 $\Omega \cdot \text{cm}^2$ and, therefore, is close to the \textit{in vivo} values [37].

\textit{Tightness of Junctions} The interendothelial junctions of brain capillary endothelial cells form the tightest paracellular pathway in the vascular tree and are tighter than most of the epithelial barriers except urothelium [38, 39]. The tightness of the junctions can be tested morphologically by electron microscopy and functionally by electrical resistance measurements. The morphology of cerebral endothelial tight junctions is seen as specialized contact zones in transmission electron micrographs and as a mesh of interlocking junctional strands made of fine particles in freeze fracture microscopy [39]. The complexity of strands, looking like pearl necklaces, and the degree of association of the particles with the inner (P-face) lipid leaflet of the membrane correlate directly with the observed transepithelial or endothelial resistance [39]. The anatomical structure of primary rat brain endothelial cells in triple coculture including tight junctions is strikingly similar to brain capillaries \textit{in situ} by transmission electron microscopy [40, 41]. By freeze fracture electron microscopy the P-face association of junctional particles of brain endothelial cells in culture models examined so far did not reach that of the brain capillaries [39]. However, culture BBB models with high electric resistance close to \textit{in vivo} values listed in Table 10.2 [33–36, 55, 56, 65] were not examined by this technique. This is an area where more studies are needed to better characterize and validate the tightest BBB models based on cultured cells.

\textit{Transporter Functionality} The \textit{in situ} BBB expresses a large number of transport systems, including active efflux transporters, solute carriers, and receptor-mediated transport routes. These are indispensable for regulating the homeostasis of the nervous system by protecting it from toxic substances and providing nutrients and hormones (for review see Abbott et al. [1]; also, cf. section “PAMPA Models of the BBB”). Among the transporters, the functionality of efflux pumps are the best studied, and efflux activity by fluorescent or drug substrates and inhibitors were proven on most models. P-gp (ABCB1), the first described and best characterized ABC transporter at the BBB, is present in virtually all primary culture models described so far (for rat models, see, e.g., Perrière et al. [30], Nakagawa et al. [79], Abbott et al. [33], Watson et al. [36]). ABCG2 (BCRP) was only identified at the BBB in 2002 [97]. Its importance is highlighted by recent quantitative proteomic studies indicating that ABCG2 is more abundant than ABCB1 at the human BBB [98]. Its presence has been confirmed in several primary culture BBB models [30, 34, 97, 99]. It is difficult to measure the functionality of individual efflux transporters on BBB culture models, because these transporters have a very broad and overlapping substrate and inhibitor profile and form a robust cooperative efflux system at the BBB \textit{in vivo} [100, 101]. In two comparative permeability studies, primary culture–based BBB models could distinguish between drugs transported by passive and efflux mechanisms [41, 46].
<table>
<thead>
<tr>
<th>In vitro models</th>
<th>References</th>
<th>TEER (Ω·cm²)</th>
<th>$P_e$ or $P_{app}$ (10⁻⁶ cm/s)</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Primary brain endothelial cells</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cloned BBECs + rat ACs</td>
<td>[42]</td>
<td>661 ± 48</td>
<td>Sucrose $P_e$ = 5.4</td>
<td>$R^2$ = 0.86⁶ (n = 12)</td>
</tr>
<tr>
<td></td>
<td>[43]</td>
<td>NI</td>
<td>Sucrose $P_e$ = 10.5</td>
<td>$R^2$ = 0.77⁶ (n = 10)</td>
</tr>
<tr>
<td></td>
<td>[44]</td>
<td>NI</td>
<td>Sucrose $P_e$ = 4.2</td>
<td>$R^2$ = 0.92⁶ (n = 9)</td>
</tr>
<tr>
<td></td>
<td>[45]</td>
<td>NI</td>
<td>Sucrose $P_e$ = 8.3</td>
<td>$R^2$ = 0.90⁶ (n = 13)</td>
</tr>
<tr>
<td></td>
<td>[46]</td>
<td>NI</td>
<td>Sucrose $P_e$ = 4.0</td>
<td>$R^2$ = 0.43 (n = 22)</td>
</tr>
<tr>
<td></td>
<td>[47]</td>
<td>NI</td>
<td>Sucrose $P_e$ = 5.8</td>
<td>$R^2$ = 0.81⁶ (n = 10)</td>
</tr>
<tr>
<td>BBECs</td>
<td>[48]</td>
<td>ND</td>
<td>Sucrose $P_e$ = 85</td>
<td>$R^2$ = 0.72⁶ (n = 13)</td>
</tr>
<tr>
<td>BBECs + ACM + cAMP↑</td>
<td>[49]</td>
<td>625 ± 82</td>
<td>ND</td>
<td>ND</td>
</tr>
<tr>
<td>BBECs</td>
<td>[50]</td>
<td>≈150⁵</td>
<td>NI</td>
<td>$R^2$ = 0.96 (n = 7)</td>
</tr>
<tr>
<td>BBECs + rat ACs/ACM</td>
<td>[51]</td>
<td>352–857</td>
<td>SF $P_e$ = 6.0</td>
<td>ND</td>
</tr>
<tr>
<td>BBECs + rat C6 glioma cells</td>
<td>[52]</td>
<td>=2100</td>
<td>ND</td>
<td>ND</td>
</tr>
<tr>
<td>BBECs</td>
<td>[53]</td>
<td>NI</td>
<td>Sucrose $P_e$ = 33</td>
<td>$R^2$ = 0.38⁶ (n = 9)</td>
</tr>
<tr>
<td>BBECs + serum-free + rat C6 glioma cells + HC</td>
<td>[54]</td>
<td>689 ± 53</td>
<td>Sucrose $P_{app}$ = 5</td>
<td>ND</td>
</tr>
<tr>
<td>BBECs + rat ACs + DXM + cAMP↑ + buffer</td>
<td>[55]</td>
<td>1638 ± 256</td>
<td>Mannitol $P_{app}$ = 0.48</td>
<td>ND</td>
</tr>
<tr>
<td></td>
<td>[56]</td>
<td>1014 ± 70</td>
<td>Mannitol $P_e$ = 0.88</td>
<td>ND</td>
</tr>
<tr>
<td><strong>Murine</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MBECs + rat C6 glioma cells</td>
<td>[57]</td>
<td>307 ± 15</td>
<td>SF $P_e$ = 30</td>
<td>ND</td>
</tr>
<tr>
<td>MBECs + mouse ACs</td>
<td>[58]</td>
<td>778 ± 15</td>
<td>Sucrose $P_e$ = 4.5</td>
<td>ND⁵</td>
</tr>
<tr>
<td></td>
<td>[59]</td>
<td>NI</td>
<td>LY $P_e$ = 5.7</td>
<td>ND</td>
</tr>
<tr>
<td>MBECs + HC + serum-free</td>
<td>[60]</td>
<td>≈200</td>
<td>ND</td>
<td>ND</td>
</tr>
<tr>
<td>MBECs + rat AcS</td>
<td>[61]</td>
<td>≈200</td>
<td>SF $P_e$ = 3.5</td>
<td>$R^2$ = 0.96⁶ (n = 7)</td>
</tr>
<tr>
<td>MBECs</td>
<td>[62]</td>
<td>NI</td>
<td>Dextran₃₃kDa $P_e$ = 2.2</td>
<td>ND</td>
</tr>
<tr>
<td>MBECs + Puro (±cAMP↑)</td>
<td>[63]</td>
<td>NI</td>
<td>Albumin $P_e$ = 7.4</td>
<td>ND</td>
</tr>
<tr>
<td>MBECs + Puro + mouse ACs + 20% FBS</td>
<td>[64]</td>
<td>≈200</td>
<td>SF $P_e$ = 1.25</td>
<td>ND</td>
</tr>
</tbody>
</table>

(Continued)
<table>
<thead>
<tr>
<th>In vitro models</th>
<th>References</th>
<th>TEER (Ω⋅cm²)</th>
<th>$P_e$ or $P_{app}$ (10⁻⁶ cm/s)</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PORCINE</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PBECs + serum-free + HC</td>
<td>[65, 66]</td>
<td>700 ± 100</td>
<td>Sucrose $P_e$ = 1</td>
<td>ND</td>
</tr>
<tr>
<td>PBECs + serum-free + rat C6 glioma cells + HC</td>
<td>[67]</td>
<td>&gt;600</td>
<td>Sucrose $P_e$ = 0.34</td>
<td>ND</td>
</tr>
<tr>
<td></td>
<td>[68]</td>
<td>≈800</td>
<td>Sucrose $P_e$ = 3.3</td>
<td>ND</td>
</tr>
<tr>
<td>PBECs + porcine ACs</td>
<td>[70]</td>
<td>139 ± 16</td>
<td>ND</td>
<td>ND</td>
</tr>
<tr>
<td>PBECs + rat ACs</td>
<td>[71]</td>
<td>333–550</td>
<td>Sucrose $P_e$ = 92</td>
<td>$R^2 = 0.89$ (n = 12)</td>
</tr>
<tr>
<td>PBECs + rat ACs (contact)</td>
<td>[72]</td>
<td>1112 ± 43</td>
<td>Sucrose $P_e$ = 0.19</td>
<td>ND</td>
</tr>
<tr>
<td>PBECs + CTX-TNA2 rat AC Line + HC + cAMP↑</td>
<td>[73]</td>
<td>1700–2100</td>
<td>LY $P_e$ = 2.92</td>
<td>ND</td>
</tr>
<tr>
<td>PBECs + Puro + BPDS + HC + cAMP↑ + rat ACs</td>
<td>[34, 35]</td>
<td>779 ± 19</td>
<td>Sucrose $P_{app}$ = 5.7</td>
<td>ND</td>
</tr>
<tr>
<td><strong>RAT</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RBECs + rat ACs + cAMP↑</td>
<td>[74]</td>
<td>300–500</td>
<td>SF $P_e$ = 4.2</td>
<td>ND</td>
</tr>
<tr>
<td>RBECs + rat ACs + ECGF + PDS</td>
<td>[75]</td>
<td>438 ± 75</td>
<td>N.I.</td>
<td>ND</td>
</tr>
<tr>
<td>RBECs + Puro + HC + rat ACs</td>
<td>[29]</td>
<td>=500</td>
<td>SF $P_e$ = 0.75</td>
<td>ND</td>
</tr>
<tr>
<td></td>
<td>[30]</td>
<td>270 ± 119</td>
<td>Sucrose $P_e$ = 1.43</td>
<td>$R^2 = 0.94^b$ (n = 19)</td>
</tr>
<tr>
<td>RBECs + Puro + rat ACs</td>
<td>[76]</td>
<td>220–300</td>
<td>Sucrose $P_e$ = 1.86</td>
<td>ND</td>
</tr>
<tr>
<td>RBECs + Puro + rat NPC</td>
<td>[77]</td>
<td>70–120</td>
<td>SF $P_e$ = 5.5</td>
<td>ND</td>
</tr>
<tr>
<td>RBECs + Puro + rat ACs + PCs + HC + cAMP↑</td>
<td>[78, 79]</td>
<td>354 ± 15</td>
<td>SF $P_e$ = 3.9</td>
<td>$R^2 = 0.89$ (n = 19)</td>
</tr>
<tr>
<td></td>
<td>[41]</td>
<td>548 ± 125</td>
<td>SF $P_e$ = 2.72</td>
<td>$R^2 = 0.80$ (n = 10)</td>
</tr>
<tr>
<td>RBECs + Puro + rat ACs + HC + cAMP↑</td>
<td>[33]</td>
<td>&gt;600</td>
<td>ND</td>
<td>ND</td>
</tr>
<tr>
<td>RBECs + Puro + rat ACs + EBM-2/EGM-2</td>
<td>[36]</td>
<td>529 ± 14</td>
<td>LY $P_e$ = 2.9</td>
<td>ND</td>
</tr>
</tbody>
</table>
### In vitro models

**References**

<table>
<thead>
<tr>
<th>TEER (Ω⋅cm²)</th>
<th>Pe or P_app (10⁻⁶ cm/s)</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PorcinePBECs + serum-free + HC</strong> [65, 66]</td>
<td>700 ± 100 Sucrose Pe ≈ 1 ND</td>
<td></td>
</tr>
<tr>
<td><strong>PorcinePBECs + serum-free + rat C6 glioma cells + HC</strong> [68]</td>
<td>≈800 Sucrose Pe ≈ 3.3 ND</td>
<td></td>
</tr>
<tr>
<td><strong>PBECs + porcine ACs</strong> [70]</td>
<td>139 ± 16 ND</td>
<td></td>
</tr>
<tr>
<td><strong>PBECs + rat ACs</strong> [71]</td>
<td>333–550 Sucrose Pe ≈ 92 (R^2 \approx 0.89 (n=12))</td>
<td></td>
</tr>
<tr>
<td><strong>PBECs + rat ACs (contact)</strong> [72]</td>
<td>1112 ± 43 Sucrose Pe ≈ 0.19 ND</td>
<td></td>
</tr>
<tr>
<td><strong>PBECs + CTX-TNA2 rat AC Line + HC + cAMP</strong> [73]</td>
<td>1700–2100 Ly Pe ≈ 2.92 ND</td>
<td></td>
</tr>
<tr>
<td><strong>PBECs + Puro + BPDS + HC + cAMP</strong> [34, 35]</td>
<td>779 ± 19 Sucrose Pe ≈ 5.7 ND</td>
<td></td>
</tr>
<tr>
<td><strong>RatRBECs + rat ACs + cAMP</strong> [74]</td>
<td>300–500 SF Pe ≈ 4.2 ND</td>
<td></td>
</tr>
<tr>
<td><strong>RBECs + rat ACs + ECgF + PDS</strong> [75]</td>
<td>438 ± 75 N.I. ND</td>
<td></td>
</tr>
<tr>
<td><strong>RBECs + Puro + rat ACs</strong> [76]</td>
<td>220–300 Sucrose Pe ≈ 1.86 ND</td>
<td></td>
</tr>
<tr>
<td><strong>RBECs + Puro + rat NPC</strong> [77]</td>
<td>70–120 SF Pe ≈ 5.5 ND</td>
<td></td>
</tr>
<tr>
<td><strong>RBECs + Puro + rat ACs + PCs + HC + cAMP</strong> [78, 79]</td>
<td>354 ± 15 SF Pe ≈ 3.9 (R^2 \approx 0.89 (n=19))</td>
<td></td>
</tr>
<tr>
<td><strong>PBMEC/C1-2 + rat C6 glioma ACM + cAMP</strong> [86]</td>
<td>≈300 Sucrose Pe ≈ 5.6 ND</td>
<td></td>
</tr>
<tr>
<td><strong>PBMEC/C1-2 + fibronectin + rat C6 glioma ACM</strong> [87]</td>
<td>101 ± 4 Diazepam Pe ≈ 31 ND</td>
<td></td>
</tr>
<tr>
<td><strong>RatgPNT + Puro</strong> [89]</td>
<td>≈66 Sucrose Pe ≈ 123 ND</td>
<td></td>
</tr>
<tr>
<td><strong>SV-ARBEC + immortalized rat Acs</strong> [46]</td>
<td>50–70 Sucrose Pe ≈ 16 NI (n=22)</td>
<td></td>
</tr>
<tr>
<td><strong>TR-BBB13</strong> [91, 92]</td>
<td>99–109 NI ND</td>
<td></td>
</tr>
</tbody>
</table>

#### Brain endothelial cell lines

**Murine**

- **b.End3 + rat C6 glioma cells + cAMP** [68] ≈130 Sucrose Pe ≈ 16 ND
- **b.End3 + rat C6 glioma cells** [69] ≈66 Sucrose Pe ≈ 19.4 ND
- **b.End3 + rat C6 glioma ACM** [81] ≈121 Sucrose Pe ≈ 9 ND
- **b.End5** [62] NI Dextran, Pe ≈ 41 ND
- **cEnd + 2% serum + HC** [82–84] ≈800 ND ND
- **MCE4** [46] 40–50 Inulin Pe ≈ 22.5 N.I (n=10)
- **TM-BBB1-5** [85] 105–118 Mannitol Pe ≈ 139 ND

**Porcine**

- **PBMEC/C1-2 + rat C6 glioma ACM + cAMP** [86] ≈300 Sucrose Pe ≈ 5.6 ND
- **PBMEC/C1-2 + fibronectin + rat C6 glioma ACM** [87] 101 ± 4 Diazepam Pe ≈ 31 ND

**Rat**

- **GPNT + Puro** [89] ≈66 Sucrose Pe ≈ 123 ND
- **RBE4 + rat ACs + 2% FBS** [90] N.I. Sucrose Pe ≈ 11 ND
- **SV-ARBEC + immortalized rat Acs** [46] 50–70 Sucrose Pe ≈ 16 NI (n=22)
- **TR-BBB13** [91, 92] 99–109 NI NI (n=10)

#### Human Caco-2 adenocarcinoma cell line

- **Caco-2** [67] >600 Sucrose Pe ≈ 0.46 ND
- **Caco-2** [45] NI Sucrose Pe ≈ 1.71 \(R^2 = 0.46^b (n=10)\)
- **Caco-2** [46] 600–1000 Sucrose Pe ≈ 1.4 \(R^2 = 0.34^b (n=22)\)
- **Caco-2** [69] 512 ± 155 Sucrose Pe ≈ 1.6 ND
- **Caco-2** [53] NI Sucrose Pe ≈ 2.4 \(R^2 = 0.37^b (n=9)\)
- **Caco-2** [41] 1024 ± 184 SF Pe ≈ 1.34 \(R^2 = 0.61^b (n=10)\)
- **VB-Caco-2** [41] 2012 ± 347 SF Pe ≈ 0.47 \(R^2 = 0.72^b (n=10)\)

---

*Continued*


### Table 10.2 (Continued)

<table>
<thead>
<tr>
<th>In vitro models</th>
<th>References</th>
<th>TEER ($\Omega \cdot \text{cm}^2$)</th>
<th>$P_e$ or $P_{\text{app}}$ $(10^{-6} \text{cm/s})$</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>HUMAN ECV 304 CELL LINE</strong>&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ECV304 + rat C6 glioma cells + 10% FBS</td>
<td>[93]</td>
<td>221 ± 13</td>
<td>ND</td>
<td>ND</td>
</tr>
<tr>
<td></td>
<td>[94]</td>
<td>120–175</td>
<td>Sucrose $P_{\text{app}}$ = 0.13</td>
<td>ND</td>
</tr>
<tr>
<td>ECV304 + rat C6 glioma cells</td>
<td>[46]</td>
<td>100</td>
<td>Sucrose $P_{\text{app}}$ = 8.1</td>
<td>NI ($n = 5$)</td>
</tr>
<tr>
<td>ECV304 + rat C6 glioma ACM</td>
<td>[88]</td>
<td>150 ± 32</td>
<td>Dextran&lt;sub&gt;APTS&lt;/sub&gt; $P_e$ ≈ 1.98</td>
<td>ND</td>
</tr>
<tr>
<td>ECV304 + rat C6 glioma ACM + cAMP↑</td>
<td>[95]</td>
<td>110</td>
<td>Sucrose $P_e$ ≈ 11.3</td>
<td>ND</td>
</tr>
<tr>
<td><strong>MADIN-DARBY CANINE KIDNEY CELL LINES</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MDCK&lt;sub&gt;ATCC&lt;/sub&gt;</td>
<td>[46]</td>
<td>200–400</td>
<td>Sucrose $P_{\text{app}}$ = 8.1</td>
<td>$R^2$ = 0.40 ($n = 22$)</td>
</tr>
<tr>
<td>MDCK&lt;sub&gt;wt&lt;/sub&gt;</td>
<td>[46]</td>
<td>130–150</td>
<td>Sucrose $P_{\text{app}}$ = 8.1</td>
<td>$R^2$ = 0.46 ($n = 22$)</td>
</tr>
<tr>
<td>MDCK</td>
<td>[41]</td>
<td>&lt;100</td>
<td>SF $P_e$ = 0.65</td>
<td>$R^2$ = 0.68 ($n = 10$)</td>
</tr>
<tr>
<td>MDCK-MDR1</td>
<td>[46]</td>
<td>120–140</td>
<td>Sucrose $P_{\text{app}}$ = 8.1</td>
<td>$R^2$ = 0.37 ($n = 22$)</td>
</tr>
<tr>
<td>MDCK-MDR1</td>
<td>[41]</td>
<td>&lt;100</td>
<td>SF $P_e$ = 0.59</td>
<td>$R^2$ = 0.78 ($n = 10$)</td>
</tr>
<tr>
<td>MDCK&lt;sub&gt;type II&lt;/sub&gt;-MDR1</td>
<td>[53]</td>
<td>NI</td>
<td>Sucrose $P_{\text{app}}$ = 1.5</td>
<td>$R^2$ = 0.36&lt;sup&gt;c&lt;/sup&gt; ($n = 9$)</td>
</tr>
</tbody>
</table>

Molecular weights of paracellular permeability tracers used: albumin: 67,000 Da; dextran<sub>APTS</sub>: 5,779 Da; dextran<sub>3k</sub>: 3,000 Da; diazepam: 290 Da; l-glucose: 180 Da; inulin: 5,000 Da; Lucifer yellow: 444 Da; mannitol: 182 Da; sodium fluorescein: 376 Da; sucrose: 342 Da.

ACs, astrocytes; ACM, astrocyte-conditioned medium; APTS, 8-aminopyrene-1,3,6-trisulfonate; BBECs, bovine brain endothelial cells; BECs, brain endothelial cells; BPDS, bovine plasma–derived serum; cAMP↑, drug combination elevating intracellular adenosine 3′,5′-cyclic monophosphate level; DXM, dexamethasone; EBM-2/EGM-2, EBM-2 microvascular endothelial cell media with the EGM-2 BulletKit SingleQuots without the human recombinant VEGF supplement (from Lonza); ECGF, endothelial cell growth factor; FBS, fetal bovine serum; HC, hydrocortisone; LY, Lucifer yellow; MBECs, murine brain endothelial cells; ND, not determined; NI, not indicated; NPCs, cortical embryonic neural progenitor cells; $P_{\text{app}}$, apparent permeability coefficient; $P_e$, endothelial permeability coefficient; PBECS, porcine brain endothelial cells; PCs, pericytes; PDS, plasma-derived serum; Puro, puromycin treatment for selection of brain endothelial cells; RBECs, rat brain endothelial cells; SF, sodium fluorescein; TES, N-tris(hydroxymethyl)methyl-2-aminoethanesulfonic acid; VB, vinblastine.

<sup>a</sup>Calculated TEER on the basis of surface area and $\Omega \cdot \text{cm}^2$ value published in the paper.

<sup>b</sup>$R^2$ value for correlation between *in vitro* and *in vivo* permeability data was calculated on the basis of $R$ value published in the paper.

<sup>c</sup>Although no correlation with *in vivo* data was published, $R^2$ ≈ 0.99 ($n = 7$) correlation was found when murine *in vitro* results were compared to permeability data obtained on *in vitro* reconstituted model formed by cloned bovine BECs and rat ACs from Dehouck & Cecchelli labs.

<sup>d</sup>Human ECV304 cell line was originally considered as a spontaneously transformed line derived from human umbilical vein endothelial cells (HUVEC) culture; however, genetic analysis by Brown et al. [96] revealed an identical DNA fingerprint pattern of ECV304 and human bladder–derived epithelial cell line T24/83.
A large number of SLC transporters were identified by genomic or proteomic tools at the BBB (for review see Redzic [102]). While the presence of glucose and amino acid transporters has been confirmed in primary cultures of brain endothelial cells [60, 68, 78], there are few BBB culture models which have been characterized for SLC transporter functionality. The kinetics of glucose and l-alanine uptake were described in primary porcine brain endothelial cells indicating functional GLUT-1 and LAT-1 carriers [69]. Active glucose uptake was also described in primary rat brain endothelial cells and was positively modulated by n-3 long-chain polyunsaturated fatty acids [103]. Involvement of OCTN2 and amino acid/carnitine transporter \( B(0, +) \) system in the transport of carnitine and polarized localization of transporter \( B(0, +) \) was identified in a well-characterized \textit{in vitro} bovine BBB model [104, 105].

There might be several reasons explaining the scarcity of functional studies on SLC transporters on culture BBB models. Influx transporters, like glucose transporter 1, are more sensitive to downregulation by culture conditions than efflux pumps [106]. Garberg et al. [46] suggested that the \textit{in vitro} BBB models tested in their work were not tight enough to measure small-molecule ligands of glucose and amino acid SLC transporters in permeability assay settings. It remains to be seen whether the newly described and paracellularly tighter BBB models will be better applicable in uptake and especially in permeability assays for influx transport studies.

\textbf{Species Differences}  
Culture morphology does not reveal differences between primary endothelial cells isolated from bovine, human, mouse, porcine, or rat brain microvessels. The same is true for the paracellular tightness of these culture models (Table 10.2). Previously bovine and porcine models were described as the most robust, with the highest transendothelial resistance [44, 65, 107], but recent improvements in culture techniques and conditions have resulted in models with tight barrier function from mouse [58, 59] and rat primary cells [33, 36, 41] (Table 10.2). In a comparative study, both bovine and porcine brain endothelial cell–based models displayed discriminative barrier functionality, but higher resistance and lower permeability was measured on the porcine model in identical culture conditions in the same laboratory [54]. An interesting observation on species difference is related to the subcultivation of primary endothelial cells. Bovine brain capillary endothelial cells can be easily cloned and passaged [44], while rodent brain endothelial cells cannot be subcultivated, they not only dedifferentiate, but stop growing.

Recent genomic, proteomic, and functional studies indicate that there are differences between the human and other mammalian BBB, especially at the level of transporters [108] (for more detailed discussion on species differences in BBB functions see Chapter 4). As an example, quantitative proteomic studies indicate that ABCG2 is more abundant than ABCB1 in the human BBB in contrast to mouse BBB [98], which may have relevance for \textit{in vitro} models used for drug permeability testing.

\textbf{Regulation of the Paracellular Tightness of \textit{In Vitro} BBB Models}  
Culture conditions, including the composition of culture media, are key factors influencing barrier tightness of culture models. The use of serum in primary brain endothelial cultures is controversial: in a porcine model, serum-free conditions improved barrier
tightness [65], but in most primary models, culture media are complemented with animal sera [40]. Sera may contain different levels of lysophosphatidic acid inducing barrier opening [109], but also growth factors like FGF2, which not only induce division of brain endothelial cells, but also barrier tightening (for review see Deli et al. [25]). It should also be noted that in endothelial cells serum deprivation is a strong inducer of oxidative stress and apoptosis [110] and, except one observation, [60] no rodent in vitro BBB model is described using serum-free culture conditions. In addition to sera and FGF2, the most effective factors to date to induce tighter barriers are hydrocortisone [111] or other glucocorticoids, cyclic AMP elevation [49, 112], and lipid supplements, which are usually used in combination (for review see Refs. 25 and 113).

**Immortalized Brain Endothelial Cell Lines** Because the preparation of primary cultures is expensive, time-consuming, and requires technical expertise, immortalized brain endothelial cell lines were established from different species starting from the 1990s. These cell lines are mainly of mouse, rat, porcine, and human origin, and proved to be useful to study several aspects of the physiology or pathology of the BBB including permeability and transport functions [25, 107, 114]. The number of BBB models based on brain endothelial cell lines, which are characterized in detail and used for drug permeability studies, is very low [40]. There are no bovine cell lines with known data on resistance or paracellular marker permeability. From the mouse cells lines MBEC4, b.End3, and b.End5 were tested and compared to the permeability of primary mouse brain endothelial monolayers without coculture [115]. Similar permeability values for fluorescein and expression level of claudin-5 were observed in b.End3 cell line as in primary mouse cells. The limitation of the study is that no resistance data were provided. The comparison of cell lines and primary cells also depends on the complexity of the primary cell–based model. When the permeability of the rat triple coculture model [79] was compared to MBEC4 and SV-ARBEC cells [46], a significantly better in vitro–in vivo correlation was found than for the cell lines (Fig. 10.6).

The BBB model from porcine cell line PBMEC/C1-2 was characterized in detail [88, 116]. It was successfully used to assess the functionality of P-gp [117] and for transport ranking of antihistaminic drugs [118] and NSAIDs [119].

While brain endothelial cell lines are valuable research tools their major limitation is the insufficient tightness of the paracellular pathway for pertinent drug permeability screening [25, 120], as shown in the higher permeability coefficients listed in Table 10.2. The exact reason why immortalization leads to loss of some of the brain endothelial properties [121], especially the tight paracellular barrier [25], is not clear. It is known that angiogenesis is accompanied by weak intercellular junctions, and tight barrier is formed only in nondividing quiescent brain endothelial cells. Tight junction linker proteins, such as ZO-2, serve as nuclear signal factors in angiogenic conditions and are located in the junctional area in confluent, contact-inhibited cultures [122]. If immortalization leads to an “angiogenic” phenotype in brain endothelial cells with continuous cell division and loss of contact inhibition, no tight barrier formation can be expected even if culture conditions are optimized.
Brain Endothelial Cells versus Surrogate Models  Originally, epithelial cell lines were used as test systems for gastrointestinal absorption by pharmaceutical companies. Because the tight paracellular barrier and the efflux pumps are important characteristics of all biological barriers, including the BBB, these epithelial cell lines possessing both characteristics were also tested as surrogate BBB models [123]. The most popular epithelial surrogate models are the human Caco-2 and the dog MDCK cell lines.

The Caco-2 cell line originates from a human colon adenocarcinoma, and is used primarily as a screen for intestinal absorption. Caco-2 cells give a good correlation for passive diffusion compounds, but the predictive value of this model is less for efflux pump substrates [46]. To overcome the big heterogeneity in cellular morphology and to increase P-glycoprotein expression, Caco-2 cells were selected by vinblastine (VB-Caco-2) [41]. Because cellular morphology is more uniform and P-gp expression is higher, VB-Caco-2 cells can be better used for testing new chemical entities [41].

The dog kidney epithelial MDCK cells are used in primary research on kidney transporters and tight intercellular junctions. They are also applied by pharmaceutical companies as a surrogate BBB model, especially the MDCK-MDR1 cell line, which is a subclone stably expressing the gene of human P-gp [123]. While MDCK
cell layers have tight paracellular barrier for small hydrophilic compounds, their resistance can be very low [41, 46]. This is a good example, that low transepithelial electrical resistance (TEER) values do not indicate open paracellular pathways or leaky monolayers if junctional tightness is high by both morphological and functional methods. The high ionic permeability of the MDCK barrier may be related to the presence of ion channels in the plasma membrane and the expression of pore-forming claudin subtypes [41].

Another human cell line used as a surrogate BBB in vitro model is ECV304. This cell line was originally introduced by Takahashi et al. [124] as a spontaneously transformed endothelial cell line. Several endothelial markers, such as von Willebrand factor (vWF), the secretion of PAI-1 and endothelin, vitronectin CD51 receptor, ICAM-1, thrombomodulin, VCAM-1, and Ac-LDL uptake were found in ECV304 cells, but PECAM-1 was not proved and the expression of some epithelial markers (desmoglein, cytokeratin) was shown [125]. Comparison of ECV304 cells to urinary bladder carcinoma T24 cells revealed distinct differences between these two cell lines. However, later genetic fingerprint analysis by several groups and cell banks showed identical fingerprints of ECV304 and T24 and, consequently, raised doubt about the endothelial origin of ECV304 cells [96, 126]. Furthermore, they were not able to reproduce the proof of presence of endothelial markers, especially vWF. It was assumed that a cross contamination of original HUVECs had occurred with T24 cells and, consequently, it was recommended not to apply ECV304 cells for endothelial studies and to use T24(ECV304) as the proper term. On the contrary, another study showed that these two cell lines differ by all cytogenetic characteristics [127]. The facts about the usability as BBB model and the origin of ECV304 cells are still controversial, which is probably a result of heterogeneities among cell populations of ECV304 cells. In this regard, Kiessling et al. [128] stated that it was theoretically possible that ECV304 represented embryonal mesothelial cells in transition toward an endothelial phenotype. Considering this, it was proposed that the phenotype is very dependent on the clone and applied culture conditions used and that the properties of ECV304 cells have to be characterized for each single cultivation protocol and subsequent applications. With regard to BBB properties and drug transport studies, several groups were able to confirm the responsiveness of ECV304 cells toward glioma cell line C6, resulting in increased tightness and induced transporter activity (Glut1, P-gp, amino acid transporters) [88, 95]. In comparison to other immortalized BBB cell lines, such as PBMEC/C1-2, RBE4, b.End3, b.End5, RBEC, and EaHy929, ECV304 forms tighter cell layers, which provides a broader measurement window between paracellular and transcellular markers to distinguish between drug permeabilities. ECV304 in vitro models were used to investigate and rank the permeability of, for example, sucrose, inulin, amino acids (alanine, leucine), vincristine, benzodiazepines, NSAIDs, or glycine antagonists, which were correlated to in vivo logBB data or physicochemical parameters such as log $P$ values [46, 129]. Although BBB properties are inducible in ECV304 cells by astrocytes, which is a major feature of brain endothelial cells, it is not recommended to use them for studies focusing on endothelial properties or signaling pathways, due to distinct doubts about their endothelial origin. Nevertheless, they
could be used as a barrier model for investigating drug transport, since they could form significantly tighter barriers than most of the available BBB cell lines. There are very few comparative studies on brain endothelial cell–based and surrogate BBB models. In the study of Lundquist et al. [45], the estimation of BBB penetration was weaker in Caco-2 cells than in the bovine BBB model. Garberg et al. [46] compared the largest number of BBB and epithelial surrogate models so far and the best predictions for passive and efflux compounds were obtained on the bovine BBB, MDCK-MDR1, and Caco-2 models. When compared to bovine brain endothelial or Caco-2 models, MDCK cell monolayers gave a weaker correlation for passively penetrating drugs. Not surprisingly, the MDCK-MDR1 cell line overexpressing P-gp was the best to screen for efflux pump ligands. Although the ECV304 model was included in this study, only 5 compounds were tested from the set of 22, and no conclusion could be drawn on the performance of this model. As compared to the passive and efflux compounds, no model gave a good correlation with in vivo data when all the 22 compounds tested were taken into account, including lipophilic molecules of flow-limited penetration to brain and substrates of nutrient Slc carriers, highlighting the limitations of the tested culture BBB models. (Drugs can only be absorbed into the BBB as fast as the perfusion fluid flow brings them to the site of absorption. If the true permeability is faster than the flow rate, the measurement is said to be “flow-limited.”)

In a recent study, Hellinger et al. [41] compared a primary cell-based triple rat coculture model [78, 79] and epithelial cell–based Caco-2, VB-Caco-2, MDCK, and MDCK-MDR1 surrogate BBB models for both cell morphology and functionality. Although it is disregarded in most comparative studies or reviews on BBB models, the cytoarchitecture of epithelial and endothelial models differ strikingly [41]. In brain endothelial cells, anatomically separate adherens junctions, desmosomes and interdigitations, characteristic for epithelium, are missing. In contrast to epithelial cells the luminal surface of brain endothelial cells is smooth and there are no microvilli [40, 41]. Endothelial cells of brain capillaries are very thin both in vivo and in vitro; the cell thickness of Caco-2 and MDCK cells are 10–20-fold higher. These differences affect the penetration of drugs: the permeability coefficients for passive compounds were 1.3–1.5-fold higher in Caco-2 cells than in the BBB model, which may be related to the higher absorption surface of epithelial cells due to microvilli. All three models showed restrictive paracellular pathway and selective passive permeability. Using a panel of 10 compounds, a good correlation with in vivo permeability data was found on the coculture BBB, VB-Caco-2, and MDCK-MDR1 models, with the rat coculture BBB model showing the highest $R^2$ value [41]. With regard to the P-gp-mediated efflux functionality of the models, the VB-Caco-2 and MDCK-MDR1 were more sensitive than the rat BBB model and identified a significantly higher number of efflux substrate drugs.

Surrogate BBB models may provide a simple and inexpensive alternative for the screening of drug candidates for passive permeability or efflux by transporters. However, the different cytoarchitecture and genetically programmed differences, such as the expression of specific sets of tight junction proteins and BBB-specific transporters, call for the careful use of surrogate models and require
alternative approaches for BBB-specific transporter liabilities, or the use of endothelial BBB models.

**The Role of the Microenvironment**

The other major problem for brain endothelial cells grown in monocultures was the dedifferentiation observed, especially in long-term cultures or following subcultivations. The BBB phenotype in brain microvascular endothelial cells is organ-specific and it results from a cross-talk between endothelial cells and the surrounding cells of the neurovascular unit. When this inductive influence of the CNS microenvironment is lost in culture, the BBB properties of endothelial cells are also lost. Since cerebral microvascular endothelial cells share a common basal membrane with the surrounding pericytes and glial end-feet, the influence of these three elements are key in a culture BBB model.

**Glial Cells**  
Astrocytes were the first to be recognized to induce BBB properties in cultured brain endothelial cells in the 1980s. Since then many studies have followed and all have confirmed that glial cells tighten the barrier, as well as induce the expression and functionality of enzymes and transporters in cerebral endothelial cells (for reviews see Refs. 1, 130–132). The mechanism of glial induction is still not known, despite long-time research efforts. Secreted growth factors and small signaling molecules are possible candidates mediating the effect of astrocytes, because not only coculture but even astrocyte-conditioned culture media are effective (Table 10.2). Type I astrocytes and mixed glial cultures are equally efficient for the induction of BBB properties in coculture models (Table 10.2), but some studies indicate that the contact model, where glial cells are on the opposite side of the membrane where endothelial cells are cultured, is the more effective [25, 72, 78]. There seem to be no species differences in glial induction: while some BBB models, especially rat and mouse, are syngeneic, rat glial cells are also used for coculture of bovine or porcine endothelial cells [44, 70]. Glial cell lines can replace primary astrocytes in coculture BBB models; the most widely applied cell line is the rat C6 glioma cells [25] (Table 10.2). However, the inductive capacity of C6 glioma cell line is less effective than that of primary astrocytes, due to the production of the permeability increasing vascular endothelial growth factor (VEGF) [132]. Most models used as permeability screens for drugs are coculture systems of brain endothelial cells or cell lines with either primary astrocytes or with glial cell lines (Table 10.2). Coculture BBB models, based on primary endothelial and glial cells, gave better in vivo–in vitro correlations in comparative studies than cell line–based models (Fig. 10.6) [41, 46]. A new study indicates that a well-characterized in vitro coculture BBB model, based on bovine brain capillary endothelial and rat glial cells [44], can be used to calculate free brain and free plasma drug concentration ratios (Cu,br/Cu,pl), suggesting that a single in vitro model of the BBB can identify compounds with a desirable in vivo response in the CNS [133]. From the same laboratory, a bovine brain endothelial cell–based robust, higher-throughput model exhibiting BBB features in a ready-to-use, frozen format was
also developed for in-house use by pharmaceutical firms and biotech companies during early-stage drug discovery [134].

**Pericytes** Pericytes are important elements of the blood vessel wall. They not only stabilize capillary structure and regulate blood flow, but also contribute to low blood vessel permeability [135]. Higher pericytic coverage correlates with the tightness of blood vessels: the ratio of pericytes to endothelial cells is the highest in retina and brain capillaries, which possess the tightest intercellular junctions [136]. It has been recently revealed that pericytes of brain capillaries induce BBB-specific gene expression patterns in endothelial cells and polarization of astrocyte end-feet in vivo [137]. They also play a critical role in the regulation of the BBB during development [138]. Despite the early recognition of the importance of pericytes in capillary physiology, there was a 20-year gap between the discovery of the inductive properties of glial cells and pericytes. The effect of brain microvascular pericytes on the tightness of cerebral endothelial monolayers has been demonstrated in a coculture setting using primary rat brain endothelial cells [139]. This observation was confirmed on bovine [140] and immortalized mouse [141] brain endothelial cells. Nakagawa et al. [78, 79] strengthened these observations and developed a new rat syngeneic model where the induction of the BBB properties in endothelial cells was achieved by coculture with both brain pericytes and astrocytes. Since then, several double or triple coculture BBB models have been established with brain pericytes for primary research purposes to study cell–cell interaction or angiogenesis [142, 143], but so far only one model was characterized in detail for drug testing purposes [41, 79].

**Neurons** It is well accepted that the neural microenvironment plays a key role in inducing BBB function in capillary endothelial cells, but it was difficult to prove the inductive influence of the neuronal environment or the contribution of neurons in vivo [144]. The first in vitro observation was made on cloned porcine brain endothelial cells, in which incubation with plasma membrane fractions from embryonic brain cells and cortical neurons caused a significant increase in gamma-glutamyl transpeptidase activity [145]. In a coculture system of mouse brain slices and primary rat brain endothelial cells, a tight barrier developed, which restricted the permeability of dopamine and glutamate, but not of L-DOPA across the endothelial monolayers [146]. Immortalized rat neuronal B14 cells could be differentiated into a serotonergic phenotype when added to the abluminal glial surface in a primary rat brain endothelial–glial dynamic coculture model and this neuronal cell line induced the expression of a functional serotonin transporter on brain endothelial cells [147]. Coculture of cortical neurons with RBE4 rat brain endothelial cell line resulted in tighter barrier, junctional localization of occludin [148], and carrier-mediated transport of L-DOPA across brain endothelial monolayers [149]. Cortical embryonic neural progenitor cells (NPCs), which have self-renewal capacity and ability to differentiate into a mixed culture of both neurons and astrocytes, were also tested in vitro. Coculture with rat NPCs or treatment with NPC-conditioned medium could induce tighter barrier and the expression of P-gp in primary rat brain microvascular endothelial cells [77, 150]. In a follow-up study both rat and human NPC-derived
mixed cultures of astrocytes and neurons (ratio 3:1) could upregulate BBB-related genes and barrier function in rat brain endothelial cells [151], indicating that NPCs can be an alternative to primary neural cells for use in BBB co-culture models. However, no endothelial–neuron coculture BBB model has been tested in a comparative drug penetration study yet.

**Basal Membrane** The basal membrane of brain capillaries is shared between endothelial cells, pericytes, and astrocytes, which all contribute to its composition. In addition to the influence of the perivascular cells discussed earlier, the barrier function of endothelial cells is also determined by the surrounding basal lamina (for review see Wolburg et al. [39]). The components of the extracellular matrix around brain capillaries include collagen type IV, fibronectin, laminin, and the heparan sulfate proteoglycan, agrin. The importance of extracellular matrix in the culture of brain endothelial cells and in the local control of tight junction formation has long been known. Rat tail collagen gel is an excellent support of monolayer formation in bovine and rat brain endothelial cells [27, 42, 152]. In a comparative study, collagen type IV, fibronectin, and laminin, either alone or in combination, elevated the TEER of low-resistance porcine brain endothelial monolayers [153]. To coat the culture surfaces, either rat tail collagen or a mix of collagen type IV and fibronectin is used for most BBB models [78, 119]. A biological matrix secreted by corneal endothelial cells also improved the growth of cultured brain microvascular endothelial cells [154] and could support the development of tight monolayers of rat brain endothelial cells, but was not used in models for drug testing.

**Shear Stress** It is known that shear stress is an important factor for BBB functionality. Application of shear stress onto brain endothelial cells resulted in differentiation toward the *in vivo* phenotype indicated by increased expression of tight junction, transport and enzyme proteins, reduced proliferation, changed energy metabolism, increased life span, and changed protein distribution toward the cytoskeleton [155–157] (Table 10.1). The striking role of shear stress is not considered in most of the used BBB *in vitro* models, because probably the model setup and handling are too sophisticated in relation to the expected improvement of obtainable data. Another argument for not implementing flow into BBB *in vitro* models was that blood flow is very low in capillaries and consequently the influence of shear stress is negligible [158]. This is not correct. According to Equation 10.5 [159], flow is indeed directly proportional to the produced shear stress, but the inner radius of capillaries cubed is indirectly proportional:

\[
SS = 4\mu Q/\pi r^3
\]  

(10.5)

SS is the shear stress (units), \( \mu \) (mPa⋅s) is the viscosity, \( Q \) (ml⋅s\(^{-1}\)) is the flow rate, and \( r \) (cm) is the inner radius.

In fact, based on novel shear stress calculations in eye conjunctiva of humans [160], Cucullo et al. [161] proposed that formerly assumed shear stress in brain capillaries of 5 dyne/cm\(^2\) should be corrected to values over 20 dyne/cm\(^2\) in capillaries with 8\( \mu \)m diameter. The impact of shear stress had been investigated in several different model
types, such as conical cylinders, dynamic hollow-fiber flow models from different companies (Cellmax, Fiber-Cell, FloceI) or, more recently, microfluidic devices [162–164]. Although it is well accepted that shear stress is an important inducer of BBB in vivo characteristics, the molecular basis for signal transduction is still mainly unresolved. Some publications indicated that cells alter their morphology and elongate by adaption of their cytoskeleton just following the physical force. The rearrangement of the cytoskeleton is linked with Ca2+ signaling, which is perhaps then responsible for further assimilations. In other studies, a protein complex was identified, containing molecules known to be of distinct importance for BBB functionality, such as PECAM-1, VE-cadherin, and VEGFR2, which should transform the mechanical stress into a biochemical signal in the endothelial cell. Nonetheless, there have been numerous studies (e.g., flow cessation–reperfusion experiments) underlying the importance of flow-mediated shear stress for BBB functionality [165–168]. How the influence of flow is integrated in current BBB cell culture models is discussed in the section “Different Cell Culture Model Types and Technical Aspects” in more detail.

**Physiological Models (Co/Triple-Culture)** To mimic the complexity of the neurovascular unit in vivo, endothelial–glial coculture BBB models also became more complex. In the first attempts, BBB in vitro models were completed with neurons. Using primary neurons or neuronal cell line, both dynamic [147] and static [169], rat triple in vitro BBB models were described with improved barrier properties. A rat BBB culture model from NPC-derived mixed cultures of astrocytes and neurons was also introduced [151]. The same laboratory also later described a human pluripotent stem cell–based triple coculture model [170]. These models have a good potential for application in drug testing due to their scalability, but further characterization and more data are needed to prove their reproducibility and applicability by comparative tests.

The aforementioned models, however, miss a crucial brain perivascular cell, pericytes. The triple coculture BBB model developed by Nakagawa et al. [78, 79] consists of primary rat brain capillary endothelial cells grown in the presence of both pericytes and astrocytes mimicking the in vivo anatomical position of these cells (Fig. 10.7). Endothelial cells and pericytes share the membrane of the insert, and the astrocytes are cultured in the well holding the culture insert. The cross talk between the three cell types induces barrier properties (Table 10.2) and functional expression of influx and efflux transporters typical to the BBB, including glucose transporter-1, P-gp, and multidrug resistance protein-1 [41, 78, 79, 171]. This rodent triple coculture model gives good in vitro–in vivo correlations (Fig. 10.6) [41, 79]. As a primary research tool, the triple rat BBB model was applied in a study on iron transport proteins at the BBB [172]. As a screening system for the BBB transport of drugs and drug candidates, a ready-to-use frozen triple coculture BBB kit (PharmaCo-Cell Co. Ltd.; Nagasaki, Japan) was also used to measure the BBB permeability of alkaloids [173, 174] and nanoparticles [175, 176] in vitro. Nakagawa et al. [177] also developed a monkey triple BBB model consisting of primary brain microvascular endothelial cells from *Macaca irus* cocultured with rat pericytes and astrocytes showing barrier properties (TEER ≈ 350 Ω·cm², SF *P*<sub>app</sub> ≈ 3×10<sup>−6</sup> cm/s) suitable for in vitro permeability assays.
A further development of BBB coculture models is expected with even more complexity by the addition of both pericytes and neuronal cells to the endothelial–glial cell duo. The advantage of these complex models is that they mimic the \textit{in vivo} anatomical structure of brain capillaries much better than previous settings (Table 10.3). Their disadvantage is also related to this complexity: the establishment of triple culture models as a new method is technically demanding; however, the ready-to-use kits can solve this problem. Nevertheless, these complex \textit{in vitro} culture models are optimal for testing selected compounds and not as high-throughput assays.
**Disease Models** In recent years, the importance of astrocytes or pericytes in disease *in vitro* models of the BBB became evident. For example, it was shown that astrocytes contribute significantly to BBB damage in *in vitro* stroke (oxygen/glucose deprivation (OGD)–treated cells) or HIV models [178, 179]. Integration of astrocytes derived from ApoE4-KO mice in a BBB model, consisting of brain endothelial cells and pericytes, elucidated the crucial role of ApoE4 for BBB functionality [180]. Brain pericytes from stress-susceptible pigs are not able to maintain BBB integrity in comparison with pericytes from wild-type animals [181]. Pericycle damage and pericycle–endothelial cell cross talk–related BBB disruption were demonstrated in various *in vitro* disease models, such as HIV-1 [179, 182], Japanese encephalitis virus [183], and *Escherichia coli* infection [184]. Experiments on the syngeneic triple rat coculture model revealed BBB changes in models of neurological diseases, such as Alzheimer’s disease [171] or stroke [185] and BBB protection by edaravone [186] or cilostazol [187]. These studies emphasized the pivotal role of the microenvironment, especially for disease models of the BBB.

**Different Cell Culture Model Types and Technical Aspects**

The static Transwell™ model is the most widely used system to evaluate drug permeability across cell layers. Although the application principle of this system is quite simple, several technical aspects should be considered to obtain reliable permeability data. First of all, the choice of the plastic membrane is a crucial one. The combination of plastic surface properties and membrane porosity (depending on pore size and number of pores) influences cell growth and differentiation, in particular the tightening process. Recently, it was shown that polyethylene terephthalate (PET) membranes with pores of 0.4 μm size produced the tightest layers formed by mouse brain endothelial cells in comparison to other materials, such as polycarbonate, or to larger available pore sizes, such as 1, 3, or 8 μm. After data evaluation, there was a correlation, especially between porosity and tightness, favoring Transwell™ inserts provided from one company with the lowest porosity. However, if porosity is too low (<1%), the unstirred water layer inside the pores becomes limiting in the transport of lipophilic drugs [8]. Furthermore, using membranes with pores larger than 1 μm holds the danger that cells grow through the membrane to the lower, basolateral side of the membrane and build up an additional cell layer there [188]. With regard to drug transport studies, the membranal design also plays a pivotal role. It is assumed that the larger the pores are, the faster the drug molecules permeate. This can be an important time factor for conducting permeability experiments. On the one hand, a cell layer with high paracellular tightness is wanted, while, on the other hand, a faster experiment is preferred. For this reason, several research groups decided to use membranes with 1 μm pores for permeability studies [88, 116, 118, 119, 189]. Another aspect is certainly the interplay between the physicochemical properties of the membranes and the compounds to be tested. Highly lipophilic compounds could be adsorbed on the plastic or the membrane support, which precludes meaningful, reproducible permeability studies [44]. In one case of derivatives, of pentamidine, PET membrane supports had to be exchanged with membranes made of
polytetrafluoroethylene (PTFE, teflon) to reduce drug adsorption to a justifiable amount [190]. This change of material led to the need for an additional validation of cell attachment, growth, and tightening processes of the in vitro model. Another possibility would be to add bovine serum albumin (BSA) to the basolateral chamber to minimize adsorption to the plastic and cell membranes [191, 192]. As a helpful side effect, added BSA may also help to maintain sink conditions, especially during transport studies with lipophilic, poorly soluble compounds [193]. Consequently, it is recommended to start with permeability tests across the cell-free, but coated, membranes before starting with cell tests, to estimate approximate sampling times the behavior of the compound in the permeability solutions and the recovery rate of the applied substance [44]. In this context, a novel strategy, which is pursued by the Swiss Centre for Electronics and Microtechnology (CSEM), is to minimize the influence of supporting membranes by the usage of porous supports based on ultra-thin silicone nitride (Si3N4). These membranes are thinner than commercially available membrane supports (500 nm versus 10 μm) and exhibit an increased percentage of pore area related to the total surface area (15% for 1 μm pores versus 1.3% for 1 μm pores of BD inserts). These properties reduce the interactions of compounds with the membrane support significantly, which should be especially valuable for transport studies of bigger molecules, such as proteins or nanoparticles [194]. Other factors to be considered are the kind of coating of the membranes and the well size. Membranes for BBB models are mostly coated either with collagen I, collagen IV, fibronectin, or layered mixtures of them. The specific coatings should be included in cell-free studies. They also influence cell attachment, differentiation, and tightening processes [195]. The choice of the well format determines the volume of growth medium which is accessible for the cells. On average, around 1.2 ml (0.3 ml apical, 0.9 ml basolateral), 2 ml (0.5 apical, 1.5 basolateral) or 5 ml (2 ml apical, 3 ml basolateral) are used to obtain the same fluid level for the apical and basolateral compartment and prevent hydrostatic pressure within the model. Relating these volumes to the provided surface growth areas of an average of about 0.3 cm² (24-well format), 1 cm² (12-well format), and 4.2 cm² (6-well format) indicates that cells grown in larger well formats have much less growth medium per square centimeter at their disposal than in smaller formats, which may also influence cellular growth and differentiation or increase the frequency of necessary growth medium exchanges. In addition, the chosen well format also influences the magnitude of the TEER, because resistance is inversely proportional to the cross-sectional area of an electrical conductor, which is, in this case, the surface of the membrane. To compensate for the different size of the membranes, therefore, resistance values are given as $\Omega \cdot \text{cm}^2$. Certainly, the choice of the well format is also important for subsequent compound analysis and the calculation of permeability coefficients, because the surface area is used to normalize the permeability values. As the well format increases, the volume increases for the permeated test substance that can be collected and, in the case of small absolute amounts, also affects the degree of concentration before analysis. Interestingly, comparison of different culture conditions (monoculture, contact coculture with astrocytes, and noncontact coculture with astrocytes) revealed that
the highest tightness in the noncontact coculture setup of brain endothelial cells was with astrocytes on 0.4 μm pores [188]. However, it has to be emphasized that in this study no triple cultures with additional pericytes were tested.

For permeability assessment, the temperature is a very important factor. Following Fick’s law of diffusion, the diffusion coefficient in fluids is directly dependent on the temperature. Consequently, this should also be considered for conducting permeability experiments, which implies appropriate prewarming of the plastic ware, the test solutions, and the cells before starting the experiment. In addition, electrical resistance of cell layers increases with decreasing temperature, which has to be considered in the experimental settings for TEER measurements. Conducting experiments at 37 °C and using, for example, chopstick electrodes outside the incubator can require a temperature equilibration phase of a minimum of 30 min (depending on the ambient room temperature) before a temperature-dependent shift in TEER values can be excluded [196]. This could be omitted by measuring at 37 °C, for example, directly in the incubator with an online device (cellZscope, nanoanalytics), or recording the temperature during the measurement and correlating the data to a temperature/electrical resistance calibration curve, which has to be validated for each model system. In another context, the assessment of temperature dependence could be a very helpful tool to elucidate whether active transport processes are involved in the permeability of a specific drug, because active processes (ABC transporters, endocytosis) need energy, which is reduced at 4–8 °C. Comparing permeability experiments at lower temperatures to those at 37 °C could give clear hints about the involvement of active transport processes without the need for specific transport inhibitors. In any case, decreased passive diffusion due to decreased temperature has to be considered in these calculations and, therefore, appropriate cell-free experiments are needed.

The design of the transport study could also significantly influence the measured permeability data. The simplest way to conduct a transport test is to apply the substance in the apical chamber and measure compound concentration in the basolateral chamber after a certain time. Another possibility is to take samples of a certain volume at specific time points to obtain more pharmacokinetic relevant data. In this case, it is important to refill the removed volume with the same amount of prewarmed transport medium to avoid formation of a hydrostatic pressure gradient as an additional driving force (“sip and replace” method). However, with this setup, saturation will occur with time and, consequently, the linearity of permeation will be restricted to a specific time window. Finally, drug-filled inserts could be transferred into new, prewarmed, and prefilled wells at given time intervals. With this technique, also called the “break-sandwich” method, the linearity of drug permeation will be prolonged over the total experimental duration, because sink conditions are maintained [43, 44, 191, 193]. Moreover, this method enables maintenance of sink conditions during the experiment, depending on insert transferring time intervals (sink condition is when lower than 10% permeated substance is found in the basolateral compartment). Depending on the experimental design chosen, appropriate calculation models have to be selected for calculation of permeability coefficients. To assess polarized transport and involvement of an active transport system, comparison of the transport rates in the direction from apical to basolateral to the direction from basolateral to apical
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\[
\frac{P_{a/b}}{P_{b/a}} \]
could be used, where a ratio of 1 indicates no preferred net flux in one direction (although it could also be a dynamic equilibration of influx and efflux). However, care must be given to ensure that neither direction of transport is limited by the resistance of the unstirred water layer. Another method is to start with the same drug concentration in the basolateral and apical chambers and monitor the time-dependent establishment of equilibration. Differences in the achieved equilibration concentrations in the apical and basolateral chambers would describe a polarized transport \[197\]. Certainly, addition of specific transporter inhibitors help to clarify and identify involved mechanisms in detail. Group transport studies, also called cocktail studies, assessing drug permeability of several drugs at the same time have several advantages, such as increased throughput and usage of the same cell layers, which increases experimental reproducibility. Cocktail studies are especially conducted in case of \textit{in vitro} BBB models with modest paracellular tightness, and paracellular and transcellular markers are included to define the measurement window for obtainable permeability coefficients \[87, 118, 119, 198–202\]. Permeability coefficients are then ranked after normalization to one of the markers. The risk of cocktail studies includes interactions between molecules in the mixture and drug–drug interaction at the level of BBB transporters, not only influencing the transport of active agents, but resulting in BBB breakdown \[203\]. Consequently, the influence of applied drug cocktails on barrier functionality has to be monitored during transport studies and adverse effects excluded.

As mentioned earlier, hydrostatic pressure, as an additional driving force for drug permeability, has to be excluded by using apical and basolateral volumes ending up with the same fluid levels. A further important parameter is the transport medium in which the experiment is conducted. To simplify the subsequent drug analysis, several groups have used colorless serum-free salt/hepes-buffered solutions, which were supplemented with glucose, because no subsequent protein precipitation step is needed and samples can be directly measured by, for example, HPLC or microplate readers. It has to be kept in mind that the change from growth medium to transport buffer certainly also affects some properties of the cellular models. Of special note, withdrawal of astrocyte-derived factors can lead to significant changes of transport rates within a few hours \[119\]. Furthermore, due to different ion composition of the solutions, it cannot be excluded that the basis for the TEER measurements (flux of ions) has also been changed significantly. An equilibration phase of about 30 min after changing from growth medium to transport buffer is recommended before starting the actual transport study. Another aspect, especially when correlating \textit{in vitro} to \textit{in vivo} data, is the occurrence of an increased unstirred water layer (UWL) on cell layers \textit{in vitro}. This additional aqueous barrier for lipophilic drugs can lead to significantly lower permeability coefficients in comparison to the \textit{in vivo} situation. To overcome this typical \textit{in vitro} phenomenon, the transport buffer could be stirred during the transport study (e.g., 25–150 rpm) \[191, 193\]. Rotating discs, developed initially for optimizing PAMPA experiments, could also be applied for monolayer cultures \[204\]. Another possibility is to modify and further develop the \textit{in vitro} models. For example, the side-by-side diffusion chamber utilizes gas flow to move the growth medium and,
thus, minimize the UWL [205]; however, this kind of in vitro model has been infrequently applied for BBB in vitro studies.

A later generation of BBB in vitro models, aiming at simulating the in vivo situation more closely, included shear stress by pumping growth medium in a closed circuit. In addition to beneficial effects on BBB in vitro properties, due to applied shear stress (see section “The Role of the Microenvironment”), the UWL is reduced in these models at the same time. A flow scheme of this type of model is shown in Figure 10.7. In short, cells are cultivated in plastic capillaries with inner diameters from 300 to 800 μm (wall thickness about 150 μm). The membranes of the capillaries are semipermeable, with pore sizes of around 0.2–0.5 μm. The material is polypropylene, polyethylene, or polysulfone and the number of capillaries per cartridge can vary from 3 to over 300. The capillary ends are sealed together in resins and mounted in polycarbonate cartridges. The lumen of the capillaries represent the blood compartment, which is connected by silicone tubings to a medium reservoir bottle, whereas the extracapillary space (ECS) within the cartridges forms the CNS compartment. Each compartment is accessible by two three-way valves (pre- and postcapillary at the lumen) and the medium is moved by a peristaltic pump in a pulsatile manner. The silicone tubing is also responsible for a proper gas exchange; therefore a sufficient surface area is essential. Although this model type has been used for BBB modeling since the mid 1990s and the effects of applied shear stress are undoubtedly important [156, 157, 161, 163, 166, 206–209], several technical aspects, with regard to drug permeability studies, have still to be considered. The experimental design for the transport study can follow the type of injection or infusion. Permeability studies using one single bolus (injection type) have to be carried out in a short time, since the bolus of the drug will be pumped quite fast through the capillary lumen and samples have to be taken within 15–60 min from the ECS as well as from the capillary lumen. For the infusion transport study type, the experimental duration can be prolonged to several hours until equilibration between luminal and ECS drug concentrations is reached. In this case, the lipophilicity of the silicone tubing can be a critical factor since adsorption loss of lipophilic drugs, such as benzodiazepines, can be around 80% of the initially administered drug amount [129]. Therefore, alternative low adsorbing plastic material for the tubing, which contains less softeners, was recommended, instead of silicone tubing, since repeated addition of the drugs did not yield a saturation of the adsorption process. Sterile filters at the reservoir bottle can be installed to ensure sufficient gas exchange if the new material is not as gas-permeable as silicone. Using either the injection or infusion transport study type, in both cases the assessment of blank values without cells is recommended. These data can give a valuable overview about the behavior of the investigated drug within the model and data for the blank experiment should also be included in the calculation of the resulting permeability coefficients. The mathematical equations used for the calculation of permeability coefficients also differ, depending on the experimental design (injection versus infusion type [157]). Furthermore, permeability of smaller paracellular markers such as mannitol, sucrose, fluorescein, carboxyfluorescein, or Lucifer yellow, or higher-molecular weight markers, such as fluorescent-labeled inulin, dextrans, or albumin, should be assessed, to avoid solely relying on TEER data [201, 202]. Although already
integrated TEER modules are available for flow-based hollow-fiber models, it has to be kept in mind that TEER measurement principles are different in these models compared to chopstick electrodes for Transwell models and that TEER values are still related to the inner growth surface area, which can range from 13.5 to 432 cm² (FloCell, 19 capillaries per cartridge; Cellmax, Cat. No. 420–007, over 300 capillaries per cartridge). Consequently, a TEER value of 800 Ω·cm² in a hollow-fiber model with a total surface area of 13.5 cm² was probably obtained from a resistance value (at a distinct frequency) of about 60 Ω. A major disadvantage of these models is that cell attachment and growth can only be monitored indirectly by control of metabolism (glucose consumption), permeability studies, or TEER measurements, since the capillaries are not transparent and, thus, not accessible for light microscopic control. Hence, in order to ensure continuous confluent cell layers in every single capillary, it was recommended not only to seed the number of cells needed to cover the total surface area once, but, sometimes, also to seed the same amount a second time to plug possible leaks within the cell layers. This is because the brain endothelial cells change their metabolism and reduce their proliferation under flow conditions [156]. Confirmation of confluence of cell layers is feasible, for example, by scanning electron microscopy, only after the experiment [157]. Together with the high costs of cells and growth medium, these disadvantages led to the development of novel miniaturized, microfluidic devices of the BBB. By means of these models the beneficial effect of shear stress on BBB properties have been confirmed [164, 210–213]. However, no commercially available model, which is also useful for drug permeability testing, has been developed yet. Although some commercial sources tried to integrate an impedance device, and a few sources provide a two-chamber system for transport studies, the major problem of the small analyte volume in the microliter range remains unresolved. Consequently, the next generation of models have to implement a flow system and an impedance device. They also have to solve the problem of accessibility for online light microscopy, consist of a two-chamber system for transport studies, and provide enough analyte volume for proper subsequent drug analysis. Other in vitro models, such as isolated brain capillaries or brain endothelial cells cultured with astrocytes or pericytes in 3D gels (e.g., made of collagen), are still not suitable for drug transport studies, since, in the case of 3D gels, a clear two-chamber system is missing and, in the case of isolated capillaries, the luminal volumes are too small for drug transport studies. Thus, they do not fulfill the demands of drug discovery and development.

CONCLUSION AND OUTLOOK

For the reliable prediction of drug transport through the BBB in preclinical drug screening, a multilevel strategy is suggested. The place of the PAMPA and cell-based BBB models in these serial and parallel processes is between the in silico models and in vivo studies.

PAMPA-BBB has shown to be a practical, low-cost, and fast quantitative method, which could be used for early passive BBB permeability screening and for assisting
medicinal chemists with structure modification to improve the BBB permeability of test compounds in the CNS drug discovery process. The PAMPA-BBB model, based on porcine brain extract (10% wt/vol PBLE in alkane), can precisely mimic the physicochemical lipoidal microenvironment of the BBB-governing passive permeability of positively charged (basic) drugs, using the rodent *in situ* brain perfusion technique as a benchmark. For negatively charged (acids) and uncharged molecules, the PAMPA-BBB model correlations are weak, but can be substantially improved by the in combo procedure. The zwitterion permeability is best predicted by hydrogen-bonding descriptors and appears not to relate to lipophilicity.

In addition to cell-free PAMPA *in vitro* models, culture models with higher complexity, including cytoarchitecture and transport pathways relevant for drug transport, are needed. Evaluation of the P-gp efflux ratio of drug candidates can be tested on cell line–based BBB and surrogate BBB models, like MDCK-MDR1 and vinblastin-treated Caco-2 cells. Selected drug candidates can be further tested for permeability on *in vitro* reconstituted coculture BBB models, which better mimic the structural and functional organization of the BBB. These double or triple coculture-based BBB models can be considered as added value and medium–low-throughput assays which can also be useful in screening CNS toxicity of non-CNS drugs. While PAMPA models can be part of large-scale screening in early-phase drug discovery, the more complex cell-based methods can be regarded and used as complementary assays.

Further progress is needed in several areas of BBB modeling to reach the goal of better and quicker prediction of BBB penetration. Since species differences exist in the transport proteins of the BBB, human models and human data are very important for further development. A simple, cost-effective, validated human BBB cell culture model is not yet available for drug screening, but the use of human pluripotent stem cells may provide a breakthrough in this field. We can predict that, in the long term, the cell culture–based models described here will be replaced by human models for drug testing, but rodent models will continue to be valuable tools in primary BBB research.

There are two major directions for the development of *in vitro* BBB models. Basic research in the expanding areas of BBB transporters, metabolism, and pathology will help to establish culture models more relevant to clinical situations which are crucial in predicting drug transport to the CNS in diseases. At the same time, development of human BBB culture models suitable for high-throughput screening for CNS drug development is expected. During the development of future models it will be important to find the right balance between the scalability, reproducibility, and simplicity such assays need and the complexity and relevance of the models that are important for correct predictions.
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INTRODUCTION

In vitro models of the blood–brain barrier (BBB) have the potential to make a large impact on the neuroscience field. There is significant interest in understanding the physiology and pathology of the BBB, both to develop new and better therapeutics for cerebral disorders and to deliver these therapeutics more effectively. Such information is often gained through detailed mechanistic studies, including those of BBB development, maintenance, and disease, as well as by high-throughput drug screening. All of these studies can be facilitated through the use of in vitro BBB models.

There are many advantages of using in vitro BBB models as complements to in vivo systems. First, in vitro models offer the ability to exert precise control over experimental variables, while in vivo experiments are often limited to evaluating basic changes in phenotype. In vitro models are thus more amenable to investigations at the cellular and molecular level. Second, they tend to be less expensive than in vivo experiments, particularly for high-throughput screens that would otherwise be cost-prohibitive. Third, in vitro models allow the study of the human system, as opposed to in vivo animal research. While in vitro models are inherently simplified compared to the in vivo context, they still maintain much of the cellular complexity that is responsible for the BBB phenotype, giving them an advantage over in silico models. Taken together, the ability to examine the BBB in isolation gives in vitro brain endothelial cell models significant value.
The ideal in vitro BBB model would mimic the in vivo BBB in terms of its physical, transport, and metabolic barriers. While no in vitro model can fully reproduce all of the intricate functions of the BBB, there are several major properties that an ideal BBB model would possess: (i) a physical barrier comprising well-organized tight junction proteins, high transendothelial electrical resistance (TEER), and low permeability to paracellular tracers; (ii) a transport barrier comprising efflux transporters, carrier-mediated transporters, and receptor-mediated transporters expressed at in vivo levels; (iii) a metabolic barrier comprising relevant drug-metabolizing enzymes; (iv) the ability to respond appropriately to physiological stimuli such as shear force, inflammatory activation, or disease state; (v) the capacity for facile, reliable, and reproducible implementation; and (vi) relevancy to the human condition. The human BBB exhibits important differences compared with the BBB of other species, including altered expression and function of efflux transporters [1–3], differential response to inflammatory mediators [4], and altered clearance of β-amyloid [5]. Thus, the ideal in vitro BBB model would be of human origin.

This chapter describes the current state of the art for in vitro modeling of the human BBB and discusses how well these models reflect the idealized attributes listed earlier. A discussion of the many studies that have employed human in vitro BBB models follows as a demonstration of their utility.

**Sources of Human Brain Microvascular Endothelial Cells (hBMECs)**

Human in vitro BBB models are composed of human brain microvascular endothelial cells (hBMECs). Three available sources of hBMECs have been described: primary cells, immortalized cell lines, and human pluripotent stem cells (hPSCs). While no single in vitro model currently meets all the requirements of an ideal model as described earlier, in vitro models do display many key BBB properties. Importantly, depending on the cell source and model implementation, different human BBB models display different subsets of BBB properties. Therefore, care must be taken during human BBB model selection to address the specific experimental needs. To help guide the choice of human BBB model, the current strengths and limitations of each hBMEC source will be discussed in detail and are summarized in Table 11.1.

**Primary Cells**

Primary hBMECs are generally isolated from resected brain tissue obtained from patients undergoing neurosurgery, but can also be obtained from autopsied brain tissue and fetal brain tissue [14, 15]. Primary hBMECs are generated by outgrowth of human BBB from isolated human tissue, and their principal advantage is that they tend to maintain the closest resemblance to in vivo hBMECs in terms of the cellular and structural characteristics. For example, primary hBMECs have been demonstrated to express high levels of glucose transporter Glut-1, efflux transporters BCRP and P-glycoprotein (P-gp), and metabolic enzyme CYP1B1 (Table 11.1). However,
## TABLE 11.1 Comparison of hBMEC sources

<table>
<thead>
<tr>
<th>Model</th>
<th>TEER</th>
<th>Paracellular tracers</th>
<th>Drug-related efflux transporters</th>
<th>Transporters and receptors</th>
<th>Metabolic enzymes</th>
<th>Scalable?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary</td>
<td>Max. 339 Ω × cm²</td>
<td>Sucrose $P_e = 1.02 \times 10^{-3}$ cm min⁻¹ [7]</td>
<td>BCRP, P-gp protein most highly expressed, MRP4 expressed at ~10-fold lower level, MRP1 protein not detected [8]</td>
<td>Highest ABC transporter proteins = ABCA2, ABCA8; ABCA3 not expressed. Highest SLC transporter = Glut-1, LAT1, LRP1, insulin receptor, and transferrin receptor expressed [8]</td>
<td>CYP1B1 transcript most highly expressed, CYP2J2, 2U1, 2E1, 1A1 also expressed [9]</td>
<td>No</td>
</tr>
<tr>
<td>Stem cells</td>
<td>250 Ω × cm² monoculture, 1450 Ω × cm² with astrocyte coculture [13]</td>
<td>Sucrose $P_e = 3.4 \times 10^{-5}$ cm min⁻¹ [13]</td>
<td>P-gp, BCRP, MRP1, MRP4 protein expressed and active [13]</td>
<td>Protein expression of Glut-1. mRNA expression of LAT1, LRP1, STRA6, insulin receptor, and transferrin receptor [13]</td>
<td>No data</td>
<td>Yes</td>
</tr>
<tr>
<td>Immortalized hCMEC/d3 cells</td>
<td>&lt;40 Ω × cm² monoculture [10], 140 Ω × cm² with astrocyte coculture [11]</td>
<td>Sucrose $P_e = 1.65 \times 10^{-3}$ cm min⁻¹ [10]</td>
<td>P-gp, BCRP, MRP1, MRP4 proteins highly expressed [8]</td>
<td>Highest ABC transporter proteins = ABCA2, ABCA3; ABCA8 not expressed. Highest SLC transporter = Glut-1. Insulin and transferrin receptors expressed. LAT1 and LRP1 protein not detected [8]</td>
<td>CYP2U1 transcript most highly expressed. CYP2S1 and CYP2R1 transcripts also expressed. Low expression of CYP1B1 [12]</td>
<td>Yes</td>
</tr>
</tbody>
</table>
primary hBMECs are well known to de-differentiate and lose their BBB phenotype in tissue culture, and these changes are exacerbated if signals from surrounding cells of the neurovascular unit are absent. Primary cells can only be used for 3–4 passages at most before experiencing significant phenotypic de-differentiation [15].

While primary hBMECs express many key proteins such as transporters and those involved in tight junctions, they lose the ability to form an in vivo-like barrier. For instance, TEER of primary hBMECs can be highly variable as a function of the source material, and typically only reaches 30–50 Ω × cm² (reviewed in [16]), compared to in vivo values between 1000 and 2000 Ω × cm² or higher [17, 18]. The highest published TEER using a monoculture of primary hBMECs is 339 ± 107 Ω × cm² [6] (Table 11.1), and upon monocyte coculture, TEER could reach 500 Ω × cm² [19].

In addition to limitations in barrier formation, there are also practical concerns when using primary hBMECs, the foremost of which is the paucity of material. Moreover, given that cells are primarily obtained through neurosurgery, there are concerns regarding the health and preservation of the tissue. Even when hBMECs are isolated from a healthy region of the brain (i.e., outside the glioma or epileptic lesion), one cannot necessarily consider it a source of normal BBB. On the other hand, these isolates can also be used advantageously should one wish to study the BBB in a specific pathology, such as glioma [20], epilepsy [21], or cerebral malaria [22], or from a specific patient subset, such as children [23, 24].

Another practical concern is that hBMECs are technically challenging to isolate, given the generally small amounts of tissue and issues with cellular contamination (e.g., pericytes and smooth muscle cells) that can interrupt the hBMEC monolayer. However, hBMECs are also available for purchase from commercial vendors, which circumvents the challenge of tissue procurement and hBMEC isolation, but the cells are still subject to rapid de-differentiation and senescence. Primary hBMECs, therefore, do not meet the idealized requirement of being facile and scalable. Despite these practical challenges, primary hBMECs hold great value in basic and translational research as discussed in the Section “In Vitro Model Applications”.

Imortalized Cell Lines

Immortalized hBMEC lines have been developed to overcome the practical challenges of working with primary hBMECs. Immortalization is commonly accomplished via transfection with SV40 large T antigen or human telomerase, which allows appropriately genetically modified cells to evade senescence [25, 26]. Immortalized hBMECs are simpler to culture and can be passaged extensively while maintaining a fairly stable BBB phenotype.

The most widely characterized immortalized hBMEC line is the hCMEC/d3 cell line, which has been used in over 100 studies since it was established in 2005 (reviewed in [27]). The hCMEC/d3 cells express key BBB properties, including normal endothelial markers, tight junction proteins, and active efflux transporters. Several studies have addressed the question of how closely hCMEC/d3 cells recapitulate the in vivo BBB by using genomics and proteomics approaches on specific sets of BBB markers such as transporters, receptors, and junctional proteins [8, 12, 28].
High expression of Glut-1, P-gp, and BCRP is maintained in hCMEC/d3 cells, although they have low expression of metabolic enzyme CYP1B1 compared to primary hBMECs (Table 11.1). Additional studies have addressed the utility of hCMEC/d3 cells for specific applications including response to cytokines [29], immune cell migration [11], and drug transport studies [30]. In general these studies have highlighted the value of hCMEC/d3 cells, although one study cautioned that they were not suitable to study response to ischemia [31].

While hCMEC/d3 cells are quite representative of the in vivo BBB in terms of marker expression, they lack an appreciable barrier phenotype. The TEER of an hCMEC/d3 cell monolayer is approximately $40 \ \Omega \times \text{cm}^2$, which is significantly lower than necessary to study permeability or drug transport [32] (Table 11.1). It should be noted that introduction of astrocyte coculture and shear forces as discussed later can increase TEER to $1000 \ \Omega \times \text{cm}^2$ [33]. As expected, given the aberrantly low TEER, the paracellular permeability to hydrophilic tracers is elevated ($\text{sucrose } P_e = 1.65 \times 10^{-3} \ \text{cm/min}$), but is on par with values obtained from primary hBMECs [7, 34] (Table 11.1).

Besides barrier phenotype, a second disadvantage is the nonnegligible effect of the immortalization procedure. The introduction of immortalizing genes can affect a wide variety of cellular functions, possibly altering basic physiological and biological responses [35]. A genomics study comparing hCMEC/d3 cells to primary cells noted differences in genes known to be affected by SV40 integration, as well as genes linked to the immune system and interferon pathway, presumably due to the process of viral transduction [36].

Several other immortalized hBMEC lines have been developed, including BB19 [37], hCMEC-5i [38], TY08 [39], and hBMEC-ciβ [40], but most have only been minimally characterized. Overall, the advantage of immortalized hBMECs lies in their ease of culture, scalability, and reproducibility. The cells express many transporters and receptors that reside at the in vivo BBB, although to date, they lack significant barrier properties and, thus, are not ideal for small-molecule drug screening. Optimizing barrier tightness remains a major challenge to further increase the utility of immortalized hBMEC lines.

**Human Pluripotent Stem Cells (hPSCs)**

hPSCs are defined by their ability to both self-renew and differentiate into any somatic cell type, which makes them an attractive source for constructing an in vitro BBB model, provided one can identify the appropriate differentiation conditions. There are two types of hPSCs: (1) embryonic stem cells, which are derived from the inner cell mass of a preimplantation stage blastocyst [41] and (2) induced pluripotent stem cells (iPSCs), which are derived from terminally differentiated cells forced to express key pluripotency transcription factors that revert them to an undifferentiated state [42, 43]. Stem cells have been differentiated into many different cell types, including endothelial cells, but until recently had not been shown to express organ-specific phenotypes or gene signatures [44–46]. Recently, our research group developed a protocol by which hPSCs could be differentiated into hBMEC-like cells via codifferentiation with neural cells [13] (reviewed in [47]). This codifferentiation
strategy provides an embryonic-like brain microenvironment that instructs the developing endothelial cells to gain brain-specific attributes, such as elevated glucose transporter (Glut-1) expression, expression and localization of tight junction proteins occludin and claudin-5, and expression of efflux transporters such as P-gp. At the end of differentiation, hBMECs are purified from the surrounding neural cells by selective adhesion to a collagen-IV/fibronectin matrix, where the population is essentially 100% positive for BBB and vascular markers.

One particularly attractive feature of this model is its resultant barrier properties. Of the three sources for human endothelial cell models, hPSC-derived hBMECs are the only model that achieves a TEER that is well matched to drug permeability screens. For instance, a monoculture of hPSC-derived BMECs achieves a baseline TEER of 250 \( \Omega \times \text{cm}^2 \), which can be increased up to 1450 \( \Omega \times \text{cm}^2 \) with the addition of coculture with rat astrocytes. In terms of batch-to-batch reproducibility, hPSC-derived BMECs reached a TEER of 860 ± 260 \( \Omega \times \text{cm}^2 \) across 30 individual differentiation experiments. Accordingly, these cells display relatively low permeability to sucrose (\( P_e = 3.4 \times 10^{-4} \text{cm/min} \)) compared to hCMEC/d3 (\( P_e = 1.65 \times 10^{-3} \text{cm/min} \)) or primary hBMEC (\( P_e = 1.02 \times 10^{-3} \text{cm/min} \)) (Table 11.1). They also display a 40-fold dynamic range of permeability between diazepam (BBB permeable) and sucrose (BBB impermeable), which is greater than the 10-fold dynamic range reported for hCMEC/d3 cells [10]. While encouraging, the initial cohort of test compounds was not exhaustive enough to determine the model’s true predictive power. Finally, efflux transporters are also an important part of the transport barrier. At minimum, P-gp, BCRP, MRP1, MRP2, MRP4, and MRP5 are all expressed at the transcript level in the hPSC-derived BMECs, and functional assays using P-gp, BCRP, and pan-MRP inhibitors suggest functional polarized activity (Table 11.1). Overall, hPSC-derived BMECs display a reasonable physical and transport barrier.

Stem cell–derived hBMECs offer several advantages compared to primary hBMECs. Like immortalized cells, stem cells are highly scalable, which makes the issue of cellular yields practically inconsequential. In fact, a single vial of hPSCs is enough to create thousands of filters for drug screening purposes. Second, the newly differentiated nature of stem cell–derived hBMECs helps to avoid the issue of de-differentiation that is encountered when passaging primary hBMECs. However, to date each batch of hPSC-derived hBMECs is derived from a new differentiation of hPSCs, and thus requires the operators to have a working knowledge of stem cell culture. Further definition and standardization of the protocol is currently under way to enable more widespread dissemination of the technique.

Moving forward, there are several unexplored areas where the stem cell–derived BBB model could help make further contributions. First, recent success creating patient-specific pluripotent stem cell lines suggests that skin cells can be biopsied from patients, converted into iPSC lines, and potentially differentiated into hBMECs to conduct central nervous system (CNS) studies in vitro. Second, advances in genetic manipulation of hPSCs using zinc finger nucleases [48] and TAL effector nucleases [49] could allow for the exploration of genetic contributions to disease. Finally, stem cell–derived hBMECs offer the capability to examine BBB development. For example, during the hPSC differentiation process, endothelial progenitors lacking
tight junctions and BBB transporters are instructed to become barrier-forming hBMECs. Thus, it is believed that the hPSC-derived system will allow for the detailed mechanistic study of BBB specification in complement with in vivo transgenic studies. Indeed, there is evidence suggesting that the acquisition of BBB phenotype in the stem cell–derived hBMECs occurs in part through the in vivo relevant Wnt pathway [50–52]. These data suggest that the stem cell model mimics certain aspects of in vivo development. However, it is unlikely that the model represents in vivo development entirely, as it may be missing important factors or may express irrelevant factors that drive the BBB phenotype in ways not observed in vivo.

For those researchers weighing whether to employ animal or human in vitro BBB models, it should be noted that human and animal models are similarly implemented. Animal models also require a primary or immortalized source of BMECs that have properties that are subject to the same limitations as their human counterparts, as discussed earlier. Moreover, human and animal BBB models require similar resources in terms of culture medium and culture ware. The most substantial difference would be the less widespread access to primary human tissue, an issue that will likely be mitigated by continued advances in hBMEC immortalization and stem cell sourcing.

**MODEL REFINEMENT**

The foundation of human in vitro BBB models is clearly formed by the choice of hBMECs; however, hBMEC response to the in vitro microenvironment is also key. Creating a more in vivo-like microenvironment through structural, cellular, and molecular cues can help to upregulate BBB properties. Such interventions include coculturing with astrocytes or other cells of the neurovascular unit, and the addition of shear force. Each strategy can be adapted to any hBMEC source (primary, immortalized, or stem cell–derived) in an effort to bring the cells closer to an in vivo phenotype. To demonstrate the impact of microenvironmental manipulation on human BBB models, hBMEC coculture models, flow-based models, and microfabricated systems will be discussed.

**Effects of Coculture**

The culture of hBMECs on Transwells® is extremely valuable for in vitro BBB modeling. In the Transwell setup, hBMECs are seeded onto a porous membrane residing in a cell culture insert, establishing a blood compartment and a brain compartment (Fig. 11.1). Such a two-compartment system possesses significant utility for measuring compound and cell permeability across the BBB as discussed in the Section “In Vitro Model Applications”. While a monoculture system is the simplest model, it is widely accepted that culturing hBMECs alone will lead to a loss of BBB phenotype [53, 54]. Conveniently, the two-compartment model also makes it possible to establish cocultures of hBMECs with other cells from the neurovascular unit (Fig. 11.1). Therefore, features of the in vivo neurovascular cellular microenvironment have been introduced into human hBMEC-based models. Most common is the use of astrocyte coculture, in which astrocytes are seeded either in contact with hBMECs on the opposite side of the
Model Refinement

Transwell filter or in a noncontact configuration at the base of the culture well (Fig. 11.1). Astrocytes derived from various species (often rat) have been used in hBMEC cocultures, although the most relevant source for human BBB studies is human astrocytes. Most notably, astrocyte coculture elevates the TEER of hBMEC monolayers in primary, immortalized, and stem cell–derived hBMECs. The magnitude of TEER increase upon astrocyte coculture was greatest for hPSC-derived hBMECs (from 222 ± 51 to 860 ± 260 Ω × cm² [13]), whereas hCMEC/d3 cells modestly increased from 30 to 60 Ω × cm² [55], and primary hBMEC from 180 to 230 Ω × cm² [56]. Accordingly, astrocyte coculture also decreases paracellular permeability [56] and increases expression of tight junctions in primary hBMECs [57]. Because it is known that astrocytes release soluble factors, employing astrocyte-conditioned media to culture hBMEC monolayers also boosts TEER, but the effect is diminished compared to astrocyte coculture [57, 58]. Besides their effect on the physical barrier, astrocytes affect the transport barrier as well by upregulating efflux transporter expression of P-gp and MRP5s in primary hBMECs [57]. There is also evidence that astrocytes may participate in the regulation of immune surveillance of the CNS. A global gene expression study of primary and hCMEC/d3 cells uncovered a small subset of genes

**FIGURE 11.1** hBMEC model refinement. hBMECs from any source (primary, immortalized, or stem-cell derived) can be incorporated into Transwell® inserts, dynamic *in vitro* BBB models (DIV-BBB), or microfluidic devices. Each strategy is amenable to coculture with astrocytes and/or pericytes, which enhance BBB properties.
downregulated upon astrocyte coculture which were involved in cell–cell adhesion, cellular extravasation, and cell migration [36]. Because astrocytes have such a profound effect on hBMEC phenotype, much research has focused on elucidating the molecular mechanisms of cross talk between the two cell types (for review, see [59, 60]). Astrocyte-derived factors that affect BBB function in vitro include transforming growth factor-β (TGFβ), glial-derived neurotrophic factor (GDNF), basic fibroblast growth factor (bFGF), angiopoietin-1 (ANG1), and sonic hedgehog (Shh) [61–63], although much of this work was developed using animal models.

Pericytes are also being increasingly used in BBB coculture models, as in vivo experiments have indicated an important role for pericytes in regulating barrier function [64]. More often than not, pericytes are cocultured in addition to astrocytes to create a triple coculture (Fig. 11.1), and a partial additive effect of pericytes with astrocytes has been noted in nonhuman BBB models [65]. However, pericyte coculture did not elevate TEER over astrocytes alone in an hCMEC/d3 cell model, although this may be a result of the low baseline TEER in this system [55]. Research on the effects of other physiologically relevant cell types, such as neurons [66–68], neural progenitor cells [66, 69], and oligodendrocytes [70], indicates these cells can also affect BBB phenotype in nonhuman in vitro BBB models.

As a final note, Transwells can facilitate but are not absolutely necessary for the study of interactions between hBMECs and other cells of the neurovascular unit. hBMECs can also be plated on a gel matrix along with astrocytes and pericytes in a setup termed a gliovascular complex [71]. Another setup utilizes hanging drop culture to construct a spheroidal model of hBMECs, astrocytes, and pericytes that self-assemble into defined structures recapitulating their in vivo morphological arrangement [72].

Effects of Shear Force

Static coculture, as described in the Section “Effects of Coculture”, is the most widely used embodiment of in vitro BBB models. However, endothelial cells in vivo experience shear stress as a result of blood flow. Shear stress is a major pleiotropic modulator, critically influencing endothelial differentiation and tight junction formation (for review, see [35]). So-called dynamic BBB systems incorporate the aspect of shear stress by the introduction of fluid flow using specially constructed culture chambers.

The first human BBB model to incorporate shear stress, termed “dynamic in vitro BBB model” (DIV-BBB), involved seeding of hBMECs inside porous hollow fibers to create a capillary-like structure allowing for intraluminal flow and abluminal astrocyte coculture (Fig. 11.1) [73]. Seeding hCMEC/d3 cells in the DIV-BBB model in combination with astrocyte coculture dramatically elevated TEER to 1000 Ω × cm² from just 70 Ω × cm² in static culture [33]. In addition to increased TEER, other important features of DIV-BBB include low permeability to paracellular tracers [33], expression of specialized transporters and efflux proteins [73, 74], and the ability to introduce relevant cell types such as red or white blood cells into the fluid circulation [75].

Several interesting adaptations to the DIV-BBB model have been developed. The addition of microholes in the hollow-fiber supports makes the model suitable for immune cell transmigration studies [76]. DIV-BBB capillary modules can also be
serially connected to venule modules, which incorporate coculture of vascular smooth muscle cells and mimic in vivo rheological characteristics (i.e., shear stress, transmural pressure, and flow rate) to study distinct segments of the cerebrovasculature [77]. Finally, incorporation of hBMECs isolated from epileptic patients into the DIV-BBB model was used to screen for antiepileptic drugs [73].

As an alternative to the DIV-BBB, microfluidic devices also provide shear stress stimulation to hBMECs through the use of microfabricated channels rather than hollow fibers. In this setup, a microporous membrane is sandwiched between polydimethylsiloxane (PDMS) layers and anchored on a glass substrate, establishing patterns of microchannels and microvalves (Fig. 11.1) [78]. hBMECs are seeded onto the membrane to generate a monolayer of cells across which fluids can flow. Where the microfluidic model has an advantage over the DIV-BBB is the capability for high-throughput permeability screening of drugs, as parallelism is inherent in the microfabricated design and fluid volumes are significantly lower [78, 79]. Microfluidic membranes have a surface area of approximately 0.25 mm² for cell growth compared to the intraluminal surface area of 67 cm² in the DIV-BBB, and on-chip functional volumes are on the order of microliters rather than milliliters [33, 79].

The hCMEC/d3 cell line has been utilized in the microfluidic device with astrocytes cocultured on the opposing side of the microporous membrane. Astrocyte stimulation increased TEER from 37 to 120 Ω × cm² in hCMEC/d3 cells [79]. As with the DIV-BBB, the dynamic presentation of cells, proteins, and small molecules is more physiologically relevant than the static Transwell setup. Accordingly, microfluidic systems have been used to study adhesion of Plasmodium falciparum–infected erythrocytes to hBMECs [22] and the effect of the addition of inflammatory cytokine TNFα [79].

However, due to the technical challenges associated with constructing the models, both the DIV-BBB and microfluidic systems require substantial user investment. Increasing model complexity through the methods mentioned previously increases the utility and fidelity of human in vitro BBB models, thus widening the array of potential applications. A summary of those applications is provided in the Section “In Vitro Model Applications”.

IN VITRO MODEL APPLICATIONS

While hBMEC sourcing and model format are constantly evolving, human in vitro BBB models have been widely used for both basic science and translational research. Major areas of research include mechanistic studies of drug action and evaluation of delivery strategies, studies of BBB development and maintenance, and studies of BBB pathology under various disease conditions. In the following sections we will briefly highlight these research areas with more comprehensive human BBB model usage compiled in Tables 11.2, 11.3, 11.4, and 11.5.

Drug Development and Delivery

As discussed previously, a major motivation for the development of human in vitro BBB models is therapeutic screening. Because the BBB is located at the interface between the brain and the circulation, there are many ways in which it influences
### TABLE 11.2 Use of human *in vitro* BBB models to evaluate therapeutics and delivery strategies

<table>
<thead>
<tr>
<th>Topic</th>
<th>hBMEC source</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Drug delivery</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nanoparticle delivery</td>
<td>Primary</td>
<td>[80–86]</td>
</tr>
<tr>
<td></td>
<td>Immortalized (hCMEC/d3)</td>
<td>[87–89]</td>
</tr>
<tr>
<td></td>
<td>Immortalized (other)</td>
<td>[90, 91]</td>
</tr>
<tr>
<td>Gene delivery</td>
<td>Immortalized (hCMEC/d3)</td>
<td>[92]</td>
</tr>
<tr>
<td></td>
<td>Immortalized (other)</td>
<td>[93]</td>
</tr>
<tr>
<td>Therapeutic alone</td>
<td>Primary</td>
<td>[7]</td>
</tr>
<tr>
<td></td>
<td>Immortalized (hCMEC/d3)</td>
<td>[94]</td>
</tr>
</tbody>
</table>

**Mechanistic activity of drugs targeting the BBB to treat disease**

<table>
<thead>
<tr>
<th>Topic</th>
<th>hBMEC source</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neuroinflammation</td>
<td>Primary</td>
<td>[95, 96]</td>
</tr>
<tr>
<td></td>
<td>Immortalized (hCMEC/d3)</td>
<td>[97]</td>
</tr>
<tr>
<td></td>
<td>Immortalized (other)</td>
<td>[98, 99]</td>
</tr>
<tr>
<td>Ischemic stroke</td>
<td>Primary</td>
<td>[100, 101]</td>
</tr>
<tr>
<td></td>
<td>Immortalized (hCMEC/d3)</td>
<td>[102, 103]</td>
</tr>
<tr>
<td></td>
<td>Immortalized (other)</td>
<td>[104, 105]</td>
</tr>
<tr>
<td>Brain hemorrhaging</td>
<td>Primary</td>
<td>[106]</td>
</tr>
<tr>
<td>Glioma</td>
<td>Primary</td>
<td>[107]</td>
</tr>
<tr>
<td></td>
<td>Immortalized (other)</td>
<td>[108]</td>
</tr>
</tbody>
</table>

**Mechanistic activity of drugs not specifically targeted to BBB**

<table>
<thead>
<tr>
<th>Topic</th>
<th>hBMEC source</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>HIV-1 infection</td>
<td>Primary</td>
<td>[109]</td>
</tr>
<tr>
<td></td>
<td>Immortalized (hCMEC/d3)</td>
<td>[110, 111]</td>
</tr>
</tbody>
</table>

### TABLE 11.3 Human *in vitro* BBB models in development and maintenance

<table>
<thead>
<tr>
<th>Topic</th>
<th>hBMEC source</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Development</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Signaling pathways</td>
<td>Immortalized (hCMEC/d3)</td>
<td>[112–114]</td>
</tr>
<tr>
<td></td>
<td>Primary (fetal)</td>
<td>[24]</td>
</tr>
<tr>
<td>Receptor expression</td>
<td>Primary (children aged 4–7)</td>
<td>[23]</td>
</tr>
<tr>
<td>Bacterial invasion</td>
<td>Primary (fetal/children aged 4–7)</td>
<td>[115]</td>
</tr>
</tbody>
</table>

**Maintenance**

<table>
<thead>
<tr>
<th>Topic</th>
<th>hBMEC source</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transporters, receptors, tight junctions</td>
<td>Primary</td>
<td>[116–118]</td>
</tr>
<tr>
<td></td>
<td>Immortalized (hCMEC/d3)</td>
<td>[119–123]</td>
</tr>
<tr>
<td></td>
<td>Immortalized (other)</td>
<td>[124]</td>
</tr>
<tr>
<td>Immune cell interactions</td>
<td>Immortalized (hCMEC/d3)</td>
<td>[125]</td>
</tr>
<tr>
<td></td>
<td>Immortalized (Other)</td>
<td>[126–128]</td>
</tr>
</tbody>
</table>
drug interactions in the CNS. Here we will discuss how human in vitro BBB models are being utilized in drug discovery and delivery (summarized in Table 11.2).

Since the BBB often prevents small- and large-molecule therapeutics from entering the brain, human in vitro BBB models have been used to help predict whether...
a drug crosses the BBB and to help design drugs and drug carriers that may pass the BBB more effectively. One drug delivery method that has been widely studied using human in vitro BBB models is the use of nanoparticles to potentially deliver drug payloads across the BBB [80, 87], and gene delivery strategies using viral and polymer carrier systems have also been investigated [92, 93] (Table 11.2). Screening

<table>
<thead>
<tr>
<th>Infectious agent</th>
<th>hBMEC source</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Escherichia coli</em></td>
<td>Primary</td>
<td>[115, 176–184]</td>
</tr>
<tr>
<td></td>
<td>Primary (children aged 4–7)</td>
<td>[185–187]</td>
</tr>
<tr>
<td></td>
<td>Immortalized (other)</td>
<td>[188–190]</td>
</tr>
<tr>
<td><em>Cronobacter sakazakii</em></td>
<td>Immortalized (other)</td>
<td>[191–193]</td>
</tr>
<tr>
<td><em>Group B Streptococcus</em></td>
<td>Immortalized (other)</td>
<td>[194–196]</td>
</tr>
<tr>
<td><em>Borrelia burgdorferi</em></td>
<td>Primary</td>
<td>[197, 198]</td>
</tr>
<tr>
<td><em>Borrelia turicatae</em></td>
<td>Immortalized (other)</td>
<td>[199]</td>
</tr>
<tr>
<td><em>Listeria monocytogenes</em></td>
<td>Immortalized (other)</td>
<td>[200]</td>
</tr>
<tr>
<td><em>Neisseria meningitidis</em></td>
<td>Immortalized (other)</td>
<td>[201]</td>
</tr>
<tr>
<td><em>Salmonella enteritidis</em></td>
<td>Immortalized (other)</td>
<td>[202]</td>
</tr>
<tr>
<td><em>LPS (S. enterica, Pseudomonas aeruginosa)</em></td>
<td>Immortalized (hCMEC/d3)</td>
<td>[4]</td>
</tr>
<tr>
<td><em>AB5 toxin, B subunit (S. typhi)</em></td>
<td>Immortalized (other)</td>
<td>[203]</td>
</tr>
<tr>
<td><em>Pertussis toxin (B. pertussis)</em></td>
<td>Immortalized (other)</td>
<td>[188]</td>
</tr>
<tr>
<td><em>Shiga toxins (E. coli)</em></td>
<td>Primary</td>
<td>[204]</td>
</tr>
<tr>
<td><em>Cryptococcus neoformans</em></td>
<td>Primary</td>
<td>[205–211]</td>
</tr>
<tr>
<td></td>
<td>Immortalized (hCMEC/d3)</td>
<td>[212–214]</td>
</tr>
<tr>
<td></td>
<td>Immortalized (other)</td>
<td>[205]</td>
</tr>
<tr>
<td><em>Candida albicans</em></td>
<td>Primary</td>
<td>[215, 216]</td>
</tr>
<tr>
<td></td>
<td>Primary (children aged 4–7)</td>
<td>[216]</td>
</tr>
<tr>
<td><em>HIV-1</em></td>
<td>Primary</td>
<td>[155, 217–223]</td>
</tr>
<tr>
<td></td>
<td>Immortalized (hCMEC/d3)</td>
<td>[224]</td>
</tr>
<tr>
<td><em>HIV-1 Tat protein</em></td>
<td>Primary</td>
<td>[226, 226]</td>
</tr>
<tr>
<td><em>HIV-1 glycoprotein gp120</em></td>
<td>Primary</td>
<td>[227]</td>
</tr>
<tr>
<td><em>Hepatitis C</em></td>
<td>Immortalized (hCMEC/d3 and other)</td>
<td>[228]</td>
</tr>
<tr>
<td><em>Sindbis virus</em></td>
<td>Immortalized (other)</td>
<td>[229]</td>
</tr>
<tr>
<td><em>Dengue virus</em></td>
<td>Immortalized (other)</td>
<td>[230]</td>
</tr>
<tr>
<td><em>Enteroviruses coxsackievirus B and poliovirus</em></td>
<td>Primary</td>
<td>[231]</td>
</tr>
<tr>
<td><em>Plasmodium falciparum</em></td>
<td>Primary</td>
<td>[118, 232]</td>
</tr>
<tr>
<td></td>
<td>Immortalized (hBEC-5i)</td>
<td>[232–235]</td>
</tr>
<tr>
<td></td>
<td>Immortalized (hCMEC/d3)</td>
<td>[233, 236]</td>
</tr>
</tbody>
</table>

### Table 11.5 Human in vitro BBB models of bacterial and viral pathogenesis

<table>
<thead>
<tr>
<th>Infectious agent</th>
<th>hBMEC source</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Bacteria/bacterial toxins</em></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Escherichia coli</em></td>
<td>Primary</td>
<td>[115, 176–184]</td>
</tr>
<tr>
<td></td>
<td>Primary (children aged 4–7)</td>
<td>[185–187]</td>
</tr>
<tr>
<td></td>
<td>Immortalized (other)</td>
<td>[188–190]</td>
</tr>
<tr>
<td><em>Cronobacter sakazakii</em></td>
<td>Immortalized (other)</td>
<td>[191–193]</td>
</tr>
<tr>
<td><em>Group B Streptococcus</em></td>
<td>Immortalized (other)</td>
<td>[194–196]</td>
</tr>
<tr>
<td><em>Borrelia burgdorferi</em></td>
<td>Primary</td>
<td>[197, 198]</td>
</tr>
<tr>
<td><em>Borrelia turicatae</em></td>
<td>Immortalized (other)</td>
<td>[199]</td>
</tr>
<tr>
<td><em>Listeria monocytogenes</em></td>
<td>Immortalized (other)</td>
<td>[200]</td>
</tr>
<tr>
<td><em>Neisseria meningitides</em></td>
<td>Immortalized (other)</td>
<td>[201]</td>
</tr>
<tr>
<td><em>Salmonella enteritidis</em></td>
<td>Immortalized (other)</td>
<td>[202]</td>
</tr>
<tr>
<td><em>LPS (S. enterica, Pseudomonas aeruginosa)</em></td>
<td>Immortalized (hCMEC/d3)</td>
<td>[4]</td>
</tr>
<tr>
<td><em>AB5 toxin, B subunit (S. typhi)</em></td>
<td>Immortalized (other)</td>
<td>[203]</td>
</tr>
<tr>
<td><em>Pertussis toxin (B. pertussis)</em></td>
<td>Immortalized (other)</td>
<td>[188]</td>
</tr>
<tr>
<td><em>Shiga toxins (E. coli)</em></td>
<td>Primary</td>
<td>[204]</td>
</tr>
<tr>
<td><em>Yeast</em></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Cryptococcus neoformans</em></td>
<td>Primary</td>
<td>[205–211]</td>
</tr>
<tr>
<td></td>
<td>Immortalized (hCMEC/d3)</td>
<td>[212–214]</td>
</tr>
<tr>
<td></td>
<td>Immortalized (other)</td>
<td>[205]</td>
</tr>
<tr>
<td><em>Candida albicans</em></td>
<td>Primary</td>
<td>[215, 216]</td>
</tr>
<tr>
<td></td>
<td>Primary (children aged 4–7)</td>
<td>[216]</td>
</tr>
<tr>
<td><em>Viruses/viral proteins</em></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>HIV-1</em></td>
<td>Primary</td>
<td>[155, 217–223]</td>
</tr>
<tr>
<td></td>
<td>Immortalized (hCMEC/d3)</td>
<td>[224]</td>
</tr>
<tr>
<td><em>HIV-1 Tat protein</em></td>
<td>Primary</td>
<td>[226, 226]</td>
</tr>
<tr>
<td><em>HIV-1 glycoprotein gp120</em></td>
<td>Primary</td>
<td>[227]</td>
</tr>
<tr>
<td><em>Hepatitis C</em></td>
<td>Immortalized (hCMEC/d3 and other)</td>
<td>[228]</td>
</tr>
<tr>
<td><em>Sindbis virus</em></td>
<td>Immortalized (other)</td>
<td>[229]</td>
</tr>
<tr>
<td><em>Dengue virus</em></td>
<td>Immortalized (other)</td>
<td>[230]</td>
</tr>
<tr>
<td><em>Enteroviruses coxsackievirus B and poliovirus</em></td>
<td>Primary</td>
<td>[231]</td>
</tr>
<tr>
<td><em>Plasmodium falciparum</em></td>
<td>Primary</td>
<td>[118, 232]</td>
</tr>
<tr>
<td></td>
<td>Immortalized (hBEC-5i)</td>
<td>[232–235]</td>
</tr>
<tr>
<td></td>
<td>Immortalized (hCMEC/d3)</td>
<td>[233, 236]</td>
</tr>
</tbody>
</table>
for drug penetration across the human BBB has been suboptimal to date because of the poor physical barrier properties of primary and immortalized cells as discussed earlier. That being said, there have been several studies investigating the use of hBMECs to evaluate drug efflux activity and to look at small-molecule delivery [7, 110] (Table 11.2). The development of stem cell–derived hBMECs possessing tight barrier properties may better accommodate these research directions in the future.

Second, as many cerebral pathologies are associated with BBB opening or dysregulation of the BBB phenotype, the BBB itself can serve as a therapeutic target. Potential therapeutics that have been evaluated on human in vitro BBB models include growth factors [104] and free radical scavengers [100, 105] to treat symptoms of stroke, and compounds such as flavonoids [98] and phosphodiesterases [106] to treat neuroinflammation and brain hemorrhaging, respectively. Thus, hBMEC-derived in vitro BBB models can be used to evaluate therapeutics that could potentially tighten the BBB under normal or pathological conditions and investigate the mechanism by which tightening occurs.

Finally, drugs reaching the BBB through the circulatory system can have off-target effects and modulate hBMEC properties. For example, HIV antiretrovirals can induce efflux transporter expression and affect drug uptake in vitro [110, 111]. Therefore, human in vitro BBB models can also be used to evaluate whether a drug that is not specifically targeted to hBMECs can modulate its properties.

### BBB Development and Maintenance

The understanding of BBB development is rapidly evolving. Several recent in vivo studies have implicated involvement of several signaling pathways, including Wnt [50–52], retinoic acid [112], Hedgehog [63], and the orphan G-protein-coupled receptor GPR124 [237]. The study of development presents several challenges for in vitro models, because it is a dynamic process involving immature hBMECs, yet most of the in vitro development work has employed primary hBMECs from mature, adult brain tissue. Alternatively, primary hBMECs can be obtained from fetal tissue [24, 115], although yield, developmental timing, and availability remain as issues. In addition, once grown in culture, fetal hBMECs would undergo the same de-differentiation process as adult hBMECs. Thus, primary hBMECs have had a limited use in developmental studies.

As an alternative to primary hBMEC study of human BBB development, immortalized hBMECs have been employed. First, hCMEC/d3 cells have been used to demonstrate relevancy of signaling pathways such as retinoic acid signaling to the human system [112]. They have also been used to further probe pathway involvement such as Wnt/β-catenin signaling in hBMEC phenotype [113, 114]. However, the latter situation is nonideal from a developmental standpoint because immortalized hBMECs sourced from adult brain tissue may not respond to signaling components in the same manner as immature hBMECs undergoing BBB specification.

Stem cell–derived hBMECs are poised to make an impact in the field of BBB development. They are the only in vitro model that allows the study of developmental progression from an immature endothelial population to an hBMEC population having significant barrier properties and BBB phenotype. As mentioned earlier, the
differentiation process occurred through the physiologically relevant Wnt signaling pathway [13]. Therefore, it is possible that this model could be further examined to identify additional signaling cascades involved in the conversion of nascent endothelial cells to hBMECs. Stem cell–derived hBMECs could also be used for detailed evaluation of pathways identified using animal models.

The *in vitro* study of hBMECs as mature cells has been more thoroughly explored. *In vitro* models are often used to determine whether a particular protein or pathway is expressed at the human BBB and/or how it is regulated. Studies of this kind include investigation of BBB solute and ion transporters [119, 120], tight junctions [121], efflux transporters [113, 122, 123, 238], chemokine receptors [116, 117], receptor tyrosine kinases [124], and growth factors [239]. *In vitro* human BBB models have also been used to study processes such as iron transport and accumulation [240, 241], the microstructure of BBB-resident P-gp [242], and the identification of proteins released in microsomes [243].

Another important hBMEC function is interaction with immune cells. It was once believed that the BBB was an immunoprivileged site and that immune cell interaction was mainly a symptom of disease. While immune cells certainly contribute to the progression of many diseases, recent studies have suggested that even during healthy BBB function, hBMECs interact with monocytes, T-cells, and B-cells [126–128], and can even support T-cell function and proliferation [125].

**BBB Physiology in Disease**

BBB dysfunction has been implicated in a variety of diseases, such as stroke, neurodegenerative diseases, and neurological infections. In order to develop appropriate therapies, it is necessary to understand the role of the BBB in each disease. To this end, human *in vitro* BBB models have been widely used to study diseases having BBB involvement.

**Neurodegenerative Diseases, Hypoxia/Ischemia, Inflammation** Disease modeling has been extensively adapted to human *in vitro* BBB studies. As stated earlier, a key motivation for using *in vitro* models is the ability to control the microenvironment. Disease modeling involves manipulating the microenvironment by adding a toxic or inflammatory component (i.e., β-amyloid fibrils and inflammatory cytokines) or removing a crucial component (i.e., oxygen and glucose) to recapitulate a certain facet of disease. The effects of the disease insult can then be studied in a controlled manner. The ways in which human *in vitro* BBB models are currently being used to study disease are compiled in Table 11.4.

Examples where components can be added to *in vitro* hBMECs to recapitulate disease symptoms include Alzheimer’s disease (AD) and inflammation. The primary component of AD is the presence of amyloid-β (A-β) fibrils that accumulate in the brain and have neurotoxic effects. A number of studies have described adding various isoforms of A-β to hBMECs to determine mechanisms of A-β transport [129, 133] or the resultant changes in hBMEC phenotype, such as increased permeability and tight junction relocalization [130], efflux transporter expression [134], and apoptosis [135]. Inflammation is caused by a variety of sources, including infection, injury, and
autoimmune disease, and inflammatory effects can often be reproduced in vitro by the addition of soluble cytokines in the culture media. Stimulation of in vitro hBMECs with cytokines, such as TNF-α and IFN-γ, induces a variety of phenotypic changes, including increased permeability and altered expression of cell adhesion molecules, tight junctions, and efflux transporters [23, 156, 157].

Aspects of stroke can also be relatively straightforward to model in vitro. Stroke is principally modeled using hypoxia and glucose deprivation, which can be achieved in vitro by manipulating culture conditions. Glucose deprivation and/or hypoxic conditioning of hCMEC/d3 cells increases their mettallomatrix protease (MMP) expression and can increase immune cell transmigration [153, 154], although it was not found to regulate ABC transporter expression [148].

Multiple sclerosis (MS) and epilepsy are more difficult to model in vitro. MS is a complex autoimmune disease characterized by loss of oligodendrocytes, followed by T-cell migration into the brain. To date, human in vitro BBB models have been used to examine T-cell adhesion and migration through hBMECs, and to assess the potential role of deregulated targets identified through analysis of MS patients, such as miRNAs, glucocorticoid ANXA-1, and somatostatin [141–143]. In vitro studies of epilepsy have employed primary hBMECs derived from epileptic patients to model the disease. Primary epileptic hBMECs have been used to screen for therapeutic penetration or differences in drug-metabolizing enzymes compared to “normal” BBB (in this case, usually from stroke or trauma victims) [21, 73, 145].

**Microbial and Viral Pathogenesis** The pathogenesis of bacterial and viral meningitis, encephalitis, and HIV-1 infection is, in part, mediated by the interaction of infectious agents with brain endothelial cells. In some cases, pathogens interact directly with hBMECs, crossing the BBB and infecting cells within the brain (i.e., meningitis). In other cases, pathogens infect peripheral cells (i.e., malaria or HIV-1 infection), and the resultant interaction between infected cells and/or activated immune cells with hBMECs contributes to the pathogenesis. Studies that employed human in vitro BBB models to study microbial and viral pathogenesis are listed in Table 11.5.

In the case of bacterial or fungal meningitis, which is common among neonates and immunocompromised individuals, the pathogen must adhere, invade, and transmigrate across hBMECs in order to infect the meninges [115]. Thus many studies are focused on the molecular mechanisms at each of these crucial steps (binding [194, 197], invasion [176, 177, 191], and transmigration [188, 205]). In addition, hBMECs dynamically respond to the presence of microbes, including cytoskeletal rearrangements, production of cytokines, increased immune cell transmigration, and apoptosis [200, 203, 212].

HIV-1 and cerebral malaria are two diseases where infection of peripheral cells can lead to neurological disorders. HIV-1 encephalitis is characterized by brain infiltration of virus-infected monocytes and macrophages [217]. Several studies utilizing human in vitro BBB models show that hBMECs do not become infected with HIV-1 virus [218], but HIV-1 virus and HIV-1-infected monocytes can cross hBMEC monolayers [155, 219]. The mechanism by which transmigration occurs is an active area of research. Cerebral malaria is caused by the parasitic infection of red blood
cells by *P. falciparum* which bind and become internalized by hBMECs [233]. In response to parasitized red blood cells, hBMECs exhibit increased permeability, increased cytokine production, and become apoptotic, a response that is mediated by platelets [234, 236].

Ultimately, the role of the BBB in health and disease is complex. Achieving a comprehensive understanding will likely require integrating knowledge from all of the facets described here, that is, mechanisms of BBB development, maintenance, and disease pathology, and investigation of effective therapeutic delivery strategies. Each of these efforts can benefit from the use of human *in vitro* BBB models.

**CONCLUSION**

The quality of human *in vitro* BBB models has progressed substantially since the first hBMECs were isolated. Alternative sources of hBMECs, including immortalized and stem cell–derived hBMECs, have overcome certain practical challenges associated with primary culture and opened the door for a wide range of studies on the human BBB, including drug screening and developmental studies. Refinement of hBMEC models, using either astrocyte and pericyte coculture or addition of shear force, has dramatically improved hBMEC phenotype and functionality. Moreover, the pool of *in vitro* models continues to grow as new adaptations are added. However, it is the authors’ opinion that no “gold standard” hBMEC model currently exists. Rather, model suitability for a particular investigation depends on the properties required, and the cohort of human *in vitro* BBB models affords researchers a significant breadth of choices. Since no model faithfully recapitulates every aspect of the *in vivo* BBB, *in vitro* models should be used as a complement to *in vivo* studies.
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INTRODUCTION

Neuroscience is one of the largest therapeutic areas in drug discovery research and development. Central nervous system (CNS) diseases, such as stroke, Parkinson’s, Alzheimer’s, multiple sclerosis, and schizophrenia, affect millions of people and many of these devastating diseases still do not have adequate treatment. One of the major challenges in CNS drug discovery is the blood–brain barrier (BBB). BBB is a highly protective barrier to the CNS due to its tight cellular junctions, limited endocytosis, and high P-glycoprotein (P-gp) efflux activity. It prevents toxic or foreign substances and certain drug molecules from entering into the brain. Many potent drug candidates fail to demonstrate clinical efficacy because they do not possess the physicochemical properties necessary to enter the brain.

The ability to cross the BBB is a prerequisite for CNS drugs. CNS pharmacology is related to the free drug concentration at the site of action in the brain ($C_{bu}$). Unbound brain drug concentration divided by unbound plasma drug concentration ($K_{puu}$) determines whether distribution equilibrium between plasma and brain has been achieved. $K_{puu} > 1$ suggests influx into the brain by active uptake processes; $K_{puu} = 1$ indicates distribution equilibrium; and $K_{puu} < 1$ reveals efflux mechanisms by efflux transporters. $C_{bu}$ and $K_{puu}$ are some of the most important parameters to be optimized for CNS drug candidates or minimized for drugs with peripheral targets. Typically, $C_{bu}$ and $K_{puu}$ are difficult to measure directly in vivo due to technical challenges. Instead, total brain and
plasma drug concentrations are measured in neuro pharmacokinetics (neuroPK) studies and free drug concentrations are calculated using the following equations: 

\[ C_{b,u} = f_{u,b} \times C_b; \]

\[ C_{p,u} = f_{u,p} \times C_p, \]

where \( C_{b,u} \) and \( C_{p,u} \) are unbound brain and plasma concentrations, \( C_b \) and \( C_p \) are total brain and plasma concentrations, \( f_{u,b} \) and \( f_{u,p} \) are fraction unbound of brain tissue and plasma. For large animals and humans, brain samples are usually not available. Other approaches can be used to estimate \( C_{b,u} \) and \( K_{puu} \) [1, 2]. Fraction unbound values (\( f_{u,b} \) or \( f_{u,p} \)) are important parameters to measure, so that free drug concentrations can be derived from total concentration. The approach has been validated against in vivo brain microdialysis and has been demonstrated as a viable strategy [3, 4].

Although fraction unbound of brain and plasma is essential for converting total drug concentration to free drug concentration, the parameters (\( f_{u,b} \) and \( f_{u,p} \)) themselves have no impact on in vivo efficacy [5]. There are no “good” or “bad” fraction unbound values and increasing fraction unbound is not going to increase free drug concentration in the brain. Hence, structure modifications should not be made to optimize fraction unbound. One will only need to measure fraction unbound when in vivo total drug concentration is available to be converted to free concentration [1]. Screening or rank-ordering of fraction unbound is of limited value as it has no relevance for in vivo efficacy, namely, it does not affect unbound drug concentration in the brain or \( K_{puu} \) at steady state. Free fraction and free concentration are two very different concepts and much confusion comes from using the two terms interchangeably. For detailed discussions on free drug hypothesis, free fraction, and misconceptions on plasma protein binding, readers can refer to Chapter 3 and Refs. 1, 5, and 6.

### SPECIES AND REGIONAL INDEPENDENCE OF BRAIN TISSUE BINDING

Plasma protein binding (PPB), though not very commonly, can be species-dependent due to binding to different proteins in plasma or differences in binding sites of a protein among different species. PPB can also change with disease state, due to changes in the concentrations of certain plasma proteins. Brain tissue binding, however, has been shown to be independent of species and strain [7–10]. A study with about 50 structurally diverse compounds and 7 different species/strains (Sprague–Dawley and Wistar Han rat, CD-1 mouse, Hartley guinea pig, Beagle dog, Cynomolgus monkey, and humans) showed that brain tissue binding is independent of species and strain [7]. Brain tissue binding is mainly governed by nonspecific binding to brain lipids rather than specific binding to brain proteins, due to the higher lipid content in brain compared to plasma [11] and consistency of brain lipid composition across species [12]. Binding to brain tissue is mostly driven by lipophilicity [8]. Because of the lack of difference in brain tissue binding for different species/strains, it is recommended to measure brain fraction unbound in a single species (e.g., Wistar Han rat) and use it to predict brain tissue binding of any preclinical species and strains, as well as humans. This can greatly reduce the cost and resources needed for \( f_{u,b} \) determination. It has also been shown that brain tissue binding lacks regional differences [13] and, therefore, brain tissue binding studies with different regions of the brain are unnecessary.
IMPACT OF CONTAMINATED BLOOD ON BRAIN TISSUE BINDING

Brain tissues are typically contaminated with a small amount of blood if they are not perfused with buffer. The brain plasma volume varies significantly depending on the euthanasia methods and the tracers used to determine the brain vascular spaces [14]. Typically, the plasma fraction ($D$) in brain tissue of ~3% is used to evaluate its effect. The simulation of the ratio of fraction unbound between brain tissue containing 3% plasma ($f_{u,final}$) and $f_{u,b}$ as a function of $f_{u,p}/f_{u,b}$ is shown in Table 12.1 and Figure 12.1 using Equation 12.1. Theoretically, when $f_{u,p}$ is similar or greater than $f_{u,b}$, contaminated blood in brain tissue has no or minimal impact on $f_{u,final}$. Only when $f_{u,p}$ is much smaller (>10-fold) than $f_{u,b}$, $f_{u,final}$ starts to deviate from $f_{u,b}$. For example, when $f_{u,p}$ is 10 times smaller than $f_{u,b}$, about 20% lower $f_{u,final}$ can be observed compared to $f_{u,b}$ without blood contamination, which is still within the variability of the assay. Since $f_{u,p}$ and $f_{u,b}$ track pretty well for most compounds [15], the impact of contaminated blood on $f_{u,b}$ measurement is expected to be minimal. There is also little concern of overestimation of $C_{b,u}$, since the maximum overestimation is ~3%.

$$\frac{f_{u,final}}{f_{u,b}} = \frac{1}{(1 - D) + D \times \left(\frac{f_{u,b}}{f_{u,p}}\right)}$$  \hspace{1cm} (12.1)

IN VITRO BRAIN BINDING METHODS

A number of brain binding assays have been developed and some of them are widely applied in CNS research. A few common brain binding methods are highlighted in this chapter. Many of the methods are similar to PPB methods with slight modifications. Since brain tissue binding is unlikely to be saturated, a single concentration (e.g., 2 μM) is tested for $f_{u,b}$ determination. The exception is the brain slice uptake method, where ≤0.1 μM test compound concentration is recommended to avoid non-linearity in binding (Section “Brain Slice Uptake Method”) [16].

**Equilibrium Dialysis with Brain Homogenates**

Equilibrium dialysis with brain homogenate to measure brain tissue binding is the gold standard method and is widely applied in drug discovery research and development [7, 17]. In order to generate consistent data, a large batch of brain homogenate is typically prepared or purchased to minimize batch-to-batch variability. Homogenization to fine suspension is necessary to generate reliable and reproducible data. Usually a two-stage homogenization is applied to produce brain homogenate [7]. Dilution of brain tissues is required to produce brain homogenate for equilibrium dialysis. A fivefold dilution is used regularly for brain binding studies. When a dilution factor is too high, it can be problematic for weakly bound compounds (high $f_{u,b}$) leading to high uncertainty in binding values. When a dilution factor is too low, brain homogenate is too viscous to generate reproducible data.
<table>
<thead>
<tr>
<th>$f_{u,b}$</th>
<th>0.0001</th>
<th>0.0005</th>
<th>0.001</th>
<th>0.005</th>
<th>0.01</th>
<th>0.05</th>
<th>0.1</th>
<th>0.5</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0001</td>
<td>0.0001</td>
<td>0.00010</td>
<td>0.00010</td>
<td>0.00010</td>
<td>0.00010</td>
<td>0.00010</td>
<td>0.00010</td>
<td>0.00010</td>
<td>0.00010</td>
</tr>
<tr>
<td>0.0005</td>
<td>0.00045</td>
<td>0.00051</td>
<td>0.00051</td>
<td>0.00052</td>
<td>0.00052</td>
<td>0.00052</td>
<td>0.00052</td>
<td>0.00052</td>
<td>0.00052</td>
</tr>
<tr>
<td>0.001</td>
<td>0.00079</td>
<td>0.00097</td>
<td>0.001</td>
<td>0.001</td>
<td>0.001</td>
<td>0.001</td>
<td>0.001</td>
<td>0.001</td>
<td>0.001</td>
</tr>
<tr>
<td>0.005</td>
<td>0.0020</td>
<td>0.0039</td>
<td>0.0045</td>
<td>0.005</td>
<td>0.0051</td>
<td>0.0051</td>
<td>0.0051</td>
<td>0.0051</td>
<td>0.0051</td>
</tr>
<tr>
<td>0.01</td>
<td>0.0025</td>
<td>0.0064</td>
<td>0.0079</td>
<td>0.0097</td>
<td>0.001</td>
<td>0.001</td>
<td>0.001</td>
<td>0.001</td>
<td>0.001</td>
</tr>
<tr>
<td>0.05</td>
<td>0.0031</td>
<td>0.013</td>
<td>0.020</td>
<td>0.039</td>
<td>0.045</td>
<td>0.05</td>
<td>0.051</td>
<td>0.051</td>
<td>0.051</td>
</tr>
<tr>
<td>0.1</td>
<td>0.0032</td>
<td>0.014</td>
<td>0.025</td>
<td>0.064</td>
<td>0.079</td>
<td>0.097</td>
<td>0.1</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0033</td>
<td>0.016</td>
<td>0.031</td>
<td>0.13</td>
<td>0.20</td>
<td>0.39</td>
<td>0.45</td>
<td>0.5</td>
<td>0.51</td>
</tr>
<tr>
<td>1.0</td>
<td>0.0033</td>
<td>0.016</td>
<td>0.032</td>
<td>0.14</td>
<td>0.25</td>
<td>0.64</td>
<td>0.79</td>
<td>0.97</td>
<td>1.0</td>
</tr>
</tbody>
</table>
METHODS FOR ASSESSING BRAIN BINDING

Therefore, selection of an appropriate dilution factor for homogenate preparation is important to generate reliable data.

For highly bound compounds, the time required for the experiment to reach equilibrium may be longer than that in the standard protocol. The time to reach equilibrium will need to be determined for these types of compounds to ensure equilibrium has been fully achieved for the experiment. This is done by determining $f_{u,b}$ at different time points (e.g., 4, 6, 8, 18, and 24 h). $f_{u,b}$ values will increase with time and gradually reach equilibrium. If volume shift is significant due to the difference in osmotic pressure between donor and receiver and/or Donnan ion effect, it will need to be corrected for $f_{u,b}$ calculation [18, 19].

Both the rapid equilibrium dialysis (RED) [20] device and the 96-well high-throughput dialysis (HTD) [21] device are widely used in the pharmaceutical industry for measuring binding. RED is about 20 times more expensive than HTD, but it is more amendable to automation. Leakage can sometimes happen for HTD as a result of wear and tear of the device. The two devices, in general, give comparable results for fraction unbound determination [22, 23]. Cassette assay can be applied to increase assay throughput and has been shown to have a similar coefficient of variation to single compound assay [8].

Recovery of the assay is an indicator of potential issues of the assay, such as high nonspecific binding to the dialysis device, instability, or precipitation. However, recovery has been shown to have no impact on fraction unbound determination as long as the system has reached equilibrium [22]. Scientific judgment has to be made to fail or pass a run when recovery is low. Other factors (e.g., stability or solubility issues) need to be considered as well.

---

**FIGURE 12.1** Impact of contaminated plasma in brain tissue on brain fraction unbound.
Reiterated Stepwise Equilibrium Dialysis

Reiterated stepwise equilibrium dialysis has recently been developed to measure PPB of compounds with high nonspecific binding, such as peptides [24]. The method can also be applied to brain tissue binding of sticky compounds. It works by presaturating the dialysis device with the test compound before the test compound is added in both donors and receivers at different ratios of concentrations based on the anticipated $f_{u,a}$ value. The final result with the smallest differences between the starting donor/receiver ratio to the final ratio suggests equilibrium has been achieved. This method has been successfully applied to liraglutide [24], a peptide with high nonspecific binding, and it is expected to work for brain binding measurement of very sticky or highly bound compounds.

Brain Slice Uptake Method

Drug distribution in brain tissues has various mechanisms, including nonspecific binding to brain lipids and proteins, specific binding to pharmacologic targets, pH partitioning into subcellular compartments (e.g., cytosol and lysosomes), carrier-mediated uptake, and membrane potential effect for charged species [25]. Binding measurements using brain homogenates only determine nonspecific binding to brain tissue, while binding with brain slice captures multiple mechanisms of intrabrain distribution for drug molecules. The major differences of binding between using brain homogenate and brain slice are seen in basic compounds, due to pH-partitioning and transporter uptake of substrates [25].

In the brain slice uptake method, freshly prepared brain slices are incubated with test compounds at low concentration ($\leq 1 \mu M$ to avoid saturation of brain slice and nonlinearity) for 5 h [3, 16, 26–28]. At the end of incubation, the concentrations of test compounds in the medium and the brain slice are determined and $V_{u,b}$ (unbound volume of distribution in brain) is calculated: $V_{u,b} = A_{brain}$/$C_{buffer}$, where $A_{brain}$ is the amount of test compound in the brain slice (nanomoles/g of brain slice), $C_{buffer}$ is the final test compound concentration in the buffer ($\mu M$), and $V_{u,b}$ is calculated in ml/g of brain. $V_{u,b}$ and $f_{u,b}$ are inversely related ($V_{u,b}$ × $f_{u,b} = K_{puu,cell}$) and, for compounds where tissue binding is the only distribution mechanism, $V_{u,b} = 1/f_{u,b}$. However, for compounds that partition into subcellular compartments (e.g., lysosomal trapping (pH 5.0) [29] for basic compounds) due to pH gradient or active influx into brain cells by uptake transporters (e.g., gabapentin transported by LAT1 transporter) [25], $V_{u,b}$ correlates to $1/f_{u,b}$ through $K_{puu}$ ($V_{u,b} = K_{puu,cell} \times 1/f_{u,b}$).

The brain slice uptake method is more applicable for basic compounds and transporter substrates, where intracellular free drug concentration is different than free medium concentration. Even though the high-throughput brain slice uptake method has been developed and cassette assaying has been validated, the method requires freshly isolated brain slice, which is more demanding than using brain homogenate. When $V_{u,b}$ is not available from a brain slice uptake study, it is recommended to use default $K_{puu}$ values (~3 for amines, ~0.6 for carboxylic acids, and 1 for neutrals or zwitterions) to convert $f_{u,b}$ to $V_{u,b}$.
TRANSIL Brain Absorption Method

The TRANSIL method is based on membrane affinity of drugs to porcine brain lipid bilayer that is noncovalently absorbed onto surface-modified silica beads [30]. The method was found to give good correlation to \( f_{ub} \) determined by equilibrium dialysis [12]. It is a high-throughput method in 96-well format and can also be used in cassette assaying to further increase throughput. The method has 2 min incubation time and is not based on biomatrices. It is a useful approach to determine brain tissue binding of unstable compounds and compounds that have high nonspecific binding. Since the system only measures binding to phospholipids, for compounds that are highly bound to albumin, the method could potentially overestimate \( f_{ub} \) [12].

Ultracentrifugation with Brain Homogenates

Ultracentrifugation is another method that has been used to measure \( f_{ub} \) [31]. However, the method is not commonly applied in the pharmaceutical industry due to high nonspecific binding to the filter membrane and the device, leading to artificially low \( f_{ub} \). Strategies trying to reduce nonspecific binding did not significantly improve the results. The method is not recommended for compounds with high nonspecific binding.

Microemulsion Retention Factor

The retention factor generated from microemulsion-based capillary electrophoresis (MEEKC \( k' \)) with mass spectrometry detection has been shown to have high correlation with \( f_{ub} \) [32]. The method performed better than using calculated log \( P \) or LC retention-based lipophilicity. Lauric acid–based micellar electrokinetic chromatography was used for the application. The method can be applied to diverse chemical structures, is amendable for automation, has short runtime, and consumes a very small amount of material. However, the error in \( f_{ub} \) estimation appears to be too large to provide true quantitative \( f_{ub} \) prediction necessary to support in vitro–in vivo extrapolation (IVIVE) or pharmacokinetic–pharmacodynamics (PK–PD) understanding [15].

IN SILICO MODELS FOR BRAIN FRACTION UNBOUND

A quantitative structure–activity relationship (QSAR) model was built based on 70 compounds with mouse \( f_{ub} \) data [8]. The analysis suggested that the mechanisms regulating \( f_{ub} \) were mainly nonspecific. \( \text{clog}P \) was the most important parameter in the model. The number of aromatic atoms were found to have negative influence on \( f_{ub} \), while the solvent accessible polar surface area was positively contributing to \( f_{ub} \). The model was expected to be continuously updated with newly available data to ensure better predictive power and adequate coverage of chemical space.

Another QSAR model was developed for \( f_{ub} \) using descriptors of log \( P \) and \( pK_a \) as a nonlinear ionization-specific model based on ~500 compounds [33]. The results of internal and external validation demonstrated good predictive power of the model and
the statistical parameters were similar among training and validation sets, indicating that the model is not likely to be overfitted.

A simple physical model has been developed to predict $V_{u,b}$ from chemical structure [34]. The model is based on predicted lipid binding and pH partitioning in interstitial fluid, intracellular, and lysosomal compartments. No fitted parameters were included and the model is not dependent on the dataset used. The model confirms that lipid binding and pH partitioning are important aspects of brain distribution.

CONCLUSIONS

Brain binding ($f_{u,b}$) is an important parameter to estimate $C_{pu}$ and $K_{puu}$, which could subsequently help establish PK–PD relationships for brain targets or build physiologically based pharmacokinetic (PBPK) models for the brain compartment. Many methodologies are available to measure $f_{u,b}$, including equilibrium dialysis with brain homogenate, iterated stepwise equilibrium dialysis, uptake with brain slice, TRANSIL brain absorption, ultracentrifugation with brain homogenates, microemulsion retention factor (MEEKC $k'$), and in silico approaches. Equilibrium dialysis with brain homogenate is the most common method applied in the pharmaceutical industry for $f_{u,b}$ determination. Brian tissue binding is mostly driven by nonspecific binding to brain lipids and is highly correlated to lipophilicity. Consequently, brain fraction unbound is independent of species, strain, and brain region. Single species brain binding (e.g., Wistar Han rat) can be used to predict brain binding of all preclinical species/strains and humans. The primary utility of $f_{u,b}$ is to convert total drug concentration in brain to unbound concentration. There is no mechanistic link between $f_{u,b}$ and brain penetration and $f_{u,b}$ is not an indicator of brain penetrability. Although $f_{u,b}$ is critical for PBPK modeling and for developing PK–PD relationships, structure modification to improve $f_{u,b}$ is not recommended. There are no “good” or “bad” $f_{u,b}$ values and $f_{u,b}$-based screening or rank-ordering could be misleading in drug discovery. $F_{u,b}$ will only need to be determined when in vivo total brain concentration is available to be converted to unbound concentration.
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INTRODUCTION

Brain exposure research has resulted in various methodologies: in silico predictions and models, in vitro measurements, and in vivo investigations. In the past, the methodologies were typically aligned sequentially (i.e., in silico first followed by in vitro then in vivo), but are now integrated across the discovery/development continuum in new ways that increase value. This integration enhances understanding of the disease and target, drug design, and safety and predicts and determines human pharmacokinetics/pharmacodynamics (PKPD) for the development of superior clinical drug candidates. The high value of brain exposure characterization is clear when we consider one of three “pillar” research questions to be answered in drug research and development: What is the “free drug exposure at the target site of action” [1]?

In vivo studies of brain exposure are discussed in this chapter. First, the core methods used for these studies are summarized. Next, examples of the research questions for which in vivo brain studies provide data, and how these data are integrated with other data, are highlighted. The main product of in vivo brain studies is the total brain concentrations of a drug candidate at time points, which, in combination with in vitro and in silico methods, provides unbound drug concentrations ($C_{u,b}$), brain PK, and a PK/PD model.
CORE METHODS

Most in vivo brain studies include core methods [2–5]. These are incorporated or modified in the experimental protocol according to the research question under investigation.

NeuroPK

In vivo brain exposure studies (neuroPK) involve dosing and sacrificing a separate animal for every time point. For example, a study would involve 20 animals for 10 time points in duplicate. This is unlike in vivo plasma studies, for which blood samples can be drawn at multiple time points from one animal. Thus, more resources must be anticipated for an in vivo brain exposure study (e.g., number of animals, lab space, animal associate time). For studies involving efflux transporters, knockout animals are available from vendors [6]. Blood samples are also saved from the sacrificed animals to assess the extent ($K_{puu,brain}$) of partitioning into the brain from the blood. Various routes of administration can be used for neuroPK studies, including intravenous (IV), subcutaneous, intramuscular, oral (PO), or intraperitoneal (IP). Dosing solutions have also been administered using continuous subcutaneous osmotic minipump for steady-state infusion [6].

Prior to sampling, the animal is anesthetized. Blood is sampled by cardiocentesis (cardiac puncture) or from the abdominal aorta with anticoagulant (e.g., heparin, ethylenediaminetetraacetic (EDTA)), centrifuged to produce plasma and stored frozen until analysis. Cerebrospinal fluid (CSF) is sampled by cisterna magna puncture in small animals (from the lumbar CSF in humans) and frozen. (Lumbar CSF may not have rapid equilibrium with CSF in the brain.) Some investigators perfuse the brain of the anesthetized animal with buffer while the heart is beating to remove residual blood that contains the test compound and minimize blood contamination of brain samples, especially if the brain concentration is expected to be relatively low compared to the blood concentration, which is relatively high. Alternately, the contribution of residual blood in the brain capillaries can be corrected for [7]. The brain is carefully removed from the animal’s skull immediately after euthanasia. The brain is cleaned of external blood by washing with buffer, quickly frozen, placed in an individual pre-tared storage vial, weighed, and stored frozen (e.g., ≤ −80 °C) until sample preparation.

In Situ Brain Perfusion

To determine the rate of brain penetration, the in situ brain perfusion method has been used [8, 9]. This experimental format can also be used to affect the in vivo conditions on the luminal side of the blood–brain barrier (BBB) by substituting a surrogate fluid matrix containing selected additives (e.g., transporter inhibitors) for the circulating blood. In situ perfusion experiments are resource-consuming and are usually only performed for a few compounds or to answer a specific question.
In this experiment, the rat is anesthetized, the carotid artery is severed and cannulated, and artery branches that do not perfuse the brain are quickly tied off. The cannula is immediately attached to an infusion pump that supplies buffer (e.g., Krebs Ringer Bicarbonate, pH 7.4, saturated with 95% oxygen/5% carbon dioxide) fluid at the physiological flow rate (e.g., 20 ml/min in rat) and pressure (e.g., 80–120 mm Hg) opposite to normal blood flow. The perfusion fluid contains the test compound (e.g., 10 μM), internal control compounds, and any additives. The internal control compounds have well characterized BBB permeability values (e.g., atenolol is a negative to low BBB permeability control, antipyrine is a positive BBB passive permeability control, loperamide is a P-glycoprotein (P-gp) efflux control). Infusion continues for a short time period (e.g., 30 s), after which the fluid is changed to blank buffer to wash the test compound from the brain capillaries for 30 s. The brain is then immediately removed. One brain hemisphere, on the side of the animal where the carotid artery was perfused, is separated and analyzed using liquid chromatography–mass spectrometry (LC/MS). This separation is because each brain hemisphere is perfused by only the carotid artery on that side of the body. Because of the short experimental time, in vivo BBB permeability is unaffected by nonspecific binding of brain tissue or brain metabolism.

**Brain Uptake Assay**

In the brain uptake assay [10] mice are injected via the tail vein, and at 5 or 60 m post injection the mice were sacrificed. The blood and a 200–400 mg portion of brain, from the same lobe for all animals, are removed for assay. The 5 m time point provides an assessment of BBB permeability. The 60 m time point provides brain PK insights, such as the test compound loss from the brain relative to loss from the plasma. Consistent brain and plasma loss indicates rapid equilibration and BBB permeability and faster loss from plasma indicates slow equilibration or brain tissue accumulation potential. The assay enables assessment of factors, such as initial brain uptake rate, active uptake and efflux, and serum binding, which limit brain exposure of drug discovery candidates, thus supporting hit identification and lead optimization. In a similar manner [11], the test compound is injected into rats via the femoral vein.

**IV Infusion**

For the purpose of determining $K_{p,uu}$, one lab administers the test compound IV to rats for 4 h [2]. Measurement of the brain and plasma concentrations provides the $K_p$. Using in vitro methods, unbound fraction in plasma ($f_u$) and unbound brain volume ($V_{u,b}$) in brain slices is measured. This enables the following calculation: $K_{p,uu} = K_p / (f_u \times V_{u,b})$.

**Microdialysis**

Microdialysis uses a dialysis probe to directly sample and measure unbound test compound interstitial fluid (ISF) concentration in vivo. This is detailed in another chapter of this book.
Brain Tissue and Plasma Sample Preparation

At the time of brain sample preparation, the samples are thawed and then processed rapidly to avoid degradation. All or part of each time point tissue sample is transferred to a vial and weighed. Plasma samples are vortexed and then a consistent volume is transferred for all samples.

The brain tissue is disrupted to obtain complete extraction of the test compound, metabolites, and biomarkers of interest. Disruption has been performed using enzymatic tissue digestion [12] or various homogenization techniques [13–15] and cryo-pulverization [16] (CryoPrep Pulverizer). Homogenization disruption involves adding a measured volume of buffer (e.g., potassium phosphate at pH 7.4) or water, at a multiple (e.g., 3- to 10-fold) of the weight of the tissue (e.g., 300 μl of buffer with 100 mg of brain tissue). Homogenization has been performed with an individual ultrasonic or rotor stator homogenizer probe. Apparatus with multiple homogenizer probes, for parallel processing of samples, have also been used (e.g., Tomtec Autogizer). A more recent disruption procedure uses a bead homogenizer (e.g., Precellys® 24, SPEX® SamplePrep® Geno/Grinder), which pulverizes the tissue very rapidly into a viscous suspension. A stainless-steel bead is placed in each vial in a rack or well in a plate with the buffer and tissue, wells are sealed and then the entire assembly is vigorously agitated. This allows rapid parallel processing of multiple tissue samples.

The test compound or biomarker is typically extracted from the tissue homogenate/suspension or from plasma samples using multiple volumes (e.g., threefold the sample volume) of organic solvent containing an internal standard that either precipitates the protein material (e.g., acetonitrile) or extracts the analytes into an immiscible solvent (e.g., ethyl acetate) for liquid/liquid extraction. The solutions are agitated or vortexed for a period (e.g., Glas-Col Pulsing Vortex Mixer) for extraction. The solutions are then centrifuged to precipitate the suspended denatured protein or separate the layers, and then the supernatant is transferred to a separate microtiter plate for analysis. The organic solvent is sometimes evaporated and the extract is resuspended in the high-performance liquid chromatography (HPLC) mobile phase.

A standard curve is extracted in parallel with the experiment’s samples. This is prepared by adding known quantities of analyte to known amounts of blank brain tissue (for tissue analysis) or plasma (for plasma analysis) obtained from undosed naive animals of a comparable strain in-house or from a vendor (e.g., Bioreclamation). Various standard curve wells/vials are prepared for various concentrations to prepare a standard curve over a wide concentration range that brackets the sample concentrations.

LC/MS Analysis

A small volume of each sample extract is injected into an LC/MS for quantitation of the test compound concentration in the brain sample. Different MS techniques have been used. A single-stage MS might be used with selected ion monitoring of
the pseudomolecular ion of the analyte; however, this may not have sufficient selectivity to separate the analyte signal from the background signal, especially at low analyte concentrations. The most commonly used MS technique is tandem MS, in which the pseudomolecular ion of the analyte (“precursor” or “parent” ion) is selectively passed by the first MS stage (e.g., quadrupole analyzer operated at unit mass resolution) and other ions are rejected, followed by collisional activation by an inert gas in the second MS stage to form fragment ions specific to the analyte (“product” or “daughter” ions) that are then selectively passed by the third MS stage operated at unit mass resolution. Instrument manufacturers have different names for this tandem MS technique (e.g., multiple reaction monitoring (MRM), selected reaction monitoring (SRM)). In recent years, increasing numbers of investigators have been using high-resolution MS techniques, in which the pseudomolecular ion of the analyte is selectively passed by a high-resolution MS stage (e.g., time of flight (TOF), orbitrap) with a narrow mass window and other ions are rejected, even those of the same nominal unit mass, but with a different accurate mass owing to a different molecular formula. For high-resolution MS quantitation, collisional activation and third MS stage separation are not required. The analyte concentration in the experimental sample (either unit or high-resolution technique) is determined by comparison of the relative response (analyte response/internal standard response) in the sample extract versus the relative response from the standard curve. The usual bioanalytical validation and quality control statistical values for plasma analysis should be achieved.

The measured values are the total brain concentrations \( C_b \) corresponding to the respective animal sacrifice times. \( C_b \) can be corrected for the contribution of residual blood in the brain capillaries [7]. Correction is particularly important when \( K_{\text{pu,brain}} \) is low (i.e., \( C_b < C_p \)), because the residual blood will significantly increase \( K_{\text{pu,brain}} \). The unbound brain concentration \( C_{\text{u,b}} \) is calculated by multiplying \( C_b \) by the fraction unbound in brain \( f_{\text{u,b}} \), which was determined using an in vitro brain tissue binding experiment [17], for example, involving equilibrium dialysis. The \( C_{\text{u,b}} \) and unbound concentration in plasma \( C_{\text{u,p}} \) values are loaded into software (e.g., Phoenix® WinNonlin®) to fit the data to a PK noncompartmental model and calculate the PK parameters. The unbound brain/unbound plasma ratio \( K_{\text{pu,brain}} \) is also calculated by dividing \( C_{\text{u,b}} \) (usually at \( C_{\text{max}} \) or \( C_{\text{ss}} \)) by \( C_{\text{u,p}} \) or by dividing the unbound exposure in brain \( \text{AUC}_{\text{u,b}} \) by unbound exposure in plasma \( \text{AUC}_{\text{u,p}} \).

**Brain Exposure Localization**

For some studies there is a need to know the exposure of a test compound in a specific brain substructure. This is a more resource-consuming study, but can provide more definitive results. Several approaches have been used: (i) a radioactive drug can be administered and then detected by autoradiography to determine the location and concentration in a brain slice, (ii) microdialysis sampling of live animals performed in a specific brain region or CSF, (iii) fluorescence imaging of a fluorescent test compound, and (iv) mass spectrometry imaging.
**IN VIVO BRAIN EXPOSURE RESEARCH QUESTIONS AND APPROACHES FOR THEIR STUDY**

To address various drug discovery project research questions, the core methods described earlier are modified as appropriate to understand the factors that affect brain exposure. Examples of these brain exposure questions and the information they provide are discussed later. A consistent topic of discussion is the amount of resources needed for such studies versus the useful data and valuable research answers they provide. In the past, drug discovery research was driven by the pillars of target engagement and biology, but the important impact of the third pillar, *in vivo* target delivery/exposure, has increased the reliance on information from *in vivo* brain exposure studies.

**What Was the Brain Exposure During an Early Proof-of-Concept Efficacy Study?**

Following early *in vitro* biology studies with receptor- or cell-based assays, drug discovery teams may obtain an initial assessment of the capability of an early hit or lead compound to produce efficacious results (e.g., minimum efficacious dose (MED)) *in vivo*. After dosing in the efficacy model, biological or biomarker end points are measured. During this study, a small number of animals might be sacrificed at one or more time points to measure the brain concentrations. In this way, the project team can obtain an initial idea of the brain concentration at the time that the efficacious response was observed to develop the PK/PD relationship.

**Do Some Chemical Series Examples Have Higher Brain Exposure?**

In a fast-moving drug discovery program, many analogs of a chemical series may be synthesized within a short time period. Different analogs may have different outstanding characteristics, such as target binding, bioavailability, or selectivity. In addition, different analogs may have been synthesized to increase BBB permeation by enhancing passive BBB permeability or reducing efflux. In these cases, the question may be: What are the comparable brain exposures of the analogs? To address this question, the identical protocol for dosing vehicle, level, and route are repeated for the same animal species and strain and the comparable analog brain PK values are determined.

In order to speed up and conserve resources for this type of study [18], the use of a cassette dosing approach, in which multiple analogs are combined into one vehicle prior to dosing, was studied. Eleven model compounds were compared by discrete (i.e., single) compound dosing versus cassette subcutaneous dosing in wild-type, Mdr1a/1b(−/−), Bcrp1(−/−), and Mdr1a/1b(−/−)/Bcrp1(−/−) mice at 1 and 3 mg/kg. The results were that the $K_p$ values from discrete and cassette dosing were within twofold for the nine compounds with high enough concentrations to measure. The ratios of $K_p$ values for wild-type versus three efflux transporter–deficient mice strains were also consistent with the ones from the literature.
Other investigators have previously expressed concern about the possibility of drug–drug interactions of the multiple analogs in cassette dosing experimental protocols. To address this concern, the authors [18] purposefully selected study compounds that are known P-gp and Bcrp inhibitors and substrates; however, the cassette dosing data were nevertheless comparable to the discrete dosing for all the compounds. In addition, they purposefully selected a low dose level for analogs in the cassette to make drug–drug interactions less likely. This study indicates that a cassette protocol is effective at 1 and 3 mg/kg with subcutaneous dosing.

Cassette protocols reduce the number of sacrificed animals for humane treatment. The number of expensive transgenic animals can also be reduced. Furthermore, with the same resource budget, more information can be provided to the discovery program for better decision making. For example, instead of discrete studies of four analogs in wild-type mice, cassette studies of four analogs in wild-type and efflux transporter–deficient mice can be performed with the same resources. These protocols also reduce the supplies, instrumentation, and human resources consumed and increase the speed at which such data can be made available to the program investigators. Cassette protocols also facilitate analog side-by-side comparisons for decision making. The analogs are studied in the same animals, on the same day, and with the same investigator.

Do the Chemical Series Structural Modifications Yield Different Brain Exposures?

In some cases, a therapeutic target may be found in both the brain and the peripheral tissues. It may be advantageous to modify a lead compound to stay out of the brain and reduce CNS side effects. In some cases, the therapeutic target is expressed in both the brain and peripheral tissues.

As described in other chapters of this book, a reduction in BBB permeation can be produced by the following methods:

a) Increasing efflux transport (e.g., increase hydrogen-bonding acceptors, increase molecular weight) [19]

b) Adding one or more substructures that reduce BBB passive diffusion (e.g., increase hydrogen bonding and TPSA, increase molecular weight, increase acidity, reduce lipophilicity)

One group [20] studied rimonabant, which has desirable antiobesity activity as a peripheral CB1 GPCR receptor antagonist, but also has undesirable CNS side effects through CB1 GPCR receptors in the brain. Rimonabant was structurally modified by increasing the molecular weight and hydrogen bond receptors to produce AM6545 for the purpose of limited BBB penetrance. In vivo studies showed that rimonabant reached similar plasma and brain concentrations at 1 h after a single PO or IP dose and after 28 days of IP dosing at 10 mg/kg. In contrast, AM6545 reached a plasma concentration similar to rimonabant in plasma, but approximately one-tenth of its concentration in brain after single or 28-day dosing. Further testing in
Mdr1a/b−/− and Mdr1a/b −/−Bcrp−/− mice and wild-type controls demonstrated a dramatic increase in brain levels of AM6545 in the knockout strains, supporting the conclusion that the brain concentration reduction was owing to efflux transport at the BBB. The involvement of efflux transport was supported by in vitro studies in Caco-2 which showed an efflux ratio of 1.1 and good apical to basolateral and basolateral to apical permeability. Furthermore, AM6545 demonstrated desirable peripheral CB1 effects without the undesirable CNS behavioral effects.

In another example, it was demonstrated [21] that levocetirizine H1 receptor occupancy in (peripheral) ileum is correlated to plasma concentration, whereas H1 receptor occupancy in the brain is poorly correlated to plasma concentration, but is instead correlated to brain concentration. This is in agreement with the observed human clinical peripheral H1 efficacy without having CNS side effects at low (10 mg) dose. Brain H1 receptor occupancy is lower and increases slowly with time compared to ileum occupancy. At a dose of 0.1 mg/kg, levocetirizine occupied less than 20% of central H1 receptors, but at the same time occupied 80% of peripheral receptors. These results are consistent with the much lower brain concentration versus plasma ($K_p = 0.06$). Thus, compounds that are limited in BBB permeation might be clinically dosed at a lower level at which peripheral receptors are sufficiently occupied for efficacy, without occupying enough CNS receptors to produce side effects. These results are in agreement with clinical human efficacy.

Another example suggests the possibility of structural modification to increase BBB permeability by conjugation to a substrate for an uptake transporter. In one study [22] L-tyrosine was conjugated to ketoprofen and enhanced brain uptake of the prodrug via the LAT1 (large neutral amino acid) uptake transporter was observed. The authors used in situ perfusion and a coadministered LAT1 inhibitor to confirm the uptake. The same group also conjugated glucose to ketoprofen and indomethacin and observed enhanced brain uptake of the prodrug via the GluT1 (glucose) uptake transporter [23].

Is Brain Exposure Limited or Enhanced by a Transporter?

In vivo experiments can indicate the predominant BBB permeation mechanisms for a candidate compound. In vivo dosing studies allow measurement of plasma and brain concentrations, which, in combination with in vitro $f_{u,p}$ and $f_{u,b}$, allow calculation of $K_{p,\text{uu,brain}}$ [7]. This value indicates whether the compound is affected by BBB efflux transport ($K_{p,\text{uu,brain}} < 1$), uptake transport ($K_{p,\text{uu,brain}} > 1$), or primarily passive diffusion permeation ($K_{p,\text{uu,brain}} \approx 1$).

Efflux and uptake transport can greatly influence the brain concentration of transporter substrates. The extent of this reduction or enhancement is useful information for the project team. As an example of such in vivo studies [21], quinacrine, an antimalarial drug, was investigated for treatment of the brain disease Creutzfeldt–Jakob disease. While quinacrine was active in vitro, it was ineffective when administered in vivo. Therefore, authors investigated whether BBB permeability was limiting brain exposure. Quinacrine was administered orally at 40 mg/kg/day to mice for 29 days using wild-type, Mdr1α/β-deficient (mdr1a and
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$mdrlb$ genes ablated) mice. The resulting steady-state concentrations were 1.6 $\mu$M for wild-type mice and 84 $\mu$M for Mdr1-deficient mice. In another experiment, the P-gp inhibitor cyclosporine A was administered orally at 100 mg/kg to wild-type mice 1 or 2 h prior to quinacrine administration. Brain concentrations were sixfold higher in the inhibitor-treated mice than in untreated mice. Thus, the two experiments, comparison of wild-type and P-gp-deficient animals and comparison of wild-type and wild-type plus P-gp inhibitor, were comparable in providing confirmation of the mechanism limiting brain exposure of the subject compound. This information can be useful to project teams to understand the mechanism causing discrepancies between in vitro activity and in vivo brain efficacy, to select candidates, or to guide optimization of the chemical series to increase brain exposure by reducing P-gp efflux.

In a similar manner, brain penetration enhancement of other efflux transporter substrates has been increased by predosing with efflux transporter inhibitors. Paclitaxel and docetaxel brain penetrations were enhanced using valspodar, cyclosporine A, elacridar, and zosuquidar. Imatinib was increased by zosuquidar [24]. Reduced brain accumulation of dasatinib was observed in wild-type mice [25], but higher accumulation in Abcb1a/1b$^{+/−}$ and even higher in Abcb1a/1b;Abcg2$^{−/−}$ mice, implicating P-gp efflux as the primary factor reducing accumulation and Abcg2 as a secondary factor. Elacridar, which inhibits both efflux transporters, had a similar accumulation as Abcb1a/1b;Abcg2$^{−/−}$.

The plasma to brain distribution ($K_{pu}$) of seven CNS drugs in both wild-type and Mdr1a knockout mice and rats was studied [6]. Compounds affected by P-gp efflux in mice were also affected in rats. Furthermore, the knockout models were supported as viable alternatives to chemical efflux transporter inhibitor codosing models.

Where Is a Compound Localized in the Brain?

When the question is “what is the test compound exposure in various brain regions?”, a specialized MS technique has been used [26]. A rat was dosed with clozapine, and slices of the brain were prepared and placed on a slide. The slices were sprayed with a “matrix” compound. The slide was placed in a device that bombard the sprayed slices with small-diameter pulses of laser light at specific positions. The laser light was absorbed by the matrix compound, which transferred its energy to the tissue and test compound, causing it to become charged and desorb from the slice surface. This is called matrix-assisted laser desorption ionization (MALDI). The test compound molecules were detected by a sensitive quadrupole time-of-flight (QTOF) MS. By rastering the laser pulse across the surface of the slice the clozapine concentrations associated with the brain tissue structures were measured. The spatial localization of clozapine in the tissue agreed with radioautographic analysis. The technique is not as sensitive as whole-brain bioanalysis techniques, especially for low–molecular weight test compounds, but, when it works, it can provide a map of the concentrations of the test compound in various brain structures for specialized studies.
What Is the Predicted Free Drug Concentration in Brain in Large Animals?

Later drug discovery and predevelopment studies focus on large animal species, such as dog and nonhuman primate, for studies of neuropharmacology and toxicity. For example, $C_{b,u}$ is related to receptor occupancy. In planning such large animal studies, it would be beneficial to reliably project the large animal unbound brain concentration ($C_{b,u}$) using a smaller species.

It was found [4] that $C_{b,u}/C_{p,u}$ from single dosing in rats is a reliable means of projecting steady-state $C_{b,u}$ in dogs and nonhuman primates for compounds that permeate the BBB primarily via passive or active uptake mechanisms, but not for efflux substrates (for which CSF concentration is better). $C_{b,u}$ was used as a surrogate for brain ISF compound concentration ($C_{ISF}$), which is most predictive of neuropharmacodynamics. The predicted unbound brain concentration in a large animal species was calculated using the following equation, where $K_{p,u,u,\text{rat}}$ was calculated from measured $C_{b,u}$ and $C_{p,u}$ in the rat and $C_{p}$ and $f_{u,p}$ in larger species:

$$C_{b,u,\text{human}} \approx K_{p,u,u,\text{rat}} \times C_{p,u,\text{human}}$$

Thus, large animal steady-state $C_{b,u}$ can be predicted from single-dose rat brain and plasma studies in combination with large animal plasma data. For efflux substrates (e.g., resperidone), $C_{b,u}/C_{p,u}$ values were about fourfold higher in dogs and nonhuman primates than in rats, and $C_{CSF}$ is recommended for such compounds. This study also measured rat and large animal $f_{u,b}$ values that were equivalent (≤1.5-fold different), which was consistent with previous findings [17, 27]; this supports the use of one $f_{u,b}$ value across species.

CONCLUSIONS

In vivo brain studies offer important opportunities for drug discovery teams to obtain the information needed for informed decisions in advancing their projects toward a strong clinical candidate. In a higher-throughput cassette format, they can rapidly provide brain exposure $C_{b,u}$ and plasma–brain partitioning $K_{p,u,u,\text{brain}}$ results for lead selection and optimization. In a more definitive format, they can provide data for discovery-level PK/PD relationship development as the time course of the relationship between $C_{b,u}$ and efficacy values are carefully measured. The design of late discovery or predevelopment studies can be facilitated as $C_{b,u}$ in large animals is predicted. The involvement of transporters can be better understood as the discovery team seeks to assess the extent of the effects of efflux, to reduce it by compound design, or explore enhancement of brain exposure by increasing BBB uptake transporter affinity. All of these research questions are addressed by tailoring in vivo brain study experiments to the research question. While brain exposure was formerly the concern of neuroscientists, the viability of peripheral drugs is increasingly affected by their purposeful design to reduce CNS side effects by reducing CNS exposure.
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PROBLEMS IN CNS DRUG DEVELOPMENT

Central nervous system (CNS) drug development is facing a very high attrition rate and a number of pharmaceutical companies have decided to reduce or even close their CNS Research & Development sites. On the other hand, we face a huge need for CNS therapies and the question is how to find a way to improve prediction of adequate CNS drug effects in human, too many gaps in our current understanding exist for reasonable prediction of CNS drug effects in humans. Among these gaps is the lack of adequate knowledge of CNS target site drug distribution.

As information on CNS target site drug distribution cannot (readily) be obtained directly from human brain, indirect approaches should be used, including in vitro and in vivo preclinical studies. With CNS drug discovery and development aiming at rapid evaluation of the attribute of a compound, the following parameters have been typically measured for CNS drug candidates:

1. The “BBB permeability” (the rate of passing the blood–brain barrier (BBB), mostly obtained in an in vitro system), as a measure of brain penetration, with high values considered to be good.
2. The “Kp” value (the ratio of total brain concentrations divided by total plasma concentrations, mostly obtained in vivo at assumed steady-state conditions), as another measure of brain penetration, where a larger value is considered to indicate better penetration.

3. The “P-glycoprotein (P-gp) efflux ratio” (the extent of P-gp mediated polarized transport), typically obtained in vitro in a monolayer of cells that express the P-gp where a value larger than 1.5–2 indicates the compound to be a P-gp substrate, with higher values being considered as worse.

However, it has become clear that the aforementioned parameters, judged upon more or less in isolation, have not provided insight into the understanding of the impact of these individual parameters on CNS target site drug concentrations as interpretation of the meaning of the parameters has not been unambiguously:

1. “BBB permeability” is only an indication for the rate of entrance into the brain, and does not inform on, but has often been mixed up with the extent of brain distribution.
2. The “Kp value” does not inform on the equilibration between plasma and brain as it is based on total concentrations, while to that end we would need the unbound concentrations at either side of the BBB. So, the Kp_{un} value should be used. In addition, for brain effects, the unbound concentrations is what should be focused on [1].
3. The “P-gp efflux ratio” is not the only factor to be taken into account in active drug transport between blood and brain.

It should be realized that many factors are involved in CNS target site drug distribution. There is the presence of the BBBs, which include the BBB but also the blood–cerebrospinal fluid barrier (BCSFB). Both the BBB and BCSFB, made up of endothelial and epithelial cells respectively, have tight junctions that restrict the passive exchange of hydrophilic drug molecules. Furthermore, these barriers possess multiple active efflux and influx transport systems that recognize many drugs, while, also at the level of the brain parenchymal cells, active transport processes may be working. Moreover, the bulk flow of brain extracellular fluid (brain_{ECF}) and turnover of CSF might further contribute to differences between the pharmacokinetics in plasma, and at different sites within the brain.

In vitro cellular assays based on real BBB cellular anatomy and physiology provide information on transporters, metabolic enzymes, and how to modulate these [2]. In situ methods like brain homogenate and brain slice methods have allowed insight into the relationship between the physicochemical properties of drugs and their main tissue subtype distribution characteristics [3, 4]. However, information on regional differences in drug concentrations, brain ECF bulk flow, and CSF flow, and, therewith, on-target site concentrations cannot be assessed from in vitro or in situ studies. This indicates the need for in vivo studies in preclinical species.
It has to be realized that it is the combination of drug properties and biological system characteristics that determine the target site pharmacokinetics and resulting pharmacodynamics of a drug. Drug properties will remain unchanged in different systems, but, for example, clear differences exist between the rat and human biological systems. Thus, research approaches that can distinguish between drug- and systems-specific properties are of special interest, as, in principle, physiological parameters from the rat can be replaced by those of humans (Table 14.1) to predict the target site pharmacokinetics and resulting pharmacodynamics in humans. However, not only can the biological system differ between species. Gender, genetic background, age, diet, disease conditions, drug treatment, etc. also contribute to differences between one and another biological system [34–44]. So, the rate and extent of processes in the body are context-dependent and contribute to variability in CNS target site pharmacokinetics and pharmacodynamics. This indicates the need for cross-compared designed experimental approaches to provide information on contributions of the (main) individual processes, in terms of rate and extent, as well as their interplay [45].

This chapter will address gross anatomy and physiology of the brain, and how physiological processes play a role in CNS drug target site distribution. This is followed by physiologically based pharmacokinetic model (PBPK) characteristics and how PBPK models will have better translational predictive power for CNS target site distribution in humans, as it explicitly distinguished between drug and system properties. Knowledge of human brain target site concentrations will then be useful for further development of PBPK-PD models in healthy and disease conditions [43, 46], to further pave the way to predict the right drug at the right location, right time, and right concentrations [45].

### Table 14.1 Human and rat approximate values for brain physiological parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Rat value</th>
<th>Human value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blood volume</td>
<td>20 ml</td>
<td>5000 ml</td>
</tr>
<tr>
<td>Brain weight</td>
<td>1.8 g (own observations)</td>
<td>1400 g [7]</td>
</tr>
<tr>
<td>Cerebral blood flow</td>
<td>1.1 ml/min [8, 9]</td>
<td>40 ml/min/g brain [10], 700 ml/min [11]</td>
</tr>
<tr>
<td>BrainECF volume</td>
<td>290 µl [12, 13]</td>
<td>240–280 ml [14, 15]</td>
</tr>
<tr>
<td>BrainECF bulk flow</td>
<td>0.2–0.5 µl/min [12, 16]</td>
<td>0.15–0.20 ml/min [17, 18]</td>
</tr>
<tr>
<td>CSF production</td>
<td>2.2 µl/min [12, 13]</td>
<td>0.35–0.4 ml/min [19, 20]</td>
</tr>
<tr>
<td>CSF turnover</td>
<td>11 times/day [20]</td>
<td>4 times/day [20]</td>
</tr>
<tr>
<td>CSF volume</td>
<td>250–300 µl</td>
<td>140–150 ml [18, 20, 22]</td>
</tr>
<tr>
<td>CSF volume lateral ventricle</td>
<td>50 µl [23, 24]</td>
<td>22.5 ml [23–25]</td>
</tr>
<tr>
<td>CSF volume cisterna magna</td>
<td>17 µl [26, 27]</td>
<td>7.5 ml [26, 27]</td>
</tr>
<tr>
<td>CSF volume third and fourth ventricle</td>
<td>50 µl [28]</td>
<td>22.5 ml [23, 24]</td>
</tr>
<tr>
<td>CSF volume subarachnoidal space (SAS)</td>
<td>180 µl [21, 28]</td>
<td>90 ml [29]</td>
</tr>
<tr>
<td>BBB surface area</td>
<td>155 cm² [30, 31]</td>
<td>10–20 m² [32]</td>
</tr>
<tr>
<td>Choroid plexus surface area</td>
<td>75 cm² [31]</td>
<td>0.021 m² [33]</td>
</tr>
</tbody>
</table>
PHYSIOLOGY OF THE BRAIN

Physiological Compartments
The brain consists of different physiological compartments. These include the brain ECF, the brain parenchyma cells, and the different spaces of CSF being the lateral ventricles, third ventricle, fourth ventricle, cisterna magna, and the subarachnoid spaces [47]. The brain is separated from direct contact with blood by the presence of barriers. The BBB is situated between the blood and the brain ECF and is made up from endothelial cells of brain capillaries joined by tight junctions. The BCSFB is mainly situated at the epithelium of the choroid plexuses [48–50]. The CSF is separated from the brain parenchyma cells by an ependymal layer without barrier function [51].

Barrier Functions
With respect to the vasculature of the brain, there are more than 100 billion capillaries in the human brain comprising a total length of approximately 400 miles, indicating that the microvasculature in the human brain is dense. With tight junctions present between the adjacent cerebral endothelial cells, the BBB forms a continuous cerebral blood vessel wall. As a result, the BBB has a high endothelial electrical resistance, in the range of 1500–2000 $\Omega \times \text{cm}^2$ (pial vessels), as compared to 3–33 $\Omega \times \text{cm}^2$ in other tissues. The net result of this elevated resistance is low paracellular permeability. The resistance may even increase to approximately 8000 $\Omega \times \text{cm}^2$ in nonpial capillaries [32, 52, 53]. The surface area of the brain endothelial cells that make up the BBB is approximately 100 cm$^2$/g tissue, with the capillary volume and endothelial cell volume constituting approximately 1 and 0.1% of the tissue volume, respectively [54]. The intercapillary distance in the brain is about 40 $\mu$m, which provides space for two neurons [55]. The choroid plexus and arachnoid epithelial cells provide the BCSFB and also have restricted and highly controlled exchange for compounds, which is comparable but not quantitatively and qualitatively equal to the BBB [56–59].

Cerebrospinal Fluid
The principal sources of the CSF are the choroid plexus epithelia of the lateral, third, and fourth ventricles [30]. The volume of CSF in humans is 140–150 ml, with only about 30–40 ml actually in the ventricular system. The production rate is approximately 21 ml/h. The turnover time of the total CSF is approximately 5 h for humans. This rate is species-dependent and is approximately 1 h for rat [20, 48, 60]. The majority of the CSF is in the subarachnoid space. CSF moves within the ventricles and subarachnoid spaces under the influence of hydrostatic pressure generated by its production. In addition, there are indications that drainage of the brain ECF contributes to CSF formation [16]. The CSF flows from the lateral ventricles via the third ventricle to the fourth ventricle to the cranial and spinal subarachnoid spaces. Finally, the CSF is absorbed into the peripheral bloodstream across the arachnoid villi. This production, continuous flow, and elimination of CSF serve as a washout system, especially affecting hydrophilic and large molecules [60, 61].
Circumventricular Organs

Moreover, the circumventricular organs (CVOs) that border the third and fourth ventricles, have permeable fenestrated capillaries. CVOs include the pineal gland, median eminence, neurohypophysis, subfornical organ, area postrema, subcommisural organ, organum vasculosum of the lamina terminalis, and the intermediate and neural lobes of the pituitary. These BBB-deficient areas are recognized as important sites for “sensing” blood components that inform the brain on the status of the body [60]. The choroid plexus is also devoid of a BBB, but as already discussed, the epithelium provides the barrier function in the form of the BCSFB.

Barrier Surfaces

The surface area of the human BBB is between 10 and 20 m², and is approximately 5000-fold greater than that of the CVOs [32]. The estimated surface area of the human choroid plexus is approximately 0.021 m² [33], and for rats it is approximately 75 cm² [62, 63]. This rat choroid plexus surface at the apical side takes into account the apical microvilli. It is much greater than older estimates and is similar to the surface area of the cerebral capillaries in rat (~155 cm²), and suggests that the choroid plexuses may play a more important role in the regulation of the brain microenvironment than previously thought [62–64]. Table 14.1 summarizes the reported physiological values for rats and humans.

Metabolic Enzymes

A number of metabolic enzymes have been identified in the BBB and BCSFB [65–70]. These enzymes include cytochrome P-450–dependent monooxygenases, epoxide hydrolases, and several conjugating enzymes. Enzymes such glutathione S-transferase, alkaline phosphatase, and aromatic acid decarboxylase are in elevated concentration in cerebral capillaries (i.e., BBB), yet often in low concentration or absent in non-neuronal capillaries. The activity of several drug-metabolizing enzymes is especially high in the choroid plexus (i.e., BCSFB). Evidence that these enzyme activities influence the brain concentrations of drugs has been shown only for some enzymes in the choroid plexus. In the choroid plexus, glucuronic acid or glutathione conjugation occurs, which is coupled to basolateral efflux of the formed conjugates, likely mediated by multidrug resistance–related proteins (MRPs), and, thereby, makes up another barrier function that limits distribution into the CSF.

Disease Conditions

Several disease-related processes result in enhanced BBB permeability to fluid and/or solutes. These include hypertension, radioactive exposure, edema, inflammation, ischemia, and reperfusion (reoxygenation) [71, 72]. Changes in cerebral blood flow, BBB functionality, BCSFB functionality, plasma protein binding, brain tissue binding, CSF flow, and enzyme functionality may all have their effects on drug brain distribution and elimination.
A number of factors play a role in the relationship between CNS drug dose and resulting CNS effects, and it is important to realize that these processes occur in parallel and do influence each other [45, 73]. The main processes that determine CNS target site distribution include plasma pharmacokinetics and plasma protein binding [74], cerebral blood flow, transport across the BBB, transport across the BCSFB, brainECF bulk flow, CSF turnover, brain tissue binding, brain metabolism, and brain degradation [75, 76].

Plasma Pharmacokinetics

The pharmacokinetics of the (unbound) drug in plasma and the unbound concentration on the other side of the BBB (and BCSFB) are the driving forces for drug distribution between plasma and CNS [77] (Fig. 14.1).

Cerebral Blood Flow

For drugs that have no problem in crossing membranes, blood flow rate will determine the rate of membrane crossing. If a membrane has a barrier function for a particular drug, then the barrier crossing rate will be determined by membrane permeability of the drug [75, 77] (Fig. 14.2).

**FIGURE 14.1** The unbound concentrations at either side of a membrane strive toward concentration equilibrium and the concentration difference is the driving force for transport. In the upper panel, the transport is based only on passive transport. At equilibrium the unbound concentrations at the blood and brain side are equal and net transport is zero. In the lower panel, at equilibrium, the unbound concentrations are different. This is due to active efflux from the brain (largest arrow) that maintains a lower unbound concentration at the brain side. The bound concentrations in blood and brain will not influence membrane transport of the unbound drug.
Drug Transport across the Blood–Brain Barriers

A number of main transport modes across the BBBs can be distinguished [60, 70, 75].

Passive simple diffusion is driven by the concentration gradient, from high to low concentrations. The cerebral capillary endothelial cells (BBB) and choroid plexus epithelial cells (BCSFB) contain tight junctions, which seal cell-to-cell contacts. This limits the diffusion of hydrophilic molecules. For transport across the lipid bilayer of the cell membranes the lipophilicity of the drug is an important factor [78, 79]. Another passive transport mode is the facilitated diffusion where drug transport also occurs from high to low concentrations, but is speeded up by a helper molecule (transport proteins imbedded within the cellular membrane, such as glucose transport proteins). Fluid phase transport occurs by vesicles, formed out of the membrane enters the cell and fuses with the membrane at the other side of the cell. This transport requires energy and occurs in the direction of the brain. It is nonselective for pinocytosis, little more specific for adsorption-mediated transcytosis (which is based on formation of the vesicle following interaction of a positively charge macromolecule with the BBB membrane at particular sites), and specific for receptor-mediated transcytosis (where binding of a ligand to plasma membrane-spanning receptors leads to the vesicle formation). These routes are useful for larger molecules.

Active influx and efflux transport occurs through transporter proteins for which the molecule should have a relatively high and specific binding site. It requires energy and is able to occur against the concentration gradient. In the last decade it has become clear that drug distribution between blood and tissues is significantly influenced for many drugs [80–87]. Starting with insights on the impact of the P-gp efflux transporter being present at the brain endothelial cells that make up the BBB [88], many studies followed in which information was provided on the expression or functionality of other efflux, as well as influx transporters, including MRPs [89],
breast cancer resistance protein (BCRP), and organic anion (transporting) polypeptides (OA(T)Ps) [83]. This has made clear that exchange of drugs between blood and brain is more often complex than simple. With time, the potential contribution of the BCSFB in drug transport into and out of the brain has become clear. The BCSFB is based in the epithelial cells of the choroid plexus. In these cells many transporters are expressed [56, 90, 91]. An overview of the transporters identified at the level of the BBB and the BCSFB has been nicely visualized by Othsuki and Terasaki [83].

**Intrabrain Distribution**

The brainECF bulk flow and the CSF production and elimination contribute to elimination clearance of drugs from the brain, especially for the drugs with low permeability, and should explicitly be distinguished from actual BBB transport. Intra-extracellular exchange of drugs should also be considered. This may include both passive and active transport. As to our current knowledge, passive membrane transport only occurs for unionized molecules, and the pH gradient from plasma (pH = 7.4), the extracellular space (pH = 7.3), and the intracellular space (pH = 7.0) is of importance for weak bases and acids. In addition, transport from brainECF and brain cells may be governed by active transport processes [92, 93].

**Brain Metabolism and Degradation**

A final process to be considered is actual intrabrain metabolism or degradation. A number of metabolic enzymes have been identified in the BBB and BCSFB (as described earlier). Furthermore, drugs may end up in lysosomes and degradation of the drug may result.

**Integration**

An important feature is that the BBB is under continuous physiologic control by astrocytes, pericytes, neurons, and plasma components. All together, these factors determine the delicate homeostasis of the brain environment. This dynamic regulation of the BBB indicates that different situations may result in different BBB functionalities and changes in pathological conditions [37, 38, 94–102]. BBB functionality changes may influence drug transport across the BBB and, therefore, they may have important implications for the target site kinetics. Thus, not only BBB functionality, but also many other brain processes are subjected to changes. All these mentioned processes occur in parallel and are interconnected. Thus, it can be seen that CNS target site drug delivery includes a complex combination of processes. As indicated earlier, oversimplification of these processes has significantly contributed to the very high attrition rate in the development of CNS drugs. Thus, we need to put additional effort into performing the type of investigations that will provide data from which we can learn to have the right CNS drug “at the right place, at the right time, and at the right concentration” [45].
PHYSIOLOGICALLY BASED PHARMACOKINETIC MODEL CHARACTERISTICS

Basic Considerations

The PBPK modeling approach does not only use concentration–time profiles of drugs described for virtual compartments that are just based on rate of equilibrium with the plasma compartment [103, 104]. In conjunction with physicochemical properties, these physiological and biochemical parameter values determine the pharmacokinetics of the drug. To that end, the PBPK modeling mathematically describes mass transport of the drug between true body (physiological) compartments, using quantitative parameter values of physiological volumes of tissues, tissue components, tissue blood flow, interstitial bulk flow, as well as expression of transporters [105], expression of enzymes, pH values, etc. All together this results in values for tissue permeability of a drug (PS value, which is an expression for rate of transport) and tissue distribution (Kp value, expressed as a ratio of total drug concentrations in tissue divided by total drug concentrations in blood or plasma at equilibrium, which is an expression for extent) [106]. In principle, this is the strongest approach to derive and to predict the impact of a change in a physiological value on the pharmacokinetics of a drug, but a lot of data and, therewith, time is needed for the development of a PBPK model. Besides, there is room for improvement.

Classical PBPK models have been typically based on total drug concentration measurements in body compartments, drug elimination processes, and passive diffusion between blood and tissues, including the pH partition theory, to derive fully mass-balanced equations. To that end, many data were included on total concentrations measured in multiple parts of the (animal) body [8].

Because the unbound drug concentrations drive membrane transport and interaction with targets and enzymes [1, 107, 108], PBPK models should include unbound drug concentrations. PBPK models of drug distribution into the brain today typically include the unbound fraction, or, better, the unbound drug concentrations in the brain.

In processes, there are two main aspects to consider. One is the rate at which a process occurs (time to steady-state) and the other is the extent to which concentration equilibration occurs (ratio of concentrations) (Fig. 14.3). These parameters have been made explicit by [1], also clarifying the multiple parameters in the BBB transport community that had been used in a confusing manner, enabling us to work now with clear definitions.

The aspect of time to equilibrium between plasma and brain concentrations (rate) has been specifically addressed by Liu et al. [109]. These authors investigated the combination of different values for BBB permeability (permeability–surface area product (PS), determined by in situ brain perfusion), plasma protein binding (unbound fraction in plasma), and brain tissue binding (unbound fraction in brain tissue), using equilibrium dialysis of brain homogenates, on the time to reach equilibrium between brain and plasma for seven model compounds with distinctively different physicochemical properties. They proposed the intrinsic brain equilibrium half-life as a parameter, to be equal to $V_b \times \ln(2)/(PS \cdot f_{u,brain})$ as a parameter,
where $V_b$ is the physiological volume of brain, and $f_{u,\text{brain}}$ is the unbound fraction in brain. It was demonstrated that a high BBB permeability alone does not necessarily result in a rapid brain equilibration, but actually requires a combination of high BBB permeability and low brain tissue binding. So, if looking for a drug with rapid brain equilibration, drug discovery should look for compounds with high BBB permeability and low nonspecific binding in brain tissue.

The extent of concentration equilibration is often viewed between plasma and brain. Moreover, here it is the unbound concentration that should be taken as the basic input (Figs. 14.1 and 14.3). The extent of concentration equilibration between two compartments is expressed as the ratio of the AUC$_{0-\infty}$ values of both compartments, or, if at steady state, the ratio of the clearance from the one to the other compartment divided by the clearance from the other to the one compartment (CL$_{\text{brain,u-plasma,u}}$ and CL$_{\text{plasma,u-brain,u}}$) [1].

FIGURE 14.3 Relationship between unbound plasma and unbound brain concentrations as a function of time, for the theoretical case that plasma unbound concentration is instantaneously at steady state. Brain unbound concentration will rise until a steady-state condition is reached. The time to steady state is governed by the rate of transport across the BBB (equilibration half-life, $t_{1/2}$ equilibration), while the extent of brain equilibration is governed by the ratio of AUC$_{\text{brain,u}}$/AUC$_{\text{plasma,u}}$, or, under steady-state conditions, the ratio of the values of CL$_{\text{brain,u-plasma,u}}$ and CL$_{\text{plasma,u-brain,u}}$ [1].

Unbound and Total Drug Concentrations

The transport of drugs between compartments is governed by the concentration gradient of the unbound drug across the membrane that separates the compartments. This indicates that unbound concentrations should explicitly be taken into account. Total concentrations remain important though, as they indicate how much has been transported from one compartment to the other.

Time Resolution Data

Information on time dependency is crucial [1, 37]. It is often thought that only steady-state concentrations are of interest, as chronic dosing should result in steady-state concentrations. Drug discovery and development studies
have, therefore, focused on measuring drug concentrations in brain and plasma under (assumed) steady-state conditions. However, for drugs with a desired rapid onset of action, the rate of target site distribution is also relevant.

**Physiological Data** The brain consists of brain parenchymal cells, surrounded by the brainECF and CSF spaces. These compartments have their physiological volumes. Exchange of drugs may occur by diffusion, as well as by active transport processes for crossing cell membranes. BrainECF bulk flow and CSF production and elimination are an additional mode of drug transport. In PBPK models, of course, physiological data are key. The combination of the drug properties and physiological processes govern the CNS target site pharmacokinetics. For interspecies extrapolation, for example, rat to human, the physiological values of rats should be replaced by those of humans. For the purpose of PBPK models, values that have been reported on a number of brain physiological compartments in rats and in humans are presented in Table 14.1.

**Distinction between Drug- and System-Specific Characteristics** Drug properties include lipophilicity (hydrophobicity, hydrogen-bonding potential), size, charge, conformation, polar surface area, and rotatable bonds. Drug properties remain drug properties, but system conditions may be different. Clearly system-specific properties are different between rats and humans, but they are even different between rats with the same gender and genetic background, but living in different situations, for example, on different food. Therefore, all characteristics should be considered. As the rate and extent of individual processes may differ between different conditions, and may be interdependent, it is of importance to investigate condition dependency of these parameters. This can be done by cross-compared designed experiments, measuring multiple parameters (as many as possible) in each setting. A systematic variation of extent and rate of specific factors on the causal chain between dose and drug effect may then be extremely useful to investigate the impact it has on brain distribution in a time-dependent manner.

**Integration—Mastermind Approach** The wealth of data that results from cross-compared multilevel studies should be subjected to advanced mathematical modeling to derive a useful set of parameters that provide insight into the interrelationship of the contributing factors between dose and CNS target site pharmacokinetics and maybe even (biomarkers) of the effects. This is called the Mastermind Approach [45], which will be useful in explicit distinction of the role of drug-specific properties and the characteristics of the system and “stored” in physiologically based PK(PD) models.

**TOWARDS DEVELOPMENT OF PREDICTIVE PBPK BRAIN DISTRIBUTION MODELS**

With the use of PBPK modeling approaches, the aim is to develop models with higher predictive power of CNS target site distribution in humans. Information on species- and/or condition-dependent differences in abundance levels and activities of
the different active transport proteins and drug-metabolizing enzymes at the BBB and BCSFB, as well as at the liver and kidney, under healthy or diseased conditions, is essential for extrapolation purposes. With the use of advanced PBPK modeling, the contributions of individual mechanisms in animals can be revealed, to serve as links to the human situation. The physiological values of the brain volumes, surfaces, and flows have been summarized in Table 14.1. Thus, PBPK models integrate drug-specific and system-specific physiological parameters that vary between species, subjects, or within subjects with different age and/or disease states [110–113]. There are a number of studies on brain distribution that do not really include physiological parameters but, nevertheless, provide considerable insight into multiple brain compartmental distribution processes [114–124]. There are only a few studies that have truly used the physiological modeling approach. These will be discussed later.

**Atomoxetine and Duloxetine**

Kielbasa and Stratford [125] explored the potential utility of PBPK modeling using rat brain microdialysis data to predict human brainECF PK of atomoxetine and duloxetine. Using an intravenous maintenance dose of 1.25 mg/kg/h for atomoxetine [126] and 4.2 mg/kg/h for duloxetine [125], plasma and brain microdialysates were obtained from the rat as a function of time, and were used in combination with end-of-experiment concentrations in total brain and CSF. These data were included in a model based on four brain compartments (plasma (not PBPK), brainECF, brain cells (BC), and CSF) and clearances between these compartments (Fig. 14.4).

**FIGURE 14.4** PBPK model for brain distribution by Kielbasa and Stratford [125], in which physiological volumes of the different brain compartments were used. Exchange of drug between the different compartments was expressed as bidirectional clearances between plasma and brainECF (Q_{BBB}), and plasma and CSF (Q_{BCSF}), clearances between brainECF and brain cells (CL_{ECF-BC}) and vice versa (CL_{BC-ECF}), and a unidirectional clearance for flow-mediated transport from brainECF to CSF (CL_{ECF-CSF}).
Nonlinear mixed-effects modeling was performed using NONMEM. The rat model was converted into a human model by using human physiological values for the brain compartments and rat PK parameters were scaled to human values by allometric principles according to the equation 

\[ P_h = P_r \times (Wth/Wtr)^{0.75}, \]

in which \( P_h \) is the scaled human parameter, \( P_r \) is the model-predicted parameter in the rat, \( Wth \) is the average human brain weight (1.35 kg), and \( Wtr \) is the average rat brain weight (0.0015 kg). On the basis of an adult brain volume of 1.35 l, the estimated human VECF was 0.31 l and VBC was 10.4 l. Human VCSF was fixed at 0.16 l.

Predictions of human brainECF, brain cells, and CSF PK were made and the authors concluded that these results may support the clinical development of CNS-mediated drug candidates by enhancing the ability to predict pharmacologically relevant doses in humans (Table 14.2).

### Table 14.2 Pharmacokinetic parameters of atomoxetine and duloxetine used in translational models to predict human brainECF pharmacokinetics

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Atomoxetine</th>
<th>Clinical</th>
<th>Scaled from rat</th>
<th>Duloxetine</th>
<th>Clinical</th>
<th>Scaled from rat</th>
</tr>
</thead>
<tbody>
<tr>
<td>( K (h^{-1}) )</td>
<td>3.1</td>
<td></td>
<td></td>
<td>0.168</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( CL/F (l/h) )</td>
<td>20.6</td>
<td></td>
<td></td>
<td>45.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( V/F (l) )</td>
<td>121</td>
<td></td>
<td></td>
<td>814</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( V_{CSF} (l) )</td>
<td>0.16</td>
<td></td>
<td></td>
<td>0.16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( V_{ECF} (l) )</td>
<td>0.31</td>
<td></td>
<td></td>
<td>0.31</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BBC (l)</td>
<td>1.04</td>
<td></td>
<td></td>
<td>1.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( C_{PL-CSF} (l/h) )</td>
<td>0.00825</td>
<td></td>
<td></td>
<td>NE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( CL_{CSF-PL} (l/h) )</td>
<td>0.0205</td>
<td></td>
<td></td>
<td>NE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( Q_{BCSFB} (l/h) )</td>
<td>NE</td>
<td></td>
<td>0.015</td>
<td>0.009</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( Q_{BBB} (l/h) )</td>
<td>0.181</td>
<td></td>
<td>0.026</td>
<td>0.004</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( CL_{ECF-CSF} (l/h) )</td>
<td>0.021</td>
<td></td>
<td>0.004</td>
<td>0.004</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( CL_{ECF-BC} (l/h) )</td>
<td>0.355</td>
<td></td>
<td>0.279</td>
<td>0.279</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( CL_{BC-ECF} (l/h) )</td>
<td>0.153</td>
<td></td>
<td>0.412</td>
<td>0.412</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \omega CL/F (%) )</td>
<td>90.8</td>
<td></td>
<td>58.9</td>
<td>58.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \omega V/F (%) )</td>
<td>65.6</td>
<td></td>
<td>96.6</td>
<td>96.6</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Data from Kielbasa and Stratford [125].

\( \omega \), intersubject variability; NE, not estimated.

Acetaminophen, Quinidine, and Methotrexate—Toward a Generic Brain Distribution Model

Westerhout et al. [44, 127, 128] worked on PBPK brain models where the data were produced in-house on (unbound) concentrations in plasma, brainECF, brain cells, \( CSF_{LV} \) (CSF in lateral ventricle), and \( CSF_{CM} \) (CSF in cisterna magna) obtained as far as possible in parallel from single animals (Fig. 14.5) following short infusion of model drugs with distinct physicochemical properties (Table 14.3).

In the different studies, one of the model drugs, acetaminophen, quinidine, or methotrexate, was administered intravenously to the rat as a short infusion, with or without concomitant administration of blockers of active transport at the BBBs.
The data were used to define the time-dependent parameters for passive and active exchange between plasma, brain_{ECF}, and CSF concentration. Physiological parameters for volumes, surfaces, fluid flows, and active transport processes were obtained from the literature. This was all performed using nonlinear mixed-effects modeling using the NONMEM software package. With the use of the same structural model for all three paradigm compounds (Fig. 14.6), it is important to note that this will allow investigation, in a mechanistic manner, of the impact of drug characteristics on brain kinetics in the different physiological compartments. The three compounds are only the start of this approach; the brain distribution of many more drugs with different physicochemical properties should be measured to develop a generic brain distribution model that only needs the input from *in vitro* assessed properties of a (new) drug to predict its brain distribution kinetics. For the drugs used so far (acetaminophen, quinidine, and methotrexate) the brain compartment that can be entered after passing the BBB and the brain_{ECF} ("deep" brain compartment) remained difficult to characterize due to the limited number of data points (1 per animal; end-of-experiment).

**Acetaminophen—Validation by Human Data**

Given that CSF concentrations are considered to be the best available surrogate for brain_{ECF} concentrations in humans [73, 129–131], we focused on predicting human brain_{ECF} concentrations. Acetaminophen is only subjected to passive transport.
<table>
<thead>
<tr>
<th>Compound</th>
<th>MW</th>
<th>PSA</th>
<th>log $P$</th>
<th>log $D$ (7.4)</th>
<th>$pK_{a1}$ (acid)</th>
<th>$pK_{a2}$ (acid)</th>
<th>$pK_{a1}$ (base)</th>
<th>$pK_{a1}$ (base)</th>
<th>Ionized at physiological pH (%)</th>
<th>Substrate for</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acetaminophen</td>
<td>151</td>
<td>49.3</td>
<td>0.25</td>
<td>0.23</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10.2</td>
<td>0 (neutral)</td>
<td>—</td>
</tr>
<tr>
<td>Quinidine</td>
<td>324</td>
<td>45.6</td>
<td>2.29</td>
<td>1.4</td>
<td>4.2</td>
<td></td>
<td></td>
<td>8</td>
<td>99.8 (positive)</td>
<td>P-gp</td>
<td></td>
</tr>
<tr>
<td>Methotrexate</td>
<td>454</td>
<td>210</td>
<td>−1.55</td>
<td>−5.49</td>
<td>3.4</td>
<td>5.4</td>
<td></td>
<td></td>
<td>99.9 (negative)</td>
<td>MRP’s</td>
<td></td>
</tr>
</tbody>
</table>

log $P$, measure of lipophilicity determined as log of partition of unionized compound in octanol versus water; log $D$ (7.4), measure of lipophilicity at physiological pH, determined as log of distribution of the compound in octanol versus buffer pH = 7.4; MW, molecular weight; PSA, polar surface area.
(diffusion and flow). Rat data and physiological parameters were used for the preclinical PBPK model [44]. By changing the different values of the physiological parameters of the rat to their corresponding human values, and by fitting the human plasma data to our model while extrapolating the plasma–brain exchange in a systems-based manner, we were able to adequately predict human lumbar CSF concentrations as observed by Bannwarth et al. [132] (Fig. 14.7). For acetaminophen in humans, it was predicted that brain_{ECF} concentrations are on average approximately twofold higher than unbound plasma concentrations, whereas the brain_{ECF}-to-CSF (from the subarachnoid space) concentration relationship is highly dependent on the time after dose. The fact that the data, as predicted for human CSF lumbar concentrations, are in line with observed lumbar concentrations by Bannwarth et al. [132] provides confidence in the usefulness of the model to predict human brain_{ECF} concentrations as a function of time.

**FIGURE 14.6** Structural model that is used for drugs with different physicochemical properties. The different brain compartments have physiological volumes and flows that have been reported in the literature (Table 14.1). The lines represent passive transport, and the dashed lines represent the active transport processes. The big arrows indicate fluid flow. CM, cisterna magna; LV, lateral ventricle; SAS, subarachnoidal space; TFV, third and fourth ventricle.
PBPK MODELING APPROACH

Quinidine—the impact of P-gp functionality

For quinidine, the inclusion of the influence of P-gp-mediated transport at the blood–brain barriers was taken into account. Data were obtained for quinidine doses of 10 and 20 mg/kg, without or with coadministration of the P-gp blocker tariquidar (Fig. 14.8). It was clear that P-gp functionality is an important factor in the relationship between CSF and brainECF exposure, given the fact that the relative order of distribution of quinidine over the brain compartments changes with blocking P-gp-mediated transport by coadministration of tariquidar [127]. Substantial changes in P-gp functionality might, therefore, underlie mispredictions of human brainECF concentrations on the basis of CSF measurements.

Methotrexate—influence of disease

Methotrexate data were obtained in rats at doses of 40 and 80 mg/kg, without or with coadministration of probenecid as a blocker of MRPs and OATPs as methotrexate is a substrate for these transporters [128]. For methotrexate, the relative order of the concentrations in the different brain compartments upon probenecid cotreatment did not change; all concentrations only increased, in part, also, because of larger exposure by increased plasma concentrations (Fig. 14.9).

FIGURE 14.7 Prediction of human concentration–time profiles in plasma (unbound) and different brain compartments on the basis of the preclinically derived translation brain distribution model for acetaminophen [44]. The predicted profiles in plasma (black bold dashed line) and CSF SAS (light grey bold dashed line) nicely correspond to the observed concentrations, as measured by Bannwart et al. [132] (Republished with permission of Springer from Ref. 44, with permission conveyed through © Clearance Center, Inc.).

Quinidine—The Impact of P-gp Functionality

Methotrexate—Influence of Disease
For methotrexate, there is quite some clinical data available, including brain ECF concentrations in humans [133]. However, all published human data (children and adults) have been obtained in different disease states. It is, therefore, not logical to expect proper prediction of diseased human concentrations in different brain compartments on the basis of a preclinical model developed on data obtained in healthy rats. Westerhout et al. [128] applied the PBPK model on literature data for methotrexate brain distribution, first to predict data obtained in other healthy
rats (plasma and brain_{ECF} data), and then to investigate the impact of disease status on the PK of methotrexate. By using the same PK parameter values that were estimated based on our data, we were able to predict the methotrexate plasma and brain_{ECF} concentrations in other healthy rats reasonably well. For earlier reported brain_{ECF} concentrations of methotrexate in brain tumor–bearing rats [134] the predictions by the preclinical brain distribution model were found to be significantly lower, indicating increased distribution of methotrexate at the brain tumor site. The next step was to use the PBPK model to predict plasma and CSF concentrations in healthy dogs. When taking into account that the hepatic elimination of methotrexate in dogs is only a fraction of the renal clearance [135], whereas in rats the hepatic elimination of methotrexate is estimated to be over fivefold higher than the renal clearance, the predictions of plasma and CSF concentrations were reasonable.

In humans, methotrexate undergoes extensive enterohepatic circulation, effectively reducing the hepatic elimination rate to the same level as the renal elimination rate [136]. With this information incorporated into the model, the prediction of human unbound methotrexate plasma concentrations was reasonable. In the human disease conditions, the brain_{ECF} and CSF concentrations were significantly higher than predicted for healthy human conditions. Comparison of simulations of the model with the actual measured data in the patients indicates a possible decreased active efflux from the brain_{ECF} as well as a lower CSF flow to cause these higher brain_{ECF} and CSF concentrations in the patients. Actually, a reduced CSF flow as “suspect” contributor to the higher methotrexate brain PK measured in the patients might indeed be a real possibility as it is in line with the reported observation that several adult patients had an obstruction of normal CSF flow [137]. So, interestingly, apart from blood–brain exchange, the CSF flow seems to play an important role in the brain_{ECF}–CSF relationship [138].

CONCLUSIONS

To be able to predict CNS drug effects in humans on the basis of preclinical data, it is essential to (i) study the underlying processes and mechanisms that govern the ultimate concentration–effect relationship as a function of time, and (ii) include information on unbound drug concentrations. The value of intracerebral microdialysis in this prediction is clearly exemplified here.

FUTURE PERSPECTIVES

For the ultimate development of a generic brain distribution model, in which prediction of brain distribution in humans can be made on the basis of physicochemical properties of drugs measured in vitro, further detailed time-course data of a number of other drugs will be needed with other distinct combinations of physicochemical properties.
Further development of the preclinical CNS PBPK to a CNS PBPKPD model lies in the improvement of the quality of the CNS effect data. Often, the focus has been on a single biomarker to reflect the CNS drug effect. However, given the complexity of brain diseases, it can be seen that the search for a single biomarker to explain the disease relative to the healthy condition and/or changes in the disease condition by (drug) treatment will never lead to success. Actually, we do not deal with “the” effect, but a composite of effects. The search should therefore be for “fingerprints” of multiple biomarkers, in a time-dependent manner, for investigations on the “effect spectrum.” With metabolomics as an emerging scientific tool, many more compounds in brain fluids and in plasma can be measured in parallel, in a quantitative and time-dependent manner. Furthermore, the emphasis should lie on measures that can be obtained both preclinically and clinically to enhance translational insights and, therewith, predictive power of preclinically obtained information [139].

Knowledge of human brain target site concentrations will then be useful for further development of PBPKPD models in health and disease conditions [43, 46], to further pave the way to predict the right drug at the right location, right time, and right concentrations [45].
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INTRODUCTION

The increased emphasis on mechanistic and quantitative biomarker approaches in central nervous system (CNS) pharmacology presents new challenges to the design and analysis of kinetic/dynamic models used in drug discovery. The central objective in pharmacology is to gain an understanding of physiological processes and find drugs to avoid undesirable effects. The first step in achieving this objective is to obtain precise measurements of the processes involved. For some responses this may be done in a direct manner, for example, blood pressure or heart rate. For others, especially CNS-elicited drug effects, it may be necessary to resort to indirect methods, and identify appropriate biomarkers (Fig. 15.1). Having obtained data about the process implicated, the questions that arise are how to interpret alterations in the biomarker responses and how to use these in improving our understanding of the underlying mechanisms. The ultimate goal is to identify the determinants of onset, intensity, and duration of the pharmacological response. We have collected four case studies, each
of which focuses on a different issue and points to challenges that have not yet been fully explored and would benefit from mathematical analysis.

What are the typical trademarks of a CNS response/biomarker? The CNS is a well-perfused but still protected space where distributional processes such as target-specific partitioning, diffusion, and sometimes active (carrier-mediated, saturable) transport may play a role as determinants for delayed onset of response. Moreover, particulars of the CNS physiological milieu and operational properties (e.g., endogenous ligands and tone, adaptational mechanisms, regional differences and interplay), as well as the potential influence of drug-metabolizing capacity in the brain [3] are factors that need to be considered when dealing with CNS-mediated responses. Several of these complexities will be touched upon in the examples discussed here, and suggestions on how to approach them will be given.

All datasets and figures used in this chapter were originally analyzed by Gabrielsson and Weiner [4], Gabrielsson and Peletier [5], and Gabrielsson and Hjorth [6]. The dataset of Case Study 1 was digitized from Lundström et al. [7].

In this chapter we focus on four challenges:

1. How to proceed when exposure data are in instantaneous equilibrium with the CNS response but the relationship displays multiphasic behavior.
2. How the advent of turnover models in mechanism-based pharmacodynamic modeling resulted in a new approach to study the interaction of drug and target.
3. How to tackle functional tolerance by extended drug exposure.
4. How to deal with functionally adaptational mechanisms offsetting drug response.
We illustrate each of these challenges with case studies. We would also like to refer to the recently published Themed Issue on Translational Modeling in Neuroscience (Journal of Pharmacokinetics and Pharmacodynamics [8]). This issue contains several timely examples of modeling CNS biomarkers such as “Disease progression and neuroscience,” “Modeling and simulation of placebo effect: application to drug development in schizophrenia,” “Exposure–response modeling of antidepressant treatments: the confounding role of placebo effect,” and “Translational PK-PD modeling in pain” to mention just a few.

When instantaneous equilibrium occurs between the drug plasma concentration and the pharmacological response, we have a situation as shown in Figure 15.2 (left). Thus, there is a direct correspondence between plasma concentration and response amplitude, whether concentrations are ascending or descending. However, if there is a delay between the plasma concentration-time course and the pharmacological effect-time course, a situation arises that is illustrated by the right-hand plots in Figure 15.2. The same plasma concentration occurring at two different time points (rise and fall phase) now coincides with two different response amplitudes. In general, the response is lagging behind the plasma concentration both on the upswing and washout. There are temporal differences between the plasma concentration and response—equilibrium does not occur instantaneously. Exposure/response divergences may lead to the erroneous conclusion that the drug is not efficacious, or that
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there is no relationship between the concentration of a drug and the response. When it comes to CNS-elicited responses, temporal departures may be introduced by simple distribution delays for a drug to access its action biophase, including, for example, active metabolite formation and carrier-mediated limitations. However, more complex events, linked to drug mechanisms and/or triggering of secondary processes and factors controlling onset and offset of the response, may also be involved. As an example, we may consider gamma secretase inhibitors, intended to lessen Alzheimer plaque formation in the brain via a decrease in the formation of amyloid peptide fragments. Even if the drug inhibition of relevant enzymatic activity is quite rapid, the formation and deposit of plaques occurs over a weeks-to-months time frame, and it is changes in this readout that represent the actual antidisease progression response of interest (further discussed later in this chapter).

**PHARMACODYNAMIC RESPONSE MODELS**

**Instantaneous Equilibrium—The Model Gallery**

Typical pharmacodynamic models used to capture the equilibrium concentration–response relationships are given by Equations 15.1–15.4. Figure 15.3 shows the pharmacodynamic model gallery used to capture instantaneous or equilibrium concentration–response relationships. The simplest functional form of these models is the linear concentration–response mode (Eq. 15.1):

\[ E = E_0 + S \cdot C \]  

(15.1)

**Model gallery**

\[ E = E_0 + \frac{E_{\text{max}} \cdot C^n}{EC_{50} + C^n} \]

\[ E = m \cdot \ln(C + C_0) \]

\[ E = E_0 + a \cdot C^n \]

\[ E = E_0 + S \cdot C \]

**FIGURE 15.3** Pharmacodynamic model gallery of instantaneous or equilibrium concentration–response relationships commonly used [6]. The models from bottom to top represent the linear, exponential, log-linear, and the Hill model, respectively. The horizontal double arrows indicate the relative ranges over which they capture concentration–response data. Note that the linear model is a subset of the exponential model when the exponent \( n \) is set to unity.
where $E$, $E_0$, $S$, and $C$ are the response, baseline response, slope parameter, and the plasma concentration, respectively. This model can then be expanded to capture a wider concentration–response range (display more flexibility) by either the exponential model (Eq. 15.2)

$$E = E_0 + a \cdot C^n$$  \hspace{1cm} (15.2)

where $a$ and $n$ are the pharmacodynamic regression parameters to be used, or the log-concentration model (Eq. 15.3). The log-linear approach has traditionally been used for exploratory purposes to facilitate graphical representation over a large range of concentrations:

$$E = m \cdot \ln(C + C_0)$$  \hspace{1cm} (15.3)

The $m$ parameter is the slope of the log-linear portion of the concentration–response data when $C$ is much greater than $C_0$, and $C_0$ is a hypothetical parameter allowing the model to also capture baseline response $E_0$. Note that $C_0$ has nothing to do with the plasma concentration at time zero, but is rather added to increase the numerical robustness of the model. The baseline response of the log-linear model is then given by Equation 15.4:

$$E_0 = m \cdot \ln(C_0)$$  \hspace{1cm} (15.4)

Equations 15.1–15.3 should be used carefully because they do not display a maximum plateau at higher concentrations. To remedy this, the Hill model is more common, particularly since it covers a wider concentration range and inherently mimics the other models during limited concentration intervals as indicated in Figure 15.3. The Hill model contains, in addition to the baseline effect $E_0$, the efficacy parameter $E_{max}$, the potency $EC_{50}$ and the Hill exponent $n$:

$$E = E_0 \pm \frac{E_{max} \cdot C^n}{EC_{50}^n + C^n}$$  \hspace{1cm} (15.5)

For further information about the behavior of the Hill model see Gabrielsson and Weiner [4]. The thermodynamic measure of the tendency of the ligand and receptor to stay together or to have affinity for one another is also called the potency of the ligand, commonly expressed as the dissociation constant $K_d$ (defined by the ratio of $k_{off}/k_{on}$ rate constants) in receptor-binding studies. With regard to functional responses, it is desirable to correlate the pharmacological response to plasma or tissue measurements and then the potency parameter is denoted $EC_{50}$. When $EC_{50}$ is measured, it is commonly confounded by target expression (receptor number, transduction efficiency, spare receptors, etc.) and, therefore, often falls to the left of the true affinity (potency) $K_d$ on the concentration axis. In other situations $EC_{50}$ may also shift to the right as a result of endogenous substrate competition. So, the $EC_{50}$ parameter corresponds to the plasma concentration at half-maximal drug-induced response, which may or may not correspond to 50% target occupancy. In fact, due to very
efficient receptor stimulus–response coupling (transduction), it is not uncommon among high-efficacy receptor agonists to produce a maximal effect even if only a small fraction of the target receptor is occupied (say, 10–15%). The Hill \( n \)-exponent is a positive term, which does not necessarily have a strict biological translation when analyzing functional data.

In Case Study 1 we will utilize an extension of the Hill function to also capture multiple receptor systems by means of a composite \( E_{\text{max}}/I_{\text{max}} \) model (Eq. 15.6).

**Composite \( E_{\text{max}} \) Model—Case Study 1**

The situation of combined drug action arises either when two or more active compounds exert an effect on a certain biological system or when a single drug acts simultaneously at two or more receptors. Combination approaches have been introduced or proposed in several treatment frameworks in the hope of enhancing efficacy through offsetting counter-regulatory mechanisms triggered by single drug action. While such approaches may well turn out more effective, as compared to monotherapy from a PD perspective, they also introduce pharmacokinetic challenges and the need to control for disposition and PD effects of more than one drug simultaneously (recent examples include, e.g., fixed-dose combination (FDC) topiramate/phentermine in obesity and various drug combination regimens in major depression; cf. Refs. 9 and 10, respectively).

Case Study 1 on composite \( E_{\text{max}} \) models involves studies of the racemate of a centrally acting dopamine (DA) ligand, 3-(3-hydroxyphenyl)-\( N \)-propylpiperidine HCl (3-PPP), in which both its (+) and (−) enantiomers display significant effects on DA neurotransmission: (+)3-PPP acting as a “classical” pre- and postsynaptic DA agonist and its (−) counterpart acting mainly as an agonist and antagonist at these sites, respectively [11]. The racemate, therefore, in essence, represents a kind of “combination” treatment in a single drug entity. The example is based on data from Lundström et al. [7] and analysis of Gabrielsson and Weiner [4] (Fig. 15.4). After subcutaneous administration of racemic 3-PPP to rats, plasma and brain levels were monitored in relation to the amount of spontaneous locomotor activity—a well-known and often-used rodent behavioral readout of central DA activity. Plotting brain concentrations of (−)3-PPP against locomotor activity resulted in a good fit to a declining two-phase curve, in all probability reflecting preferential actions at pre- and postsynaptic DA receptors, respectively. These two underlying mechanisms could also be identified from the biphasic effects produced by (+)3-PPP on locomotor activity: suppression followed by stimulation. Together, these observations provide further support for the contention that at low doses both enantiomers have sedative actions due to stimulation of inhibitory DA autoreceptors (cf., e.g., Ref. [13]). With increasing doses, however, a postsynaptic DA receptor blockade will predominate for a partial agonist like (−)3-PPP, producing suppression of locomotion, whereas the full agonist (+)3-PPP will produce behavioral activation due to mounting stimulation of postsynaptic DA D\(_2\) receptors [7, 11].

Lundström et al. [7] therefore proposed the biphasic composite \( E_{\text{max}} \) function (Eq. 15.6):

\[
E = E_0 - \frac{I_{\text{max}1} \cdot C_{n_1}^{n_1}}{I_{501}^{n_1} + C_{n_1}^{n_1}} - \frac{I_{\text{max}2} \cdot C_{n_2}^{n_2}}{I_{502}^{n_2} + C_{n_2}^{n_2}}
\]  

(15.6)
and showed that it offered a good fit to the data for the parameter values listed in Table 15.1. \( E_0 \), \( I_{\text{max}1} \), \( I_{\text{max}2} \), \( IC_{5j} \), \( IC_{52} \), \( n_1 \), and \( n_2 \) denote the baseline response, maximum inhibitory efficacy of receptor population 1 and 2, their corresponding potency values, and the Hill exponents, respectively.

An alternative model based on a multiplicative combination of inhibitory \( I_{\text{max}} \) functions (Eq. 15.7) proposed by Gabrielsson and Peletier [12] on mixture dynamics can also be shown to capture the concentration–response data in Figure 15.4:

\[
E = E_0 \cdot \left( 1 - \frac{I_{\text{max}1} \cdot C^{n_1}}{IC_{5j}^{n_1} + C^{n_1}} \right) \cdot \left( 1 - \frac{I_{\text{max}2} \cdot C^{n_2}}{IC_{52}^{n_2} + C^{n_2}} \right) \tag{15.7}
\]

The corresponding parameter values are also listed in Table 15.1.
TIME DELAYS BETWEEN PLASMA CONCENTRATION AND CNS RESPONSE

Typical examples where composite $E_{\text{max}}/I_{\text{max}}$ models have been successfully applied are apomorphine, clonidine, haloperidol, sulpiride, and (+/−)3-PPP [4, 7, 12, 14–20]. For review of bell- or U-shaped concentration–response relationships, particularly in the toxicological data context, see Calabrese and Baldwin [21].

This case study offers an example of how to model drug interaction with multiple receptor sites, which appears as a composite concentration–response relationship. Provided the functional potency values are well separated, the model parameters will have low correlation and high precision. The real value of this analysis is, of course, not the modeling by itself, but what the results are intended for, that is, design of new studies, translation across species, etc.

TIME DELAYS BETWEEN PLASMA CONCENTRATION AND CNS RESPONSE

This section deals with temporal differences between concentration-time and response-time data and the concept of hysteresis (time delay between plasma concentration and response). The half-life of biological response, which will impact the extent of hysteresis, will be examined from a pharmacodynamic perspective. The pharmacodynamic model gallery relating to time delays is exemplified by three case studies, which include the receptor binding on/off model (Case Study 2), the ordinary turnover model (Case Study 3), and the feedback turnover model (Case Study 4).

So, the question arises: What available modeling approaches do we have at hand to tackle temporal divergences? Figure 15.5 shows the three major classes of models that typically depict time delays between plasma concentration and the pharmacological CNS response. We intentionally skip further elaborating the effect-compartment model, also known as the distributional model (A), as a first-choice tool of CNS drugs, because in our own experience it confounds the interpretation of model parameters from a mechanistic point of view. A case study is therefore not given for the distributional model in the present review.

Temporal divergences like the aforementioned (Fig. 15.2) are deceptive as they may mislead the investigator to conclude that there is no relationship between the concentration of a drug in blood or plasma and the time course of response. Actually, there is a relationship between plasma exposure and pharmacological response, but it is a long-term one that will be more obvious at equilibrium. However, as will be further discussed, the pharmacological effects of many drugs lag behind the drug concentration in plasma (Fig. 15.2, right).

An example with substantial temporal differences between plasma concentration and response is the impact of cannabinoid receptor type 1 (CB1r) antagonists on body weight and composition in diet-induced obese mice (Fig. 15.6). CB1r antagonists decrease appetite and increase the energy turnover and therefore in turn reduce body weight and fat stores. The apparent steady state is established in plasma after 2–3 days of repeated subcutaneous dosing. However, the time to pharmacodynamic steady state, with regard to body weight loss, is about 3–4 weeks due to the long
**FIGURE 15.5** Schematic illustration of the (a) distributional (effect-compartment or link) model, (b) turnover model, and (c) receptor on/off binding model—models that are commonly used to capture time delays between plasma concentration and the pharmacological response. The shapes of the concentration-time profiles and response-time profiles illustrate the temporal differences schematically. The inactive and active forms in (c) denote the two stages of receptor function. Adapted from Gabrielsson and Hjorth [6]. Feedback as a time delay will be further discussed under Section “Time Delays—Feedback Turnover Models—Case Study 4 on SSRI”.

**FIGURE 15.6** Plasma concentration-time (CB1r antagonist X, right-hand axis, rapid oscillating curve) and response-time (body weight reduction, left hand axis, solid symbols superimposed on model predictions) Data after repeated daily subcutaneous dosing of a CB1r antagonist during 3 weeks in obese mice.
half-life of adipocyte turnover (body weight loss in obese mice is almost entirely explained by loss of adipose tissue, and various compensatory changes).

The half-life of the adipocytes (fat cells) falls in the range of several weeks in experimental animals and several counterbalancing adjustments to the CB1r antagonist–induced lowered food intake (and hence relative “energy deficit state”) are simultaneously triggered. Pharmacodynamic steady state is established after months of dosing when rates of production and removal of adipocytes balance each other. The body weight reduction now fully reflects the increased removal of adipocytes. This apparent discrepancy between plasma concentration- and response-time curves can be rationalized by the use of some of the approaches shown in Figure 15.5. The advent of the turnover and receptor occupancy models has given us tools to better explain and quantitatively tackle temporal differences (Fig. 15.5b and c). Using a model allows a more stringent design, analysis, and interpretation of kinetic dynamic experiments. It also allows predictions to be made and the model is further challenged with new experimental data. The temporal differences between plasma concentration and response (Fig. 15.2, right) may be due to distribution from plasma to biophase, active metabolites, initiation of changes of factors controlling the onset, and offset of response (cf. e.g., the CB1r example), and/or a slow on/off of receptor occupancy. A further complexity for PK/PD analysis arises with drugs like the CB1r antagonists. This is because their mechanism of action (MoA) with respect to body weight and lipid homeostasis may relate not only to a centrally elicited appetite reduction, but also to an interaction with peripheral CB1r in, for example, the liver (see, e.g., Ref. [22]). When a drug’s MoA encompasses CNS as well as peripheral tissue compartments, it is to be expected that different degrees of accessibility and counter-regulatory capacities will be encountered, with implications for how best to capture and describe the relation between exposure and PD response.

One of the primary goals in kinetic/dynamic assessment is therefore to identify the rate-limiting step along the concentration–response axis, and to judge whether this rate-limiting event is due to distributional, turnover, or other (e.g., receptor on/off; cf. further below) processes. Thus, the pharmacokinetic requirements for an optimal dynamic effect may vary substantially depending on the type of target and the position of the target in the biological system eliciting the effect. A generic way of working is, therefore, not possible and an integrated PK/PD strategy has to be adopted using a case-by-case approach.

We will further discuss how to assess potency, efficacy, and steepness and factors determining the time delay, based on a combination of the concentration-time, response-time, and concentration–response relationships in Case Studies 15.2–4.

Of note is also that development of PD tolerance or sensitization may vary substantially despite being triggered by one and the same receptor (sub)type. One example is 5-HT\textsubscript{1A} receptor agonist–induced PD responses (e.g., Ref. [23]) that may develop marked tachyphylaxis already after a single administration (hypothermia), gradually (behavioral syndrome components) or only after protracted administration regimens, if at all (5-HT synthesis/turnover indices). This again illustrates the prominent adaptive physiological capacity of the CNS, and the importance of choosing and matching PK to a contextually appropriate PD response marker.
Time-Delays—Receptor On/Off Binding Models—Case Study 2

The third class of models that illustrates temporal differences between plasma concentration and the drug-induced response comprises the receptor binding on/off model (Fig. 15.5c). Typical occupancy-time profiles for three different intravenous infusion doses of a compound given to dogs are shown in Figure 15.7. Three observed occupancy-time courses are superimposed on their model-predicted values. Note that with increasing doses there is a shift to the left in the peak level of occupancy because the receptors are occupied more rapidly with increasing doses. This is not captured by the turnover model (usually a peak shift toward the right).

Because the total amount of receptor, free, and bound is conserved ([R] + [RC] = $B_{max}$), the on/off-binding model can be formulated mathematically as

$$\frac{d[R]}{dt} = k_{on} \cdot C \cdot R - k_{off} \cdot [RC]$$  \hspace{1cm} (15.8)

where $k_{on}$, $k_{off}$, $B_{max}$, $R$, $[RC]$, and $C$ are the second-order on-rate binding constant, first-order off-rate binding constant, maximum binding capacity, concentration of free or unbound receptors, concentration of the receptor-ligand binding complex, and the total plasma concentration, respectively. By simultaneously fitting Equation 15.8 to the three occupancy-time courses shown in Figure 15.7, we obtain final parameter estimates of $k_{on}$, $k_{off}$, and $B_{max}$ and their corresponding precision (Table 15.2). Ideally
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the drug concentration at the receptor target site should have been used for the binding interaction in order to make the model fully mechanistic. Needless to say, in vivo examples with known actual biophase concentrations at the target (or even in the regional tissue of interest) in the CNS are rare (particularly in the clinic, if ever encountered). Thus, we deliberately applied the total plasma concentration instead, simply to demonstrate that this concentration could be used to approximate the “driving force” of rise and decline of response.

The concentration–binding relationship at equilibrium \([RC]_{ss}\) can then be derived as

\[
[RC]_{ss} = \frac{k_{on} \cdot C \cdot B_{max}}{k_{off} + k_{on} \cdot C} = \frac{C \cdot B_{max}}{(k_{off}/k_{on}) + C} = \frac{B_{max} \cdot C}{K_d + C}
\]  

(15.9)

where \(K_d\) is the binding dissociation constant (affinity parameter and ratio of \(k_{off} \to k_{on}\)).

The final parameter estimates (Table 15.2) from regressing Equation 15.8 are plugged into Equation 15.9 to give the equilibrium concentration–occupancy relationship in Figure 15.8.

<table>
<thead>
<tr>
<th>Table 15.2 Final parameter estimates and their CV%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>(k_{on}) (conc(^{-1})·h(^{-1}))</td>
</tr>
<tr>
<td>(k_{off}) (h(^{-1}))</td>
</tr>
<tr>
<td>(B_{max}) (conc)</td>
</tr>
</tbody>
</table>

The \(k_{on}\) and \(k_{off}\) parameters were estimated with high precision (low relative standard deviations CV%) and displayed very low correlation.

**FIGURE 15.8** Simulated concentration–occupancy graph derived from Equation 15.9 and the final parameter estimates in Table 15.2. Adapted from Gabrielsson and Hjorth [6].
We have quantitatively analyzed and summarized the occupancy-time data in Figure 15.7, derived the equilibrium concentration–occupancy relationship and graphically displayed the effective concentration range against target occupancy in Figure 15.8. The latter can then be communicated to and used in the project team and further serve as a quantitative tool of experimental design.

From the PD point of view, the slow off-rate example may have a number of significant ramifications too (cf. Ref. [24]). Thus, a long residence time of the drug at its target pharmacodynamic efficacy can extend quite some time beyond when plasma levels have fallen several orders of magnitude. With regard to selectivity and safety aspects, a slow off-rate property displayed by a drug may be desirable or not, depending on the profile and context. Thus, a long residence time at the primary target relative to other sites would be consistent with an accentuated selectivity and favorable drug safety profile. On the other hand, a slow off-rate from nonprimary drug interaction sites, or when side effects as well as desired pharmacodynamic effects are mediated via the primary target site, could be clearly more problematic with regard to desensitization and safety. Needless to say, these aspects also need to be factored into the benefit/risk assessment for a particular target and candidate drug ligand that project teams have to consider.

Time Delays—Turnover Models—Case Study 3 on γ-Secretase (GSECR) Inhibitors

Numerous drugs have been developed using an acute response measurement. However, many are then administered to patients requiring long-term treatment. In some notable cases, evidence has emerged that the downstream therapeutic mechanism of action is probably not the mechanism used to assist selection in the discovery process (although the latter might be responsible for initiating or sustaining the long-term response).

An example of temporal difference between plasma concentration and pharmacological response was found in studies on a compound inhibiting gamma secretase (GSECR) in the brain to treat production of senile plaques in Alzheimer’s disease (for refs to this principle, see, e.g., Ref. [25]). The compound decreases the activity of GSECR, reflected in the levels of its product: soluble Aβ, an amyloid precursor protein, APP, fragment (Fig. 15.9; thereby in turn indirectly reducing the formation of amyloid plaques). The peak plasma concentration $C_{\text{max}}$ occurred at 0.5 h, whereas the effect of GSECR inhibition on soluble Aβ was seen after a delay of more than 2 h—thus recording a temporal difference of about 2 h. By only sampling the pharmacological response at 0.5 h after different doses of the compound, little information would have been obtained about the onset of action, maximum intensity and duration of response. The $C_{\text{max}}$ approach would have resulted in biased estimates of potency of test compound (Gabrielsson and Weiner, 4th ed., 2010).

There is a temporal delay between the maximal plasma concentration of test compound $X$ and the maximum decrease in ensuing response (Fig. 15.10). The peak plasma concentration occurs before the time of maximal intensity of response. The direct action of GSECR inhibitors is on the production of response, Aβ (turnover rate $k_{\text{in}}$).
The drug “mechanism function” can be written as an inhibitory $I_{\text{max}}$ model.

$$I(C) = 1 - \frac{I_{\text{max}} \cdot C^n_{\text{H}}}{IC_{50} + C^n_{\text{H}}} \quad (15.11)$$

where $I_{\text{max}}$, $IC_{50}$, and $n_H$ are the maximum drug-induced response, the plasma concentration at half-maximal drug-induced response, and the Hill exponent, respectively. Regressing Equations 15.10 and 15.11 to data in Figure 15.10 generates a good fit and model parameters with high precision (Table 15.3).

The concentration–response relationship shown in Figure 15.11 demonstrates a clear time delay in terms of hysteresis when data are plotted in time order, a flat minimum response region in spite of an eightfold concentration range (3–25 μM),

$$\frac{dR}{dt} = k_{\text{in}} \cdot I(C) - k_{\text{out}} \cdot R \quad (15.10)$$

**FIGURE 15.9** Basic structure of a turnover model. The test compound inhibits the enzyme activity or the buildup of response. The turnover rate $k_{\text{in}}$ and fractional turnover rate $k_{\text{out}}$ are respectively the zero-order and first-order rate constants that govern the enzyme activity. The formation of amyloid plaques is a slow process that occurs over weeks or months. The model is the most parsimonious with experimental data although alternative parameterizations may be elaborated provided several doses and a wider time range are available [12].

**FIGURE 15.10** Response-time course of Aβ production (filled circles in solid upper line curve) and concentration-time (filled circles in lower dashed curve) data of GSEC R-inhibiting test compound X after an oral dose of 40 μg·kg$^{-1}$ to mice. Note that plasma concentration peaks at 30 min, but the time of maximal effect (trough) occurs at about 2.5 h. Stacking up the response measurements at the same time point as the plasma peak concentration is not optimal. Note that the pre-dose level starts at a fraction (62%) of the normal population. Data not yet published.
and then a steep return toward the baseline response. When the final parameter estimates in Table 15.3 are inserted into Equation 15.12, one gets the concentration–response relationship shown in Figure 15.12.

\[
R_{ss} = R_0 \cdot I(C) = R_0 \cdot \left(1 - \frac{I_{max}}{IC_{50}} \cdot \frac{C^{n_H}}{IC_{50}^{n_H} + C^{n_H}}\right)
\]

(15.12)

Simulations of the response-time course following a low and a high dose are superimposed over the original data from the analysis in Figure 15.13. Note that the onset of action is not affected by a change in dose as the time of observation was at \(C_{max}\).
There is very little change in intensity with the other simulated doses. However, the duration of response increases proportionally to the log(Dose) [13].

We have fitted Equations 15.10 and 15.11 to the data in Figure 15.10, derived the equilibrium concentration–response relationship (Fig. 15.12) and finally simulated different experimental designs as response-time courses (Fig. 15.13). The latter approach shows the lack of utility of the single point $C_{\text{max}}$ approach.

While the time delay example still refers to the semi-acute drug treatment and PD response situation, obviously the desired therapeutic effect is a reduction of the amyloid plaque buildup in Alzheimer’s, which is a process that takes much longer.
to achieve, may involve rebound, and is more difficult to detect—and thus model—in PD terms (e.g., Ref. [26]).

**Time Delays—Feedback Turnover Models—Case Study 4 on SSRI**

Separations between plasma concentration curves and pharmacodynamic responses are not uncommon, particularly in contexts where the latter emanate from targets within the BBB. Reasons for such temporal disconnect of course include distribution and accessibility factors (e.g., physicochemical properties of drugs, carriers, etc.), but the basic physiology of the CNS is a major determinant that needs to be taken into account as well. This includes redundancies in important basic processes, recruitment of secondary and cascade mechanisms, auto-regulatory responses, tolerance, and sensitisation phenomena. Some examples will be discussed here.

In some cases, the pharmacological response peaks *before* rather than *after* plasma exposure, or disappears much faster than the plasma exposure. This is the case for the subjective “*feel drug*” effect relative to the plasma concentration of *d*-amphetamine (Fig. 15.14, left), which results in a clockwise hysteresis loop (Fig. 15.14, right) [27]. In this example there is a well-defined relationship between plasma concentration and pharmacological response, but it may not be evident from an acute dose. Thus, the mismatch between the subjective PD (“*feel drug*”) response to *d*-amphetamine and plasma exposure levels likely involves an extent of functional adaptation that greatly outlasts the stimulatory action of *d*-amphetamine. The actual level of “*feel drug*” is determined not only by initiation but also by counteracting homeostatic processes resulting in the rapid decline of PD effects despite sustained levels of drug. Blunted effects of indirectly acting psychostimulants are often associated with rapid depletion of a releaseable pool of transmitter, down-regulation of receptor responsiveness, and/or other more or less undefined adaptational processes. The exact mechanism underlying the apparent tachyphylaxis of the subjective response to *d*-amphetamine in this example has yet to be fully understood. Nevertheless, the noticeable dissociation of exposure and PD readout time frames serves to illustrate the powerful buffering capacity of brain circuits to drug-induced effects. In turn, this necessitates proper PK/PD modeling approaches to gain insight into the relationship between drug concentrations and target response.

Our fourth case study is another example of functional adaptation, but one where the PD response is delayed relative to plasma exposure. Many tricyclic antidepressants, serotonin selective reuptake inhibitors (SSRIs), and monoamine oxidase inhibitors were developed on the basis of an acute action on monoamine neurotransmitters. However, the time delay in their clinical antidepressant effect (typically 2–3 weeks) and subsequent preclinical biochemical pharmacology studies led to the suggestion that the drugs produced neuroadaptive effects and that it was these longer-term changes that were crucial to their therapeutic effect (cf. e.g., Ref. [28]). The example discussed here stems from a recently developed feedback turnover model for SSRI ([29]; see also Refs. 5 and 6). Adaptational mechanisms are the rule rather than the exception in biological systems, even when drug-induced responses are concerned.
The endogenous physiological modulatory mechanisms will therefore have to be considered as well, in the description and understanding of PD properties of drugs and relations to exposure metrics. For example, the acute serotonin-elevating action of antidepressant SSRIs such as citalopram or its S-enantiomer (escitalopram) is offset by 5-HT receptor-mediated feedback inhibition (cf., Refs. [30–35]). This auto-regulatory impact thereby limits the SSRI-induced effect on 5-HT neurotransmission, and a modeling approach was therefore introduced to describe the relation between exposure and observed PD response (Fig. 15.15).

The model mimics drug-induced effects on brain extracellular levels of serotonin (5-HT) after constant rate infusions of the SSRI escitalopram in rats (Fig. 15.16).
In Figure 15.17 we show the model fits (three lower curves) superimposed on experimental data (observations: symbols). In addition, in Figure 15.17 we show a model simulation (upper curve) for a system lacking autoregulatory feedback modulation ("nonbuffered").

The dynamics of escitalopram-evoked changes of 5-HT response were characterized by a turnover model, which included an inhibitory feedback moderator component:

\[
\begin{align*}
\frac{dR}{dt} &= \frac{k_{in}}{M^n} - k_{out} \cdot R \cdot I(C) \\
\frac{dM_1}{dt} &= k_{tol} \cdot R - k_{out} \cdot M_1 \\
&\vdots \\
\frac{dM_n}{dt} &= k_{tol} \cdot M_{n-1} - k_{tol} \cdot M_n
\end{align*}
\]  

(15.13)

Here \(k_{in}\), \(k_{out}\), \(k_{tol}\), and \(M\) denote the zero-order release of serotonin into the synapse, the first-order loss of serotonin (response) from the synapse, the first-order rate constant for buildup, and decay of receptor-mediated feedback (moderator), respectively. The drug mechanism function \(I(C)\) is given by

**FIGURE 15.15** (a) Schematic illustration of SSRI effects on serotonergic neurotransmission: reuptake inhibition (R) results in increased synaptic levels of 5-HT (1), in turn this leads to enhanced autoregulatory impact (dashed curve arrow) through somatodendritic, nerve terminal, and postsynaptic 5-HT receptor–mediated countermodulatory processes (\(M_1\) and \(M_2\)) aiming to decrease levels of 5-HT (2). The relative balance between these processes determines the net rise in 5-HT levels (3). (b) Conceptual illustration of the impact on 5-HT by means of a feedback buffering model. (c) Mathematical description of the conceptual model in terms of a system of differential equations.
FIGURE 15.16 Upper left: Semi-logarithmic plot of model-predicted plasma concentrations of escitalopram after administration of 2.5 (solid circles), 5 (solid squares), and 10 (open squares) mg·kg\(^{-1}\) of escitalopram as an intravenous infusion over 60 min to three groups of rats. Upper right: Observed (filled symbols) response versus time from the three dose groups of rats. Lower left: The two-compartment model fitted to plasma concentration-time data. Lower right: Semi-logarithmic plot—observed concentration versus response loops of the three dose groups. The small arrows indicate the time order. Note that the higher-dose groups display lower responses (see, e.g., vertical dashed line at 10 ng·ml\(^{-1}\)), implying stronger impact of autoregulation.
where 0 < \( I_{\text{max}} \leq 1 \), and \( \text{IC}_{50} \) and \( n \) are potency and Hill exponent, respectively. Estimates of the model parameters are given in Table 15.4.

Fitting the three response-time courses enables one to mimic the experimental data and to obtain robust and precise parameter estimations. Typical characteristics of the dataset are (i) a rapid upswing without overshoot, (ii) almost superimposable response-time curves for the higher doses due to counter-regulatory impact, and (iii) no rebound during the terminal response-time course due to the extended decline in the exposure to escitalopram. The value of this analysis is then to derive the concentration–response relationship at equilibrium, which is given by Equation 15.15 of a buffered (tolerant) system

\[
R_{ss} = \sqrt{\frac{k_{\text{in}}}{k_{\text{out}}} \cdot \frac{1}{I(C)}} = R_0 \cdot \sqrt{\frac{1}{I(C)}} = R_0 \cdot \sqrt{\frac{1 - \frac{I_{\text{max}} \cdot C^n}{\text{IC}_{50} + C^n}}{\text{IC}_{50} + C^n}} \tag{15.15}
\]

and Equation 15.16 for a nonbuffered (nontolerant) system

\[
R_{ss} = \frac{k_{\text{in}}}{k_{\text{out}}} \cdot \frac{1}{I(C)} = R_0 \cdot \frac{1}{I(C)} = R_0 \cdot \frac{1}{1 - \frac{I_{\text{max}} \cdot C^n}{\text{IC}_{50} + C^n}} \tag{15.16}
\]

and shown graphically in Figure 15.18.
We have quantitatively analyzed and summarized the response-time data in Figure 15.16 displaying functional adaptation, derived the equilibrium concentration–response relationship of both a tolerant and a hypothetical nontolerant system, and graphically displayed the effective concentration range against response in Figure 15.17. The response-time courses can then be projected at different doses by means of model simulations, and further serve as a quantitative tool of experimental design.

Interestingly, in vivo data on the effect of citalopram in the presence of 5-HT autoreceptor antagonists demonstrate almost a doubling of the 5-HT levels versus the SSRI given alone [31, 34]. This is in agreement with the modeled prediction of increased 5-HT response size in a nonbuffered system (Figs. 15.17 and 15.18). The observations argue in favor of the proposed modeling approach and emphasize the temporal PD response profile of a CNS-acting agent like this. In turn, it may also help devising novel means of treating conditions associated with altered 5-HT neurotransmission. As evident, integrated PK/PD strategies thus represent a significant advantage with respect to optimization of therapeutic principles toward man. One long-lived and

| TABLE 15.4 Final parameter estimates and their corresponding precision (CV%) of escitalopram |
|-----------------------------------------------|-----------------|-------|
| Parameter          | Final estimate | CV%  |
| $R_0$ (%)          | 100            | 6    |
| $k_{out}$ (min$^{-1}$) | 0.18        | 11   |
| $I_{max}$          | 0.84           | 2    |
| $IC_{50}$ (µg·l$^{-1}$) | 4.1         | 25   |
| $N$                | 0.87           | 11   |
| $k_{tol}$ (min$^{-1}$) | 0.003       | 18   |

**FIGURE 15.18** Semi-logarithmic plot of the concentration–response relationship of compound X. The final parameter estimates of the system and drug parameters are included. Note that this equilibrium function (Eqs. 15.15 and 15.16) lacks the hysteresis loop when plotted. That is because Equations 15.15 and 15.16 mimic equilibrium where time is no longer an issue. The buffered and nonbuffered curves are given by Equations 15.15 and 15.16, respectively.
prominent hypothesis for the delayed onset of antidepressant drug action of SSRIs has been the chronic administration-induced desensitization of the acute autoregulatory impact discussed and modeled earlier. This said, it should be noted that enhanced serotonergic neurotransmission resulting from chronic treatment with such agents also leads to other cellular, neurochemical, neuroadaptive, and neuroplastic changes, which may or may not be connected to the clinically antidepressant effects of these drugs (see, e.g., Ref. [36]). This case study clearly illustrates the need to take any biological buffering mechanisms and their relative impact into account when attempting to decipher the PD effect of a given drug versus its observed exposure. Additionally, it emphasizes how modeling approaches may be used in projects to direct and optimize experimental design when alterations in the dynamics of such systems may be expected to occur upon long-term drug treatment of CNS conditions.

CONCLUSIONS—PROPOSALS FOR THE PK/PD MODELER OF CNS SYSTEMS

As discussed in this chapter, examining CNS drug action in vivo may introduce several intricacies to be accounted for in order to generate a suitable and useful PK/PD analysis.

We have attempted to illustrate some of these challenges and how they may be approached, by means of the four case studies presented. The real value of a kinetic and dynamic analysis is of course not the modeling by itself, but what the results are intended for, that is, design of new studies, translation across species, etc. Needless to say, ascertaining that data are reliable is also of major importance prior to any data analysis. However, a close integration of insights into the modus operandi of relevant CNS processes and circuits for a particular target, paired with mathematical treatment and analysis of in vivo PD and PK study data, is required to establish the best foundation for optimal modeling. A particular challenge with regard to CNS drugs is to define biologically relevant PD responses, as truly predictive nonhuman animal models of neuro- and psychopharmacological agents are very scarce and indirect biomarkers may therefore have to be used. An ample compilation of in vivo data generated in animal models of drug action and discussions of their extrapolative utility in various psychiatric and neurological disorders was recently published in a themed issue of British Journal of Pharmacology [37].

To summarize, the four case studies discussed in this chapter display examples of a wide range of different response-time curves, pointing toward typical CNS phenomena such as multiple receptor sites, saturation, delay, and feedback. They also highlight the difficulties involved in extracting an adequate biophase concentration. A modeler has to elaborate on the pattern of onset, intensity, and duration of PD response. If no prior information is available about the mechanism of action, model building may start with some points to consider addressing baseline behavior, time delays, peak shifts with increasing doses, saturation of response at higher doses, and decline toward baseline (Fig. 15.19). For optimal outcome, however, study data should include monitoring of directly target-related and translatable biomarkers across several species, concomitant with measurements of plasma drug concentrations across time and dose ranges, plasma protein binding of the drug ex vivo (or, if not possible,
in vitro), and knowledge of the presence and activity of potential active metabolites that may influence the results (cf. Ref. [38]). Moreover, despite significant advances in human PK prediction consideration should also be given to ensure that the resulting plasma exposure is relevant to the way the drug will be used in humans, thereby further enhancing the translational value of the modeling.

In conclusion, as demonstrated by the examples in this chapter, a basic understanding of the dynamics of CNS physiology will greatly facilitate the kinetic–dynamic modeling when temporal delays between plasma exposure and a CNS-triggered response of a compound are observed. It is our firm belief that whenever feasible an integrated approach is superior to a reductionist approach. We therefore hope that the examples given will prove useful and accessible not only to the PK/PD modeler community but to support among project leaders, “hard-core” biologists, and chemists alike novel thoughts and ideas on how best to design future studies and drugs. Finally, with regard to kinetic–dynamic interactions in the CNS it should always be kept in mind that “the brain is no democracy” (Nobel laureate A. Carlsson, personal communication). Thus, if sometimes perplexing, and even seemingly anarchy-derived, sources of complexity in connecting plasma concentrations to brain drug response parameters may be revealed, identified, and accounted for with the help of high-quality kinetic–dynamic modeling.
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INTRODUCTION

Whether in a preclinical or clinical setting, the potential for disconnection between plasma and central nervous system (CNS) exposures is well recognized for its ability to confound CNS drug discovery and development. Microdialysis, herein referred to as quantitative microdialysis (QMD), is the only technique that enables sampling of brain extracellular fluid (bECF) in conscious animals to determine the absolute unbound bECF drug concentration. Determination of unbound drug concentration in bECF provides direct evidence of exposure at extracellular target sites and supports development of physiologically based pharmacokinetic (PBPK) models that can characterize the disposition of drugs. In pharmacodynamic (PD) research, relationships between drug concentrations and pharmacological effects are sought. The unbound drug PK profile is an important determinant of the time course and intensity of target binding and, accordingly, the potential for an ensuing pharmacologic effect. As such, QMD has the potential to fulfill the first two pillars of a recently advocated drug-hunting paradigm [1]. By extension, translation of preclinical PBPK models to humans has been advocated as a tool to support clinical drug development [2–5].

The intent of this chapter is to provide the reader a general overview of the QMD technique and its application in advancing CNS molecules in the context of model-based drug development. Microdialysis can also be used to measure change in
concentration of an endogenous substance, such as a neurotransmitter, in response to sensory stimulation or drug treatment, or of a putative biomarker of a disease process, such as amyloid beta protein [6]. This pharmacologic application of microdialysis, which measures relative concentration change rather than absolute concentrations, will be discussed only in the context of the historical development of the technique. Approaches related to microdialysis that are also capable of sampling bECF but which are tuned more toward pharmacologic applications, such as electrochemical sensors for specific neurotransmitters [7, 8] and open-flow microperfusion for endogenous high–molecular weight substances [9], will not be discussed.

OVERVIEW OF THE BRAIN MICRODIALYSIS TECHNIQUE

Microdialysis involves stereotaxic surgical implantation of a probe that possesses a semipermeable membrane. The principle of solute transport in microdialysis is the same as the diffusional process of solute exchange across a capillary blood vessel. Namely, the semipermeable membrane in a probe is perfused with a fluid that is physiologically compatible with bECF to support diffusion of solutes between this fluid and bECF. Figure 16.1 illustrates the principle of solute exchange across a concentric probe design commonly used in brain microdialysis studies. Because solute diffusion across the dialysis membrane takes time, the concentration of solute "recovered" in the collected dialysate will be lower than in the bECF. How much lower depends on the rate of perfusion of the probe, with solute recovery decreasing as perfusate flow increases. When perfusate flow rate is zero, equilibrium across the dialysis membrane is achieved, and measured concentrations in the sampled dialysate are equivalent to bECF concentrations. In such cases, solute recovery is considered

to be 100%. Flow rates of 1 or 2 μl/min are commonly used and represent a balance between the competing factors of recovery and collection time, the latter to generate sufficient volume to support analysis yet achieve reasonable temporal resolution.

Use of a brain atlas and stereotaxic device ensures precise location of probe implantation. This ability to control probe placement allows for discrete brain regions to be sampled. Specific brain regions are implicated in different brain diseases; thus the probe can be placed in the region most relevant to the disease under investigation to measure unbound drug concentration at the intended site of action. Conceivably, lower unbound concentrations could exist at a target site relative to a nontarget site for a drug that possesses high specific binding. Region-specific distribution of the target, a receptor, for example, could conceivably lead to significant contribution of specific receptor-mediated binding in a region of high receptor density relative to nonspecific binding only at nontarget sites, thus resulting in different unbound concentrations. Invoking contribution of specific binding to dopamine D₃ and serotonin 5HT₂A receptors was recently shown to be necessary to model risperidone and paliperidone brain concentrations [10].

The sampling technique employed in brain microdialysis does not change the net fluid balance of the surrounding ECF matrix, and for that reason samples can be collected continuously for several hours. Implantation of a guide cannula enables probes to be removed and, perhaps several days later, another probe to be reinserted to implement once again sampling from the same animal. Damage to surrounding tissue can occur during probe implantation; however, evidence indicates that neurons remain functional because they retain the ability to respond to systemic and local pharmacologic manipulation [11]. Moreover, the blood–brain barrier (BBB) remains functionally intact after probe implantation because it is responsive to carrier-mediated transport inhibition [12] and passive transport continues to depend on partition coefficient and molecular weight [13]. Following probe insertion, a range of 18–24 h before initiating sample collection is generally regarded as an acceptable recovery time for the tissue. After this period, probes are considered useful for sampling for the next 24 h; beyond that time, decay in probe recovery due to tissue responses to the probe can become problematic [13].

At the heart of sample generation in microdialysis is the probe, which provides the structural interface of the dialysis membrane with the tissue. While there are several types of commercially available probes, the concentric probe design shown in Figure 16.1 has proven most useful for CNS application due to its rigid design, which enables precise implantation that is stable over time. Key variables in probe configuration are probe length, diameter, and dialysis membrane type. Various combinations of these three provide an array of choices to support fit-for-purpose application. For example, in selection of a smaller diameter for use in mice, or a longer probe tip to increase drug recovery to support bioanalysis, or a higher–molecular weight cutoff (MWCO) membrane to detect endogenous peptides or RNA fragments as potential biomarkers.

Detection of neurotransmitters in the brain of living organisms was one of the first successful research applications of microdialysis [14–16]. Demonstration that relative concentrations of endogenous chemicals respond in a consistent manner to
pharmacologic input or sensory stimuli has, in a sense, validated the technique as a tool to improve our understanding of brain function. Improvements in probe design and coupled bioanalytical methods have enabled greater sophistication in its use as a pharmacologic tool with high spatial and temporal resolution. Kennedy [17] provides an excellent review with numerous references of the application of microdialysis to support the discovery of peptidic disease-related biomarkers, and its use to study interactions among neurotransmitter systems. Not surprisingly, these improvements in probe design and more selective and sensitive bioanalytical methods also apply to QMD, and have led to its increasingly larger application as a tool to support PK–PD investigations [5]. The capability to collect multiple samples from the same animal combined with more powerful bioanalytical approaches also makes it possible to measure biomarker levels and drug concentrations in the same animal. This approach was used to investigate serotonin response and escitalopram concentrations simultaneously in brain microdialysis samples [18]. Notwithstanding this unique capability of microdialysis, the remainder of this chapter will emphasize the QMD-specific application of the technique.

TECHNICAL IMPLEMENTATION OF QUANTITATIVE MICRODIALYSIS

Evolution of probe design has been continuous over the past 30 years. Early probes relied on cellulose membranes and had limited spatial resolution due to their size. Temporal resolution was also limited due to analytical sensitivity, which necessitated longer collection times. While cellulose-based membranes are still available, other membranes are now also available and provide flexibility in surface properties and MWCO to maximize recovery of a given solute. Commercially available probe diameters range from 0.2 to 0.5 mm, while the length of the dialysis membrane ranges from 1 to 4 mm; thus different combinations of the two provide a range of membrane surface area. As this surface area declines, spatial resolution increases, but the absolute mass of analyte that can be recovered also declines. Achieving the right balance needs to be considered within the context of live phase study design, primarily administration of pharmacologically relevant doses and analytical method capability. A summary of the factors relevant to commercially available probes that influence the dependent variable of solute recovery, and their effect on spatial or temporal resolution, is provided in Table 16.1. A comprehensive review of how these factors and others, such as perfusate composition and temperature, influence recovery is given by de Lange et al. [13].

For PK assessments, the absolute drug concentration needs to be calculated by taking recovery of the microdialysis probe into account. Drug recovery is less than 100% because the flow rate of perfusate through the probe does not allow sufficient time for the solute to equilibrate between the perfusate and bECF across the dialysis membrane. To account for the difference between the measured concentration in the dialysate and the actual bECF concentration, several correction methods have been developed. Examples are no-net-flux [19], dynamic no-net-flux [20], and
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retrodialysis [13, 21]. With a newer approach—the modified ultraslow microdialysis technique—the dialysate drug concentration measured is used without the need for probe recovery correction [22].

Given the multiplicity of probe-related variables that can influence solute recovery (Table 16.1), it is unreasonable to attempt to optimize these in vivo. Thus, as a general strategy, in vitro assessments of solute recovery, because of their relatively lower cost and higher throughput, are used first to define variables of probe configuration and perfusate flow rate that optimize recovery. Importantly, these variables are independent of the matrix the probe is sampling, whether buffer for in vitro work or actual brain tissue for in vivo work; thus, knowledge obtained in vitro is directly relevant to the in vivo situation.

The objectives for in vitro recovery experiments are to achieve steady-state solute recovery quickly (ideally within the first collection interval) and to maximize the extent of this recovery. To support attainment of these objectives, recovery should be measured in both directions. That is, measurement of recovery in the collected dialysate of solute loss from perfusate containing a known concentration of solute with the probe placed in a solute-free vessel of the perfusate (“recovery-by-loss”); and measurement of solute gain into the collected dialysate following perfusion of solute-free solvent into a probe placed into a vessel that contains a known concentration of solute (“recovery-by-gain”). The equation to calculate “recovery-by-loss” is

\[
\%\text{loss} = \left(\frac{C_{\text{perfusate}} - C_{\text{dialysate}}}{C_{\text{perfusate}}}\right) \cdot 100
\]

where \(C_{\text{perfusate}}\) is the drug concentration in the perfusate and \(C_{\text{dialysate}}\) is the drug concentration in the dialysate.

| Table 16.1 Factors that influence recovery in standard commercially available probes and their impact on spatial and temporal resolution |
|---------------------------------|-----------------|------------------|
| **Membrane structure**          |                 |                  |
| Polymer composition             | Cellulose       | Polyethers       |
| MWCO (kDa)                      | 30              | 6–100            |
| **Probe configuration**         |                 |                  |
| Probe diameter range (mm)       | 0.2–0.5         |                  |
| Membrane length range (mm)      | 1–4             |                  |
| Surface area range (mm²)        | 0.2–2           |                  |
| Solute recovery                 | Increases as surface area increases |
| Spatial resolution              | Decreases as surface area increases |
| **Volume flow**                 |                 |                  |
| Perfusate flow rate range (µL/min) | 0.5–2         |
| Dialysate collection volume range (µL/min) | 10–30        |
| Solute recovery                 | Increases as flow rate decreases |
| Temporal resolution             | Decreases as collection time increases |
The equation to calculate “recovery-by-gain” is

\[
\% \text{gain} = \left( \frac{C_{\text{dialysate}}}{C_{\text{reservoir}}} \right) \cdot 100
\]

where \( C_{\text{reservoir}} \) is the drug concentration in the vessel.

A reasonable starting point for initiating an *in vitro* experiment is to select a membrane type (cellulose versus noncellulose), a moderate surface area (2 mm length \( \times \) 0.3–0.4 mm diameter), a flow rate of 1 \( \mu l/\text{min} \) with 30 min collection intervals over a 2–3 h duration, and a drug concentration range of 10–100 nM. The same probe can be used to evaluate recovery in both directions. To gain confidence in conducting the experiment, use of a drug that does not bind readily to microdialysis tubing, dialysis membranes, and collection vessels is advisable (e.g., antipyrine). Many drug candidates have physicochemical properties conducive to binding to polymeric surfaces (adsorption), and because the bECF concentrations can often be in the single-digit nM range, this low concentration can be problematic for accurate bioanalytical assessments with reasonable variability. In fact, by anecdote, high nonspecific binding to brain tissue, such as the case with duloxetine [3], portends problematic adsorption to the dialysis membrane. Poor *in vitro* recovery (<20%), asymmetric recovery of gain versus loss, and slow progression to the final (steady-state) recovery value are diagnostic of problematic adsorption. In such cases, incorporation of a binding agent in the perfusate, such as 0.2–0.5% bovine serum albumin, can improve the kinetics and extent of recovery to acceptable levels (>20% asymmetric recovery within 30 min). A recent study systematically evaluated various factors for several compounds ranging in \( c \log D \), pH 7.4 from 1.5 to 3.5 [23].

Once probe-related variables influencing recovery have been optimized through *in vitro* work, it is still necessary to measure recovery *in vivo* due to tissue-related factors [13, 24, 25]. As mentioned previously, several *in vivo* recovery approaches exist [13, 22]. *In vivo* recovery (\( R \)) relates \( C_{\text{dialysate}} \) to bECF concentration (\( C_{\text{ecf}} \)) through the following equation:

\[
C_{\text{ecf}} = \frac{C_{\text{dialysate}}}{R}
\]

Of the *in vivo* recovery approaches available, retrodialysis with a calibrator is the most efficient because it provides measurement of recovery in the same animal over the identical time course of sample collection following drug administration. A retrodialysis calibrator is a molecule that has similar physicochemical properties to the molecule of interest, and, therefore, similar dialysis membrane diffusion properties so that recovery of both is similar. Apart from the use of radiolabelled drug, which is usually not available in a discovery or early development setting, an excellent candidate for a retrodialysis calibrator is the stable label form of the drug, which is used when quantitation is by high-performance liquid chromatography (HPLC) with mass spectrometric detection. The stable label form is the drug molecule that is
synthesized in such a way as to incorporate either deuterium or, preferably, carbon-13, into the structure rather than the corresponding common isotope. If stable label is not available, use of a structurally related molecule from the same SAR library may suffice. The actual drug of interest could also be used as a retrodialysis calibrator. However, the downside of this approach is that the duration of the experiment is extended because it requires two additional phases prior to the PK experiment: (1) measurement of recovery by loss, and (2) a washout period to allow clearance of the drug from the bECF.

Application of the retrodialysis calibrator approach involves perfusion of the calibrator into the probe, to determine its recovery by loss in the collected dialysate, coincident with administration of the drug of interest to achieve systemic and bECF exposure. Thus, probe and drug are contained in the collected dialysate samples. A concern with the use of the retrodialysis with calibrator approach is that the time required to achieve steady-state recovery of the calibrator may be different from that of the solute (drug) of interest. This can be problematic for compounds that equilibrate slowly across the dialysis membrane; accordingly, the desire to reach steady-state recovery quickly reinforces optimization of recovery conditions based on prior in vitro work. Another aspect to consider is that it is useful to minimize the retrodialysis calibrator concentration, but yet remain above bioanalytical sensitivity, so any potential competition of calibrator with drug for physiological binding or transport sites is diminished.

Two other approaches to determine in vivo recovery are the zero-no-net-flux and dynamic no-net-flux approaches [13]. Unlike the retrodialysis approach, these approaches require separate experiments to determine an average drug recovery across animals, and then apply this average recovery to subsequent experiments. Thus, more animals are needed and there are no means to account for intersubject variability in recovery with these two approaches. A third approach that has been recently developed [22] uses a modified probe design that enables near zero flow of perfusate to approximate 100% drug recovery. While this approach is obviously attractive by removing the need to use a calibrator, one needs to keep in mind the approximate 10-fold dilution of dialysate inherent with this approach.

The practical issues that need consideration to successfully implement QMD creates the potential for researchers to consider QMD as a demanding and intensive technique that is not worth investing in. However, for laboratories that may not have the resources to conduct QMD experiments, several fee-for-service companies are available to support the gamut of activities such as in vitro probe recovery, surgical implantation of guide cannula, and in vivo sample generation with subsequent bioanalysis and PKPD analysis. In addition to several seminal review articles that provide theoretical background, valuable insights and knowledge on QMD can be gained through microdialysis user groups that can be accessed readily through the Internet. For example, the American Association of Pharmaceutical Sciences (AAPS) has a Microdialysis Focus Group that has members with long-standing experience and is accessible via social media portals.
APPLICATION OF QUANTITATIVE MICRODIALYSIS IN DRUG RESEARCH

A key question in drug discovery, particularly neuroscience research, is whether a drug is at a sufficient concentration to interact with a target to be effective [1]. Besides microdialysis, researchers have used several preclinical and clinical approaches including brain homogenates [26–29], brain slices [30–32], and cerebrospinal fluid (CSF) measurements [33, 34] to inform the unbound drug concentration at the target site. While microdialysis is the only technique that can sample bECF, it is not a high-throughput technique that can be used efficiently to drive a drug discovery program. Alternatively, it is better suited to support candidate drugs selected for clinical investigation or to discriminate between a smaller set of compounds that have been identified as potential clinical candidates. Microdialysis-derived concentrations have served as a standard to lend confidence to other approaches [35] and to highlight when precautions regarding their ability to extrapolate need to be taken [2, 33, 36].

The invasive nature of microdialysis precludes widespread use in clinical trials of CNS candidate drugs, and CSF is considered the best surrogate matrix for bECF [37]. In animals, multiple probes can be implanted to enable simultaneous sampling of bECF and CSF, which allows for a determination of the relationship between the bECF and CSF drug exposure. Knowledge of this relationship in an animal is useful for translating an observed human CSF concentration to a predicted bECF concentration [5]. The use of receptor occupancy through positron emission tomography (PET) or single photon emission computed tomography (SPECT) imaging is a useful technique to infer the time course of drug concentration in brain [38, 39], but the availability of a PET or SPECT tracer to provide such information is a common limiting factor in applying the technique.

By virtue of its capability to measure unbound brain concentrations in vivo with high temporal and spatial resolution, QMD provides an excellent preclinical substrate for the development of PBPK models for translational (animal to human) research. An application of QMD in translational research to support dose selection for clinical trials was described by Kielbasa and Stratford [3] using atomoxetine, a norepinephrine transporter (NET) inhibitor, and duloxetine, a NET inhibitor and serotonin transporter (SERT) inhibitor, as probe drugs. The approach aims to predict the human dose–bECF concentration relationship for drugs to identify clinical doses that should engage the brain target. For each drug, a PBPK model was developed based on QMD experiments conducted in rats. The rat PBPK models were subsequently translated to humans using allometric principles and human physiology to predict the human bECF PK profile at clinically efficacious doses for atomoxetine and duloxetine. Target site engagement was assessed by linking the predicted human bECF PK profile to in vitro measures of receptor-binding kinetics ($K_i$, inhibition constant). The results demonstrated that for clinically approved doses of atomoxetine and duloxetine the predicted human bECF PK profiles were suggestive of target inhibition based on the human NET $K_i$ for atomoxetine (Fig. 16.2) and the human NET and SERT $K_i$ for duloxetine (Fig. 16.3). Putting these results in clinical context, according to the atomoxetine product label in the United States, dosing adults, children, and adolescents
Figure 16.2  Model-predicted human plasma and bECF concentrations of atomoxetine after once-daily administration of (a) 40 mg and (b) 80 mg. Shown are the predicted median and 90% confidence interval of plasma and bECF atomoxetine concentrations. The dashed horizontal line represents the atomoxetine inhibition constant determined for the human nor-epinephrine reuptake transporter (Reprinted from Ref. [3]. With kind permission from ASPET).
Figure 16.3  Model-predicted human plasma and bECF concentrations of duloxetine after once-daily administration of (a) 5 mg and (b) 60 mg. Shown are the predicted median and 90% confidence interval of plasma and bECF duloxetine concentrations. The solid and dashed horizontal lines represent the duloxetine inhibition constant determined for the human norepinephrine and serotonin reuptake transporters, respectively (Reprinted from Ref. [3]. With kind permission from ASPET).
over 70 kg body weight should be initiated at 40 mg QD and increased after a minimum of 3 days to approximately 80 mg QD. After 2–4 additional weeks, the dose may be increased to a maximum of 100 mg QD in patients who have not achieved an optimal response. These predictions were also corroborated with reports that assessed NET target activity in humans via measurement of norepinephrine and 3,4-dihydroxy-phenylglycine in plasma, CSF, and/or urine for duloxetine [40] and atomoxetine [41, 42]. The model prediction for duloxetine was also consistent with the dose-dependent SERT receptor occupancy findings clinically [43], including the ability to discriminate a noneffective 5 mg dose from the clinically effective 60 mg dose. Overall, these results provided confidence that the translational approach can be applied prospectively to identify human efficacious doses of future drug candidates.

CONCLUSIONS

QMD provides important PK–PD data that serve to strengthen predictions of drug candidate performance based on traditional higher-throughput lead optimization pharmacologic and drug disposition assays. Quantitative microdialysis in animals supports translational research and model-based predictions of dose–target site exposure–effect relationships in humans.
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INTRODUCTION

The complexity of the human central nervous system (CNS) presents a daunting challenge to the development of effective treatments for a vast spectrum of neurological disorders that cause a tremendous burden for society and personal caregivers. Despite significant strides made in the past several decades in the understanding of the possible causes of CNS disorders and the availability of therapeutic options, unmet medical needs continue to be high [1]. For example, Alzheimer’s disease (AD) is estimated to affect 5.4 million Americans with roughly one in eight people aged 65 and older living with this highly debilitating disease [2]. More alarmingly, without disease-modifying therapy, AD prevalence is predicted to grow rapidly to impact over 106 million people worldwide, reaching a pandemic status in 2050 [3]. While current treatment options for AD patients alleviate symptoms to help daily activity management, they offer no impact on disease onset and progression. Situations like this clearly highlight the urgent need for new and more effective therapeutics for various neurological disorders. It is essential to incorporate new strategies that could accelerate CNS drug discovery and reduce the current high attrition rate of clinical candidates. Noninvasive imaging techniques can help to address some of the key challenges facing the current
CNS drug discovery process, including the inaccessibility of the human brain, uncertainty around target engagement by the drug molecules, and a lack of predictive functional biomarkers for efficacy readout. In this chapter, we will provide an overview of different types of noninvasive imaging techniques that can be integrated into the CNS drug discovery process and their impact from informing basic pharmacology to enabling critical decision-making in clinical evaluations of novel CNS therapeutics. We will primarily focus on positron emission tomography (PET) and single photon emission computed tomography (SPECT) techniques.

APPLICATIONS OF IMAGING TECHNIQUES IN THE DRUG DISCOVERY PROCESS

Strengths and Limitations of Commonly Used Imaging Techniques

Commonly used noninvasive imaging techniques can be broadly divided into two major categories: (1) morphological/anatomical imaging techniques to detect tissue structure changes, such as magnetic resonance imaging (MRI) and X-ray computed tomography (CT); (2) molecular imaging techniques to detect molecular and cellular events utilizing appropriate fluorescence probes (optical imaging) or radiotracers (PET and SPECT) [4]. Each of these imaging techniques has its own strengths and limitations, as summarized in Table 17.1 [5].

MRI provides excellent soft-tissue contrast and high spatial resolution (10–100 μm), which allow sensitive detection of pathological changes in the soft tissues. MRI can also be used to map functional neural activities (fMRI) by detecting changes in blood flow related to energy use by brain cells [6]. Since its introduction in the early 1980s, MRI has evolved into a highly versatile neuroimaging technology extensively used in the clinical setting to provide qualitative diagnostic and quantitative parametric information for CNS disorders such as AD [7], Parkinson’s diseases (PD) [8], and stroke [9]. Its preclinical usage in early drug discovery and small animal imaging, however, is somewhat limited partly due to its relatively high cost [10]. CT is a lower-cost anatomic imaging technology, particularly suitable for skeletal structures and lung imaging. In the clinical setting, it is often used in combination with other imaging methods such as PET [11] and SPECT [12] to allow detections of pathological changes with higher anatomic resolution. In terms of limitations, neither MRI nor CT is able to detect diseases prior to tissue structural changes or provide information related to a specific target.

Such limitations can be addressed by using molecular imaging techniques, which employ target-specific probes or radiotracers to detect molecular and cellular events related to a given target. In optical imaging, fluorescence probes are used, which are either conjugated to biocompatible fluorescent dyes [13] or bioluminescent proteins such as green fluorescent protein (GFP) [14] or luciferin/luciferase system [15]. Fluorescence emission triggered by external light source (fluorescence dyes) or generated endogenously (bioluminescence) can be captured by a detection unit, such as a charged-coupled device (CCD) camera, to give information ranging from microscopic live-cell tracking [16] to macroscopic small animal in vivo distribution [17].
Compared to other imaging methods, optical imaging has distinct advantages in cost and throughput, and has been used extensively in early-stage preclinical studies from high-throughput screening to in vivo compound characterization. Newer optical imaging methods, such as fluorescence molecular tomography (FMT), can provide quantification at femtomolar level and submillimeter spatial resolution in tissues of small animals (e.g., rodents). However, the usage of optical imaging techniques in larger animals (e.g., nonhuman primates (NHPs)) and human studies has been hampered due to the limitation in their tissue depth penetration (currently micrometers to single digit centimeters depending on technologies and light sources used). New technological advances in light source and detector system are necessary to enable optical imaging in larger animals and eventually in humans for clinical translation. Complementary to optical imaging, radiotracer–based nuclear imaging techniques, such as PET and SPECT, have no depth limit and offer similar sensitivity; thus they are well suited for brain imaging in preclinical species (from rodents to NHP) and humans. This feature of PET and SPECT offers a unique opportunity for the translation of in vivo outcomes from preclinical animals to humans, bridging the preclinical and clinical space. Compared to optical imaging, PET and SPECT incur higher cost. Therefore, they are typically used to assess more advanced leads of near-clinical candidate status.

**Integration of Imaging Techniques in the CNS Drug Discovery Process**

Based on what they can offer, various imaging techniques can be integrated in the drug discovery process in a complementary rather than competitive manner as illustrated in Scheme 17.1 [18]. Optical imaging methods can play a significant role in the early discovery phases at the preclinical stage, for example, target identification...
and compound screening, to inform *in vitro* pharmacology and target characteristics through live cell imaging and *in vivo* behaviors of early leads in small animals [19]. Conversely, MRI and CT can be used in later clinical stages (Phase I–III) to understand pathological changes for the diseases of interest and serve as diagnostic tools and disease state biomarkers for patient selection and disease progression monitoring [20]. Across preclinical and clinical stages, PET and SPECT can serve as powerful translational tools to bridge the preclinical research to clinical study design and decision-making [21]. PET and SPECT can be used at the lead optimization stage to establish correlation between target occupancy (TO) and efficacy of advanced leads. In conjunction with animal safety studies, PET and SPECT can also inform optimization and differentiation strategies to ensure the best molecule is advanced to costly clinical studies. Furthermore, the preclinically established TO/efficacy correlation can also be used in the clinical setting to achieve proof of mechanism (drug on target), optimize clinical doses (efficacy/safety separation), and enable clinical go/no go decisions. Besides target-specific information, PET and SPECT can also be used to assess human brain exposure and blood–brain barrier (BBB) permeability, which would be otherwise difficult to measure. Finally, if a given neurological target is up-regulated or down-regulated in a given CNS disorder, a target-specific PET or SPECT tracer may be used as a disease-state biomarker to assist in diagnosis, and disease progression monitoring. With new advances in all of these technologies, the impact of various imaging methods could expand beyond what has been described.

Incorporation of these noninvasive imaging techniques into the appropriate stages of the CNS drug discovery process could thus provide valuable decision-making information to key topics: what is the right target (optical imaging), which is the right molecule (optical imaging, PET/SPECT), what is the right patient group (PET/SPECT, MRI, CT), and how to monitor disease progression (PET/SPECT, MRI, CT). Right choices in these key aspects should undoubtedly lead to reduction in the attrition rate and accelerate the introduction of new and improved therapeutics for CNS disorders which still face high unmet medical need.
In this chapter, we dedicate the following sections to an in-depth discussion of PET and SPECT in light of their multifaceted roles in the CNS drug discovery process, covering the following topics: (i) basic principles of PET and SPECT, (ii) discovery process of PET and SPECT radiotracers, and (iii) applications in CNS drug discovery illustrated by specific literature examples.

**PET AND SPECT: BASIC PRINCIPLES AND RADIOTRACER DEVELOPMENT**

**PET and SPECT Comparison**

PET and SPECT are noninvasive nuclear imaging techniques that utilize tomographic reconstruction methods to provide three-dimensional (3D) images of radiotracer distribution in the regions of interest [22, 23]. Both technologies have been extensively used in brain imaging to assist decision-making at different stages of the CNS drug discovery process. These technologies, however, differ on the properties of their corresponding radionuclides and the resolution and quality of their images. In terms of radionuclides, PET requires positron-emitting radionuclides while SPECT requires single gamma-emitting radionuclides (Table 17.2) [24]. Routinely used PET radionuclides, such as $[^{11}\text{C}]$ and $[^{18}\text{F}]$, are isotopes of elements commonly found in CNS drug-like molecules. Incorporation of these radionuclides typically results in little to no impact on physicochemical and pharmacological properties, thus allowing more flexibility in tracer design. SPECT radionuclides, on the other hand, are rarely found in drug-like small molecules and may lead to considerable changes in compound properties. In terms of radiotracer preparation, PET requires rapid synthesis/purification as well as proximity to a cyclotron facility due to the short half-lives of PET radionuclides, $[^{11}\text{C}]$ ($T_{1/2} = 20\text{ min}$) and $[^{18}\text{F}]$ ($T_{1/2} = 110\text{ min}$). In comparison, SPECT radionuclides have much longer half-lives, $[^{123}\text{I}]$ ($T_{1/2} = 13\text{ h}$) and $[^{99m}\text{Tc}]$ ($T_{1/2} = 6\text{ h}$), and can be bought commercially or synthesized onsite with low-cost generators, thus offering greater flexibility in tracer synthesis and better access to the technology.

In terms of image quality, PET allows concurrent detection of high-energy collinear gamma photon pairs resulting from the annihilation events of emitted positrons.

**TABLE 17.2 PET and SPECT radionuclides**

<table>
<thead>
<tr>
<th>PET radionuclides</th>
<th>$T_{1/2}$</th>
<th>SPECT radionuclides</th>
<th>$T_{1/2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{15}\text{O}$</td>
<td>2 min</td>
<td>$^{99m}\text{Tc}$</td>
<td>6 h</td>
</tr>
<tr>
<td>$^{13}\text{N}$</td>
<td>10 min</td>
<td>$^{123}\text{I}$</td>
<td>13 h</td>
</tr>
<tr>
<td>$^{11}\text{C}$</td>
<td>20 min</td>
<td>$^{111}\text{In}$</td>
<td>68 h</td>
</tr>
<tr>
<td>$^{18}\text{F}$</td>
<td>110 min</td>
<td>$^{67}\text{Ga}$</td>
<td>78 h</td>
</tr>
<tr>
<td>$^{64}\text{Cu}$</td>
<td>12.8 h</td>
<td>$^{201}\text{Tl}$</td>
<td>73 h</td>
</tr>
<tr>
<td>$^{68}\text{Ga}$</td>
<td>68 min</td>
<td>$^{133}\text{Xe}$</td>
<td>127 h</td>
</tr>
<tr>
<td>$^{82}\text{Rb}$</td>
<td>1.3 min</td>
<td>$^{131}\text{I}$</td>
<td>192 h</td>
</tr>
</tbody>
</table>
with electrons from the surrounding media, leading to high precision in locating the original emission events in the regions of interest. This translates into images with high sensitivity and spatial resolution (1–3 mm), consequently allowing quantification of tracer concentration in brain regions of interest with a high degree of accuracy. In contrast, the collimators used as the SPECT detector system detect photons within a small angular range, while SPECT radionuclides emit photons in all directions. Thus, only a smaller percentage of emission events are recorded, leading to lower spatial resolution (~10–14 mm) and lower sensitivity (~2–3 magnitudes) than PET. In addition, the spatial resolution and sensitivity of SPECT are also position-dependent, with increased attenuation and scattering of the photons as they travel through dense tissues. Therefore, SPECT in general requires a larger number of attenuation corrections and longer scan times for quantification.

Attributes for Effective PET/SPECT Radiotracers

In order to enable PET and SPECT imaging, the availability of radiotracers with suitable attributes is essential [25]. A demanding list of prerequisite attributes need to be considered when designing or selecting target-specific PET and SPECT tracers. First of all, the tracer candidates should contain structural moieties that allow late-stage incorporation of PET or SPECT radionuclides. In particular for PET, rapid synthesis and purification are essential considering the short half-lives of PET radionuclides. Second, a viable PET/SPECT tracer must be potent and selective toward its intended pharmacological target. The maximum concentration of target binding sites ($B_{\text{max}}$) is a key parameter for consideration, as it defines the level of affinity ($K_d$) required for a successful radiotracer ($B_{\text{max}}/K_d \geq 10$) [26]. In general, radiotracers are more potent than typical drug candidates, often in the subnanomolar (nM) range considering the low expression levels of most brain targets [27]. The requisite off-target selectivity is dependent not only on relative affinities, but also on the brain distribution and expression levels of competing targets. A high level of selectivity (>30- to 100-fold) is recommended, particularly against targets that are highly expressed in the brain or colocated with the target of interest. Third, a suitable radiotracer should be brain-permeable and has low nonspecific binding (NSB) to achieve acceptable signal-to-noise ratio. Finally, a suitable radiotracer should not form brain-permeable radioactive metabolites, which would compromise imaging quantification since PET and SPECT detector systems are unable to distinguish signals from different radioactive chemical entities.

Novel CNS PET/SPECT Tracer Development Process and Recent Advances

In many ways, the development process of novel CNS PET/SPECT tracers bears great similarity to the drug discovery process. As illustrated in Scheme 17.2, the process starts with an understanding of the expression level ($B_{\text{max}}$) and brain biodistribution of the target of interest (stage 1), which would inform subsequent lead selection criteria and imaging study planning. At stage 2, the design, synthesis, and pharmacology/PK profiling of potential tracer leads with the aforementioned attributes are carried out. These first two stages are interconnected. If no previous
$B_{\text{max}}$ and brain biodistribution knowledge exists for a neuro-target, one can start with stage 2 by identifying a lead that might not meet all desirable attributes, but with good potency and selectivity. Such a lead can then be tritiated and used in an autoradiography study to provide the requisite $B_{\text{max}}$ and biodistribution information. At stage 3, suitable tracer leads are assessed in vivo (typically in rodents) to ensure that specific binding can be achieved, usually in an in vivo binding study either with a high dose of blocking compound or in wild-type (WT)/knockout (KO) animals to define the specific binding window. If an acceptable level of specific binding is achieved, the lead will be advanced to stage 4, wherein the tracer lead is labeled with a suitable radionuclide and assessed for viability in PET or SPECT imaging studies in preclinical species. Although stages 3 and 4 share a similar tracer assessment function, stage 3 often serves as a more cost-effective way of gaining an early read on in vivo performance of potential tracers, offering the ability to prioritize tracer leads prior to initiating more expensive and labor-intensive PET/SPECT imaging studies. As an added benefit, if in vivo specificity is established with a tritiated ligand at stage 3, it can be used to set up in vivo TO studies in rodents to facilitate the evaluation of drug candidates. At stage 5, requisite data are collected for exploratory investigational new drug (eIND) application filing, including reproducibility in test/retest studies, organ exposure of radioactivity in dosimetry studies, and compound safety in rat good laboratory practice (GLP) toxicity studies. At the final stage, a tracer will undergo clinical validation in human PET or SPECT imaging studies and, if favorable, will be used to measure target engagement and facilitate the progression of drug candidates.

As described earlier, development of a novel target-specific PET or SPECT tracer can be a fairly lengthy process, due to challenges in meeting a demanding list of requisite tracer attributes and the relatively empirical nature of the tracer design and selection. Recent advances in tracer discovery strategies, particularly in the realm of rational design and effective evaluation, have offered encouraging improvement in the tracer discovery process. Two representative strategies are highlighted herein. The first strategy was disclosed by our group, focusing on predictive tools and in vitro
assays for rational tracer design and selection [28]. Recognizing that poor brain permeability and high NSB are the most frequent causes for failure in CNS PET tracer development, our group aimed to gain a better understanding of molecular properties that are required for brain permeability and low NSB, and identify predictive methods for these two important \textit{in vivo} parameters. An analysis of a PET tracer database consisting of 62 clinically validated CNS PET tracers and 15 failed tracers as negative control was carried out. Physicochemical and absorption, distribution, metabolism, and excretion (ADME) properties were examined, from which we identified a set of preferred properties to inform the design and selection of novel PET tracers including a new design tool, CNS PET multi-parameter optimization (MPO) (Fig. 17.1a). In addition to the existing criteria around \textit{in vitro} binding potential ($B_{\text{max}}/K_d > 10$) and selectivity, we recommend that novel tracers should be designed and selected based on suitable physicochemical properties (CNS PET MPO > 3), permeability (RRCK Papp AB$^2$ [29] $> 5 \times 10^{-6}$ cm/s), and P-glycoprotein (P-gp) efflux (MDR1 BA/AB [30] $< 2.5$) for good brain permeability, and appropriate fraction unbound in brain ($F_{u_b} > 0.05$) to minimize NSB. In addition, by targeting CNS PET MPO scores greater than 3, a higher probability of aligning all three key ADME parameters in one molecule can be achieved. Subsequent analysis of a collection of 10 high-performing PET tracers showed greater alignment with the criteria defined earlier, suggesting that such criteria could be used to steer tracer development efforts toward higher performing tracers. The prospective use of this set of PET design and selection parameters was further illustrated by the identification of [${}^{18}\text{F}$] PF-05270430, the first highly selective PDE2A PET tracer. Guided by the parameters mentioned, [${}^{18}\text{F}$]PF-05270430 was identified within a single design cycle with a total of six analogs, and demonstrated an uptake pattern (high in striatum and low in cerebellum) consistent with the PDE2A enzyme biodistribution in monkey (Fig. 17.1a).
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\caption{CNS PET MPO and \textit{in vivo} LC-MS cold tracer method. For color detail, please see color plate section.}
\end{figure}
In another strategy, a liquid chromatography–mass spectral (LC-MS) cold tracer method was proposed to serve as a simplified and cost-effective technique for in vivo tracer evaluation [31]. In this method, a low dose of the tracer (≤5 μg/kg) in a nonradiolabeled “cold” form is injected into a group of rats. After a set time, the animals are sacrificed and brain tissue regions of interest are dissected and analyzed. Instead of scintillation spectroscopy (radio counts), the distribution of the “cold” tracer in various brain regions is quantified by high-sensitivity LC-MS. The specific binding is determined by co-dosing the cold tracer with a high dose of target-selective blocking compound or using KO animals. This method offers many advantages over the traditional “hot” radiotracer method. First, it eliminates the need for tritiation, saving time and cost as well as avoiding environmental concerns. Second, it can offer PK measurements for both tracer and the blocking compound, yielding target engagement together with exposure information in a single experiment. Finally, it allows concurrent use of multiple “cold” tracers in the same animals for pharmacology studies. All these advantages mount to a faster and more cost-effective way to test new radiotracer candidates in vivo. The usage of this methodology has been demonstrated recently by the discovery of novel nociceptin/orphanin FQ peptide (NOP) PET tracer \[^{11}C\]-\((S)-3-(2'\text{-fluoro-4',5-dihydrospiro[piperidine-4,7'-thieno-[2,3-c]pyran}-1-y1)-2(2\text{-fluorobenzyl})\text{-N-methylpropanamide (1)}\) (Fig. 17.1b), in which three potential tracer candidates were tested in the LC-MS cold tracer methodology, from which compound 1 emerged as the best lead [32]. Compound 1 was subsequently radiolabeled with carbon-11 and demonstrated specific binding in NHP with an estimated specific-to-nonspecific ratio of 1.28, consistent with the outcome from the cold tracer method.

**PET AND SPECT IMAGING IN CNS DRUG DISCOVERY**

With the rapid expansion of PET and SPECT imaging applications in preclinical research and clinical drug development, effective CNS PET and SPECT tracers have been developed for a wide range of targets including G-protein coupled receptors (GPCRs), ion channels, transporters, enzymes, and amyloid plaques. Their applications in CNS drug discovery can be broadly divided into three categories: (1) biodistribution studies to inform drug brain permeability, (2) target occupancy studies to enable proof of mechanism (POM) and inform clinical decisions, and (3) disease state imaging to monitor disease progression and drug-induced changes. In this section, recent examples are highlighted to illustrate PET and SPECT applications in each of these three areas.

**Biodistribution Studies**

In CNS drug discovery, one key requirement for drug candidates is that they must penetrate the BBB and reach the target of interest in the brain. The human brain permeability of a drug candidate is typically predicted based on preclinical neuroPK studies [33] and is not measured in the clinic. The noninvasive nature of PET and
SPECT allows direct measurement of human brain permeability. For this type of study, a radiolabeled version of the exact drug molecule is prepared with a radionuclide (e.g., $^{11}$C and $^{18}$F) that induces no structural change. The biodistribution of the radiotracer in plasma and brain can then be quantified by PET or SPECT imaging to give a direct read on the brain permeability of the drug molecule [34]. In a recent example, a radiolabeled muscarinic acetylcholine receptor 1 (mAChR1) allosteric agonist clinical candidate $[^{11}$C]GSK1034702 (2) was prepared [35] and advanced to an open-label PET study for brain penetration in healthy volunteers (Fig. 17.2). A tracer dose of 2 was administered intravenously and the subjects underwent baseline PET scans. The time activity curves (TACs) of 2 illustrated good brain uptake and heterogeneous distribution with increased uptake in medial temporal lobe (MTL) and thalamus. The peak concentration was achieved in plasma at approximately 3 h post dose and slightly later in brain. The overall equilibrium partition coefficient of the tracer between brain and plasma is 2.63, consistent with preclinical data in baboons. The results confirmed the passive diffusion of the clinical candidate across the human BBB.

The human brain permeability from PET studies can also be used to enhance our understanding of the human BBB [36]. For example, clinically measured human brain permeability data can be used to assess the predictive power of various in vitro cell-based BBB models [37]. In a recent publication by Mabondzo et al., 6 PET tracers were evaluated in an in vitro coculture-based model of human BBB (cold form) in parallel to PET imaging studies [38]. Within the small sample size, a good correlation ($r^2 = 0.90$) was demonstrated between this coculture-based in vitro assay and PET-measured permeability coefficient, suggesting the potential of this assay as a high-throughput model to predict human brain permeability. In another study, PET imaging was used to directly measure Pgp transport activity in BBB across several preclinical
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species and humans [39]. Three radiolabeled P-gp substrates (shown in Fig. 17.2), [\(^{11}\text{C}\)] verapamil (3), [\(^{11}\text{C}\)] GR205171 (4), and [\(^{18}\text{F}\)] altanserin (5), were used to quantify brain-to-plasma ratios in various preclinical species and humans with or without a P-gp inhibitor cyclosporine A (CsA). Pronounced species differences were found in the brain concentrations of these three tracers, with higher brain distribution in humans, monkeys, and mini pigs than in rats and guinea pigs, suggesting species differences in BBB P-gp activity. For example, the brain-to-plasma ratio of [\(^{11}\text{C}\)] GR205171 in humans was almost ninefold higher than the ratio in rats. Such differences should be considered when extrapolating neuroPK data in preclinical species (particularly rat) to humans to avoid underestimation of human brain permeability for drug molecules that might be P-gp substrates.

**Target Occupancy (TO) Measurement**

In CNS drug discovery, PET and SPECT are most frequently used to quantify the concentration of drug binding to a specific pharmacological target, confirming target engagement to enable POM [40] and providing TO measurement [41]. There are several ways of using TO effectively to inform critical drug discovery and development decisions. First of all, the TO information can be used to guide clinical dose selection to ensure adequate testing of the therapeutic effect of a drug molecule. This was demonstrated by the clinical evaluation of D2 partial agonist aripiprazole, a highly successful treatment for psychosis. While previously developed antipsychotics based on D2 antagonism suggested that efficacy was typically associated with 60–80% D2 TO [42], a full dose–response PET TO study of aripiprazole using [\(^{11}\text{C}\)] raclopride (Fig. 17.3a) revealed that this drug required much higher TO (~90–95%) to elicit antipsychotic efficacy [43]. Prior to this knowledge, some of the early clinical studies of aripiprazole in healthy volunteers were run with underestimated therapeutic doses. Without the key D2 TO information, the subsequent proof of concept efficacy studies with aripiprazole could have targeted lower exposures, thus missing the therapeutic efficacy window of this successful drug. Second, the TO information can be used to show efficacy and side effect (therapeutic index, TI) differentiation among multiple clinical leads in similar mechanisms. This is illustrated by recent work published by Atack et al. [44] in which the PET TO at the benzodiazepine binding site for TPA-023, a GABAa receptor \(\alpha_2/\alpha_3\) subtype-selective agonist, was measured across species using [\(^{18}\text{F}\)] flumazenil (Fig. 17.3b), showing a good alignment of EC\(_{50}\) (50% occupancy) values across rats, baboons, and humans. In humans, a single 2 mg dose of TPA-023 produced 50–60% TO without adverse sedative side effects, a clear improvement over previously evaluated nonselective GABAa agonists, which typically produced the sedative side effects at TO less than 30%. These results demonstrated the potential TI benefit associated with the profile of TPA-023 and thus differentiation from previous clinical entries. Finally, TO can be used to establish well-defined clinical “no go” criteria, if a clinical candidate cannot achieve targeted TO due to PK or safety reasons or cannot demonstrate clinical efficacy even with complete TO. For example, early trials of arepitant, an NK-1 receptor antagonist, showed promise for treating depression.
However, subsequent trials failed to demonstrate clinical efficacy [45] even with doses (80 and 160 mg) that gave near complete TO as measured with $[^{18}F]$SPA-RQ [46] (Fig. 17.3c), which ultimately led to the termination of clinical development of arepitant for this indication. A clear “no go” decision of an ineffective therapy or mechanism is important as this will stop unnecessary resource drain and redirect focus to more promising targets and molecules.

In light of the clinical significance of the TO information, incorporation of a PET or SPECT strategy early in the preclinical program to align TO, exposures, and efficacy can often lead to significant acceleration of project progression. This is exemplified by a recent publication in the development of an mGluR5 negative allosteric modulator (NAM) as a treatment for L-DOPA-induced dyskinesia in Parkinson’s disease patients (PD-LID) [47]. Evaluation of efficacy in preclinical species required a translatable NHP PD-LID model that was lengthy, expensive, and labor-intensive (6-month data turnaround, >$500K). Therefore routine screening of leads using this assay was impractical and expensive. To avoid a significant bottleneck in compound evaluation and progression, a research strategy driven by TO was pursued. Analysis of the existing clinical data indicated that PD-LID efficacy generally associated with greater than 80% projected mGluR5 TO. Assessment of *in vitro* mGluR5 binding affinity, *in vivo* target occupancy (IVTO) in rats using $[^{3}H]$MPEPy and PET TO in NHP using $[^{18}F]$FPEB showed excellent alignment, which allowed facile lead development and compound prioritization driven by *in vitro* binding assay and rat IVTO studies. From this effort, PF470 emerged as a promising lead and was evaluated in an NHP PET TO study, yielding an IC$_{50}$ (50% occupancy) of 0.43 nM in alignment with its rat IVTO IC$_{50}$ (1.04 nM) as well as the *in vitro* binding affinity (0.9 nM).
Based on the NHP PET TO data, three doses of PF470 (0.1, 0.32, and 1.0 mg/kg) were selected for the NHP PD-LID model. As expected, robust efficacy was demonstrated with the two top doses which showed TO exceeding 80% (corresponding to 90 and 97% TO, respectively) (Fig. 17.4).

**Disease State Biomarkers**

One of the fastest-growing fields within neuroimaging is the use of PET and SPECT imaging as disease state biomarkers to enable early disease detection and disease progression. A distinct advantage of PET and SPECT compared to other diagnostic tools (e.g., MRI and CT) is that they may detect neurotarget changes prior to the emergence of clinical symptoms and brain structural changes, thus allowing early diagnosis and therapeutic intervention. For example, until recently the diagnosis of AD was heavily dependent on the presence of symptoms of dementia. However, brain alterations, such as accumulation of Aβ protein aggregates (Aβ plaques), could occur years before the initial manifestation of dementia. Efforts in developing PET or SPECT tracers that specifically bind to Aβ plaques proved to be highly fruitful, yielding multiple diagnostic tools to detect AD pathology in pre-dementia stages [48]. This advance in neuroimaging may be highly relevant to the development of new experimental AD therapies, as they are predicted to have the greatest therapeutic benefit at the early stages of AD. Florbetapir, a fluorine-18-labeled stilbene derivative (Fig. 17.5), became the first FDA-approved AD diagnostic tool for Aβ plaque density estimation in adult patients with cognitive impairment in 2012. This was quickly followed by the approval of two other Aβ plaque tracers, flutemetamol in October
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**FIGURE 17.5** Examples of PET and SPECT tracers as disease state biomarkers for AD or PD.

2013 and florbetaben, a structurally similar stilbene analog of florbetapir, in March 2014 (Fig. 17.5). Extensive use of these Aβ plaque tracers is expected in future clinical studies of experimental AD therapies for selecting the appropriate patient group and monitoring disease progression. Similarly, dopamine transporter SPECT tracers, such as \[^{123}\text{I}]\text{FP-CIT}\) and \[^{123}\text{I}]\text{\(\beta\)}\text{-CIT}\) (Fig. 17.5), have also been used as sensitive markers of dopamine neurodegeneration in clinical studies to assess PD, based on the correlation between reduction in nigrostriatal binding and disease severity [49]. In a recent report, SPECT imaging using \[^{123}\text{I}]\text{FP-CIT}\) was used to generate a striatal asymmetry index as a potential predictor of responsiveness to l-DOPA in patients with PD [50]. A structurally similar tracer, \[^{123}\text{I}]\text{PE2I}\), has also shown promise as a highly sensitive and specific diagnostic tool to detect striatal neurodegeneration in patients with minor Parkinsonian symptoms [51].

**CONCLUSIONS**

The significant unmet medical need in CNS disorders calls for new strategies to improve the overall efficiency and success rate in drug discovery. Imaging techniques allow noninvasive detection of pathological, cellular, and molecular events in living subjects, from cells to humans. Each type of imaging technology presents its own unique strength and can be incorporated into various stages of the drug discovery process to provide valuable information for key preclinical and clinical decision-making, which in turn would allow for a more focused drug and efficient discovery effort. Furthermore, recent advances in imaging technology have started to address the specific limitations associated with each of them. For example, newer optical imaging methods, for example, diffuse optical tomography (DOT) and FMT, can image relatively deeper tissues up to 10 cm utilizing near-infrared light (NIR) and
higher-density detector systems, which open the possibility of imaging studies in larger animals [52, 53]. Recent advances in PET and SPECT tracer design and evaluation have shown promise in expediting the discovery of novel PET tracers to enable preclinical to clinical translation studies on neuro-targets. New technical advancements in SPECT have led to better resolution/sensitivity [54] and an expanded role of SPECT in small animal preclinical imaging. The combination of imaging techniques such as PET/MRI allows for better localization and quantification of target binding in the brain regions of interest [55]. Such improvements will undoubtedly broaden the use of imaging techniques in the CNS drug discovery process, enable high-quality preclinical and clinical studies, and ultimately result in the identification of novel treatment of neurological disorders of high unmet medical need.

NOTES

1. In certain cases wherein the compound series consistently show rodent and human/NHP potency disconnect, one would need to go directly to PET or SPECT imaging in higher species in order to have an accurate read on the tracer viability.
2. RRCK cells were generated in-house (Pfizer Inc., Groton, CT, USA) as a subclone of Mardin-Darby canine kidney wild-type (MDCK-WT) cells that displayed low expression of endogenous P-gp (~1–2% of MDCK-WT cells, based on mRNA level). For detailed information, see: Ref. [29].
3. An open-label trial is a type of clinical trial that both the researcher and the participant know the treatment that the participant is receiving.
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PART 4

MODULATING BRAIN PENETRATION OF LEADS DURING DRUG DISCOVERY
INTRODUCTION

The human brain relies on a sophisticated protection system to preserve its physiological environment and greatly reduce injury from external insults and toxins. An important component of this system is the blood–brain barrier (BBB) at the interface between the blood capillaries of the brain and brain tissue. It is composed of astrocytes, pericytes, and endothelial cells that line the blood vessels and form the brain capillary endothelium [1]. The main role of the BBB is to enable selective access of required nutrients, ions, hormones, solutes, and proteins to the brain while diminishing exposure to potentially harmful xenobiotics. The BBB is very effective in this role; more than 98% of small-molecule drugs and approximately 100% of large-molecule drugs are excluded, often via selective active transport processes [2].

The blood–cerebrospinal fluid barrier (BCSFB) is a similar barrier, albeit with a several thousand times smaller surface area, between the blood capillaries and the cerebrospinal fluid (CSF), which is a clear liquid that fills the ventricles and canals of the brain and bathes the external surface of the brain to provide buoyancy and mechanical protection inside the skull [3]. In brain tissue, the CSF is exchanged with the brain’s interstitial fluid (ISF), which washes metabolic wastes out of the CNS and regulates the chemical environment of the brain.

Active transport and passive diffusion are the two principal mechanisms by which molecules can enter the brain. In contrast to the endothelial cells of capillaries
Designing CNS Drugs for Optimal Brain Exposure

Elsewhere in the body, paracellular diffusion is effectively precluded by the presence of tight junctions that characterize the BBB and BCSFB. For example, brain capillary endothelial cells have far higher transendothelial electrical resistance than do peripheral capillaries (>1000 versus <20 ohm/cm²) due to the tight junctions that restrict the movement of ions such as Na⁺ and Cl⁻ [4]. This increased resistance is thought to protect the brain from fluctuations in ionic composition that may occur due to, for example, exercise or a meal.

The great majority of CNS drugs are small molecules that are designed to cross the BBB via the transcellular passive diffusion route (Fig. 18.1). Achieving optimal brain exposure is a unique and major challenge for medicinal chemists working on the CNS targets [4]. Design strategies toward such molecules and their physico-chemical properties are the main foci of this chapter. Readers are referred to earlier chapters in this book for the state of the art in targeting active transport mechanisms and CNS delivery strategies for large molecules such as proteins and antibodies.

### Important Parameters and Considerations in the Design of CNS Drugs

The existence of the BBB renders classic pharmacokinetic (PK) parameters, such as oral bioavailability and plasma concentration, insufficient for assessing CNS drug candidates due to uncertainty regarding whether such parameters will reflect the time course or exposure levels in the brain. To provide better understandings of the pharmacokinetic to pharmacodynamic (PK/PD) relationships of CNS drug candidates, additional data and more sophisticated PK methods are required [5–10]. The commonly reported measures of brain penetration, along with the most commonly reported acronyms, are listed in Table 18.1.
Receptor occupancy studies provide the most direct information about exposure at the site of action; however, due to the technical complexities, time, and costs involved, these studies tend to be performed only for the most advanced compounds. Due to the relative ease of measurement, drug total brain concentration \( (C_b) \) and the whole brain-to-plasma ratio \( K_p (C_b/C_p) \), also referred to as the B/P ratio, have historically been used as the main drivers of decision making in CNS drug discovery.

### Table 18.1: Pharmacokinetic parameters commonly used in CNS drug discovery [4]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>RO</td>
<td>Receptor occupancy</td>
<td>Percentage of available targeted receptors occupied by a drug</td>
<td>%</td>
</tr>
<tr>
<td>( K_p )</td>
<td>LogBB = ( \log \left( \frac{C_{\text{brain}}}{C_{\text{plasma}}} \right) )</td>
<td>Total brain-to-plasma concentration ratio (includes nonspecific plasma protein and brain tissue bound drug)</td>
<td>No units (ratio)</td>
</tr>
<tr>
<td>B/P</td>
<td>LogBB = ( \log (K_p) )</td>
<td>Brain-to-plasma distribution coefficient of total drug between brain and plasma on a logarithmic scale</td>
<td>No units (ratio)</td>
</tr>
<tr>
<td>Br:Bl</td>
<td>LogBB = ( \log (K_p) )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LogPS</td>
<td>Log PS = ( \log \left( \frac{\text{BBB permeability}}{F} \right) )</td>
<td>The BBB permeability, expressed as permeability surface area product (PS, quantified as log PS)</td>
<td>No units</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_{b,u} )</td>
<td>Concentration of unbound drug in brain</td>
<td></td>
<td>ng/g, nM</td>
</tr>
<tr>
<td>( C_{\text{free.br}} )</td>
<td>Concentration of unbound drug in plasma</td>
<td></td>
<td>ng/g, nM</td>
</tr>
<tr>
<td>( C_{p,u} )</td>
<td>Concentration of unbound drug</td>
<td></td>
<td>ng/g, nM</td>
</tr>
<tr>
<td>( C_{\text{free.pl}} )</td>
<td>Concentration of drug in cerebrospinal fluid (CSF)</td>
<td>Brain-to-plasma concentration ratio of unbound drug (often reported as surrogate measure; CSF to free plasma distribution coefficient; ( C_{\text{CSF}}/C_{\text{plasma}} ))</td>
<td>No units (ratio)</td>
</tr>
<tr>
<td>( K_{p,\text{uu}} )</td>
<td>Brain-to-plasma concentration ratio of unbound drug (often reported as surrogate measure: CSF to free plasma distribution coefficient; ( C_{\text{CSF}}/C_{\text{plasma}} ))</td>
<td>Brain-to-plasma concentration ratio of unbound drug (often reported as surrogate measure: CSF to free plasma distribution coefficient; ( C_{\text{CSF}}/C_{\text{plasma}} ))</td>
<td>No units (ratio)</td>
</tr>
<tr>
<td>( f_{a,b} )</td>
<td>Fraction unbound or free drug fraction in brain tissue</td>
<td></td>
<td>No units (ratio)</td>
</tr>
<tr>
<td>( f_{a,\text{brain}} )</td>
<td>Fraction unbound or free drug fraction in brain tissue</td>
<td></td>
<td>No units (ratio)</td>
</tr>
<tr>
<td>( f_{a,p} )</td>
<td>Fraction unbound or free drug fraction in plasma</td>
<td></td>
<td>No units (ratio)</td>
</tr>
<tr>
<td>( f_{a,\text{plasma}} )</td>
<td>Apparent permeability; total permeability through a specific membrane</td>
<td></td>
<td>10^{-6} cm/s</td>
</tr>
<tr>
<td>( P_{\text{app}} )</td>
<td>Apparent permeability; total permeability through a specific membrane</td>
<td></td>
<td>10^{-6} cm/s</td>
</tr>
<tr>
<td>ER</td>
<td>ER = ( P_{\text{app}} (\text{B to A})/P_{\text{app}} (\text{A to B}) )</td>
<td>Efflux ratio (A = apical; B = basolateral)</td>
<td>No units (ratio)</td>
</tr>
</tbody>
</table>
However, relying solely on these parameters has proven insufficient to enable adequate understanding of the CNS exposures needed to establish robust PK/PD correlations. This inadequacy is primarily because only a fraction of the total drug in the *in vivo* plasma or tissues, such as brain, is unbound to proteins or lipids and free to diffuse across tissues, thus affecting the free drug concentration ($C_{b,u}$) that interacts with the intended therapeutic target. In addition, the unbound fraction is usually different between plasma and tissue, thus affecting the unbound brain-to-plasma ratio ($K_{p,uu}$) [11, 12]. The potential for misleading conclusions derived from the reliance on total brain concentrations is exemplified well by studies of KA-672, 1 (ensaculin), developed for the treatment of cognitive deficits associated with Alzheimer’s disease (AD) [12]. In rats at a dose of 1 mg/kg, the compound exhibited a total brain concentration equivalent to its IC$_{50}$ value as determined *in vitro* (0.36 μM). However, doses up to 10 mg/kg produced no pharmacological effect. Analyses of hippocampal microdialysates indicated that free concentration of the compound was below 0.01 μM, which readily explained the lack of activity. This low concentration was probably a consequence of the compound’s high unbound drug clearance. Total B/P ratio ($K_p$) data can be misleading even when used to rank structurally related compounds. For example, the $K_p$ value of 0.22 for S-cetirizine 2 indicates that this compound apparently penetrates the CNS significantly better than its enantiomer R-cetirizine, which has a $K_p$ value of 0.04 [12]. Only when the concentrations of the unbound drugs in the brain ($C_{b,u}$) and plasma ($C_{p,u}$) are used in the calculation does it become apparent that S- and R-cetirizine in fact have very similar if not identical brain penetration properties with $K_{p,uu}$ ($C_{b,u}/C_{p,u}$) of 0.17 and 0.14, respectively. Further investigation revealed that the observed “$K_p$ enantioselectivity” is related to the lower plasma protein binding of S-cetirizine (PPB = 50%) compared to R-cetirizine (PBB = 85%) [12] (Fig. 18.2).

![Diagram](image)

**FIGURE 18.2** Examples of drugs with different levels of brain exposure.
The importance of free drug concentrations is highlighted by the free drug hypothesis, which states that the free (unbound) drug concentration ($C_u$) at the site of action is responsible for the pharmacological activity in vivo and that, at steady state and in absence of active transport, the free drug concentration is the same on both sides of any biomembrane (e.g., the BBB) [13]. Consequently, the drug unbound brain concentration ($C_{b,u}$) is often equated to its unbound plasma concentration ($C_{p,u}$) at steady state, which can then be used to calculate the exposure required for in vivo efficacy based on the known in vitro $EC_{50}$ or $K_i$. However, it is important to note that this assumption is not valid for compounds with the following properties:

- A low rate of passive permeability across the BBB/BCSFB (i.e., long time period is required to reach equilibrium across membranes)
- Compounds that are actively pumped out of the brain by efflux transporters (e.g., P-glycoprotein (P-gp))
- Compounds that are actively transported into the brain by uptake transporters

In these cases, there is a disconnect between a compound’s free drug concentrations in the plasma and brain; for example, $C_{b,u} \neq C_{p,u}$ ($K_{p,uu} < 1$ or $K_{p,uu} > 1$). $K_{p,uu}$ values below 1, for example, that of cetirizine, indicate that the compound is a substrate for an efflux transporter and/or has low passive permeability across the BBB [14]. This profile is desirable for cetirizine, which is a second generation antihistamine that was intentionally designed to minimize brain exposure to avoid the CNS side effects, such as sedation, that are generally associated with the first-generation antihistamines [15]. Pursuing compounds with low $K_{p,uu}$ values as CNS targets presents significant risks due to the difficulties in estimating human brain unbound drug concentrations and the consequently low confidence in human dose prediction [16]. However, $K_{p,uu}$ values greater than 1 suggest active uptake processes mediated by influx transporters as exemplified by the first-generation antihistamine diphenhydramine, 3, which has a $K_{p,uu} = 5.5$ (in rats) [17]. Intentionally leveraging active transport processes could be an effective design approach for challenging CNS targets for which the ligands are nonconducive to passive BBB penetration. l-dopa is used to treat Parkinson’s disease and is a frequently quoted example of exploiting an active transport mechanism [18]. However, the research surrounding the targeted specific transport proteins or transcytosis mechanisms for CNS drug delivery is still in its infancy (for additional information see dedicated chapters in this book). A successful small-molecule CNS drug candidate typically complies with the free drug hypothesis, and the ratio of the unbound drug in brain to the unbound drug in the plasma (i.e., the $K_{p,uu}$ value) should be close to 1 [9]. With a $K_{p,uu}$ in mouse of 0.98, the antidepressant venlafaxine 4 is such an example [19].

Direct measurements of free drug concentrations in the brain ISF, which bathes the neurons and neuroglia and is also known as the extracellular fluid (ECF), is technically challenging, and the number of datasets that provide such information is small. Compromises are found in the use of a range of surrogate techniques such as CSF sampling. The barrier separating the ISF from the CSF is a single layer of
ependyma, which is a cell layer that does not have tight junctions, and microdialysis studies suggest that drug concentrations in the CSF are good approximations of those in the brain ISF [20]. Furthermore, because the CSF contains very low levels of proteins (~0.2 versus 70 mg/ml in the plasma), CSF concentrations \( C_{\text{CSF}} \) of compounds that are not subject to active efflux can be approximated to their \( C_{\text{b,u}} \). Indeed, a number of reports in the literature have described good correlations between CSF concentrations and efficacies in both preclinical and clinical studies [21].

Another parameter that is frequently used in drug discovery is the fraction unbound ratio in the brain or plasma \( (f_{\text{u,tissue}} = C_{\text{u,tissue}} / C_{\text{tissue}}) \). Notably, however, the free drug hypothesis implies that, irrespective of differential \( f_{\text{u,plasma}} \) and \( f_{\text{u,tissue}} \), it is \( C_{\text{u,plasma}} \) that reflects the unbound drug concentration in the tissue of interest in the steady state; that is, \( C_{\text{u,plasma}} = C_{\text{u,tissue}} \). For example, following either single or multiple doses of fluconazole (an antifungal drug with a rapid rate of membrane permeation), similar free drug concentrations were found in various body fluids, including vaginal secretions, breast milk, saliva, sputum, prostatic and seminal vesicle fluid, CSF, and plasma [22]. Because \( f_{\text{u}} \) does not affect the unbound drug concentration at the therapeutic target and, therefore, has no clinical relevance for oral drugs, drug discovery programs should be driven by the free drug concentration rather than the \( f_{\text{u}} \) [23].

**BBB PERMEABILITY AND P-GLYCOPROTEIN EFFLUX**

In both *in vitro* and *in vivo* systems, drug permeability can be considered to be the sum of passive (diffusion-driven) and active (transporter-mediated) processes. The *in vitro* models of BBB permeability, including the parallel artificial membrane permeability assay (PAMPA), Caco2 (heterogeneous human epithelial colorectal adenocarcinoma cells), and MDR1-MDCK (Madin-Darby canine kidney cells expressing P-gp from MDR-1 gene), are identical to those used to estimate gut wall permeability for oral absorption evaluations. However, for CNS activity, the implications of low permeability and active efflux are more profound, because the concentration of drug compound in the brain blood capillaries is likely to be significantly lower than in the gut; thus, efflux processes are unlikely to be saturated. Consequently, although the influences of physicochemical properties exhibit similar trends for oral absorption and CNS permeability, the requirements for BBB permeability are more stringent. For example, in a study of 48 marketed CNS drugs and 45 marketed non-CNS drugs, 96% of the CNS drugs exhibited passive permeabilities with \( P_{\text{app}} > 150 \text{ nm/s} \) in an MDR1-MDCK assay, and only 76% of the non-CNS drugs met this criterion [24]. Thus, the guideline of \( P_{\text{app}} > 150–200 \text{ nm/s} \) was suggested for compound with CNS exposure. In contrast, Veber suggested the widely quoted lower cutoff of Caco2 A (apical) to B (basolateral) \( P_{\text{app}} > 100 \text{ nm/s} \) as a guideline for obtaining good oral bioavailability [25].

Due to the high expression levels of transporters at the BBB, active efflux is a common issue for CNS drug discovery programs. There are a number of transporters expressed in the endothelial cells of the BBB that can affect drug transport across the BBB in both directions, through active efflux or uptake (Table 18.2) [26].
However, the p-gp (or mDR1, ABCB1) is by far the most commonly reported transporter involved in drug active efflux [27]. p-gp is a membrane protein of the adenosine triphosphate (ATP)-binding cassette transporter superfamily that is expressed in a variety of human tissues including the intestine and the BBB. However, the effect of p-gp efflux on intestinal absorption is generally much lower compared to the effect it can have on the CNS entry, mainly due to the fact that, in contrast to the intestine, drug plasma concentrations at the BBB rarely reach p-gp saturation levels. Indeed, Polli et al. showed that CNS drugs have a threefold lower incidence of p-gp-mediated efflux than non-CNS drugs, which emphasizes the greater importance of the p-gp efflux for CNS compared to other therapeutic areas [28].

p-gp acts as a gatekeeper for tissue exposure and, as such, has evolved to be highly promiscuous and able to recognize a large variety of molecules. Attempts to predict whether a compound will be a p-gp substrate based on structure have either examined pharmacophore models using known substrates [29] or utilized physicochemical property analyses [30–32]. However, both approaches have flaws. Pharmacophore generation is hampered by the fact that there are several binding domains within the large p-gp-binding cavity, and the physicochemical property approach is equally challenging because it is unlikely to have the subtlety required to account for micro-phenomena such as secretion-associated and Ras-related (SAR) protein. The recent publication of low-resolution crystal structures of p-gp and the related homology models allows for the possibility of ligand-docking approaches, although such approaches have not yet been routinely reported [33]. However, the limited utility of global P-gp models is mitigated by the ready availability of in vitro models of P-gp efflux including the MDR1-MDCK and Caco-2 cell lines.

Recently a rule of 4 was formulated to predict P-gp efflux liabilities, which suggests that compounds with molecular weights (MWs) less than 400, total numbers of nitrogen and oxygen atoms less than 4, and basic pKₐ's less than 8 are unlikely to be

<table>
<thead>
<tr>
<th>Transport direction</th>
<th>Transporter name</th>
<th>Aliases</th>
<th>Gene</th>
</tr>
</thead>
<tbody>
<tr>
<td>Efflux</td>
<td>P-glycoprotein</td>
<td>P-gp</td>
<td>ABCB1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MDR1</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>ABCB1</td>
<td></td>
</tr>
<tr>
<td>Efflux</td>
<td>Breast cancer resistance protein</td>
<td>BCRP</td>
<td>ABCG2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MXR</td>
<td></td>
</tr>
<tr>
<td>Efflux</td>
<td>Multidrug resistance protein 4</td>
<td>MRP4</td>
<td>ABCC4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ABCC4</td>
<td></td>
</tr>
<tr>
<td>Efflux</td>
<td>Multidrug resistance protein 5</td>
<td>MRP5</td>
<td>ABCC5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ABCC5</td>
<td></td>
</tr>
<tr>
<td>Uptake</td>
<td>Organic anion transporting polypeptide 1A2</td>
<td>OATP1A2</td>
<td>SLC1A2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>OATP-A</td>
<td></td>
</tr>
<tr>
<td>Uptake</td>
<td>Organic anion transporting polypeptide 2B1</td>
<td>OATP2B1</td>
<td>SLC2B1</td>
</tr>
</tbody>
</table>

TABLE 18.2 Transporters found at the human BBB [26]
Although a significant number of CNS-active molecules exceed one of these criteria, this rule of 4 is a useful indicator of strategies that can be applied to reduce efflux by P-gp. Functional groups that specifically favor P-gp recognition are typically those that contain hydrogen-bond donors (HBDs), such as alcohols, phenols, carboxylic acids, primary and secondary amides, sulfonamides, ureas, and N-heterocycles bearing uncapped NH groups. Lowering $pK_a$ and reducing the number of heteroatoms, particularly HBDs, in a molecule have been demonstrated to reduce P-gp activity in different chemical series [27].

Morphine 5 is a P-gp substrate, and Coop and coworkers were interested in structural modifications that could diminish its P-gp efflux while maintaining its $\mu$-opioid receptor (MOR) potency and selectivity [35]. While the capping of the 3-OH group was not tolerated, analogues with modified 6-OH groups retained the MOR potency. For example, a di-methoxy analogue 6 exhibited a significant loss in MOR potency ($K_i = 1910$ nM), whereas 6-methoxy 7 and deletion analogues 8 both retained their MOR activities. Interestingly, the reduction in total HBD count rendered all three of these compounds nonsubstrates for P-gp (Table 18.3).

In cases in which reducing HBD counts by capping groups such as NH or OH with an alkyl or aryl group is not tolerated, more creative approaches, such as masking the HBD group by intramolecular hydrogen bonding (H-bonding), can be explored (Table 18.4).

For example, derivatives of the MOR antagonist naltrexamine, NAP (9), and NAQ (10) have similar subnanomolar MOR potencies; however, in a mouse tail immersion test of nociception, NAP is 10-fold less potent ($AD_{50} = 4.98$ mg/kg) than NAQ ($AD50 = 0.46$ mg/kg) in antagonizing the activity of morphine [36]. Permeability measurements in Caco-2 cells have revealed both that NAP has low permeability

---

**TABLE 18.3** Morphine analogues: an effect of HBD on P-gp efflux [35]

<table>
<thead>
<tr>
<th>Compound</th>
<th>$R$</th>
<th>$R_1$</th>
<th>MOR IC$_{50}$ (nM)</th>
<th>P-gp* substrate</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>OH</td>
<td>OH</td>
<td>1.7</td>
<td>Yes</td>
</tr>
<tr>
<td>6</td>
<td>MeO</td>
<td>MeO</td>
<td>1910</td>
<td>No</td>
</tr>
<tr>
<td>7</td>
<td>OH</td>
<td>MeO</td>
<td>1.1</td>
<td>No</td>
</tr>
<tr>
<td>8</td>
<td>OH</td>
<td>H</td>
<td>2.9</td>
<td>No</td>
</tr>
</tbody>
</table>

*P-gp Glo ATP assay with 200μM test compound [35].
Table 18.4  Masking HBDs by intramolecular H-bonding can reduce P-gp efflux [36]

<table>
<thead>
<tr>
<th>Compound</th>
<th>MOR IC50 (nM)</th>
<th>Caco-2 ER</th>
<th>$P_{app}$ (nm/s); ER</th>
<th>cLogP</th>
<th>HBD</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>0.37</td>
<td>&gt;10</td>
<td>&lt;10</td>
<td>1.2</td>
<td>3</td>
</tr>
<tr>
<td>10</td>
<td>0.55</td>
<td>1.3</td>
<td>30</td>
<td>2.6</td>
<td>3</td>
</tr>
</tbody>
</table>

($P_{app}$ (A to B) <1×10$^{-6}$ cm/s) and that it is an efflux substrate (ER >10). When NAP was tested in the presence of a P-gp inhibitor, the $P_{app}$ (A to B) increased to approximately 4×10$^{-6}$ cm/s. In contrast, NAQ displayed $P_{app}$ (A to B) of 3×10$^{-6}$ cm/s and did not appear to be an efflux substrate. Despite the facts that NAP and NAQ have identical HBD counts and topological polar surface area (TPSA) values and the MW of NAQ is higher, the latter compound has superior permeability and lower efflux. These differences are likely due to a combination of the more favorable cLogP of 2.6 for NAQ relative to 1.2 for NAP and the intramolecular masking of the amide NH via H-bonding to the isoquinoline nitrogen atom [27, 37].

Also notable is that small structural changes can have significant effects on P-gp recognition, particularly when the molecule is already within the physicochemical space consistent with brain penetration. For example, Whitlock et al. at Pfizer tackled the issue of efflux from the CNS by P-gp during the discovery of the dual serotonin and noradrenaline reuptake inhibitor (SNRI) clinical candidate PF-184,298 12 [38, 39]. The starting compound 11 exhibited many physicochemical properties consistent with CNS space, including low MW, but exhibited no efficacy due to poor CNS penetration ($C_{CSF}/C_{uu,p}$ ~0.1, a surrogate measure of $K_{p,uu}$) and a significant degree of efflux in the MDRI-MDCK cell line in vivo model (ER 4.3 (Fig. 18.3). The pK$_a$ of the secondary amine was high (pK$_a$ 9.4), which is consistent with many molecules that target monoamine transporters and is a key part of the pharmacophore. Thus, rather than addressing the global physicochemical properties, the authors elected to rearrange the key pharmacophoric elements in 11 in an attempt to disrupt P-gp recognition while maintaining the desired pharmacology. Indeed, a subtle change in 12,
wherein the carbonyl of the amide was moved to the benzylic position, proved sufficient to reduce the P-gp efflux (ER 2.7) and improve brain exposure ($C_{CSF}/C_{u,p}$ ~0.45) and efficacy in the preclinical in vivo model.

In contrast to efflux, active influx can have a positive effect on brain exposure, particularly for compounds with poor inherent passive permeability. In these cases, the challenges lie in understanding the transport mechanism and how that mechanism is related to compound structure to inform the optimization process. Even if a project is successful in delivering a clinical candidate, concerns related to cross-species and interpatient variability are likely to be raised. For these reasons, the generally preferred optimization strategy for overcoming the poor permeability of small-molecule drugs is to address inherent passive permeability rather than exploiting active transport.

**FIGURE 18.3** SNRIs: small structural changes can affect P-gp [39].

<table>
<thead>
<tr>
<th>Compound</th>
<th>SERT $K_i$ (nM)</th>
<th>NET $K_i$ (nM)</th>
<th>$C_{CSF}/C_{u,p}$</th>
<th>$P_{app}$ ($\times 10^{-6}$ cm/s)</th>
<th>ER</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>9</td>
<td>52</td>
<td>~0.1</td>
<td>15</td>
<td>4.3</td>
</tr>
<tr>
<td>12, PF-184,298</td>
<td>6</td>
<td>21</td>
<td>~0.45</td>
<td>16</td>
<td>2.7</td>
</tr>
</tbody>
</table>

**PHYSICOCHEMICAL PROPERTIES—CNS EXPOSURE RELATIONSHIPS**

Understanding how physicochemical properties affect each of the parameters discussed earlier and how they influence each other enables the design of molecules with improved CNS exposure. By analogy to the now widely accepted Lipinski guidelines for the design of successful oral drugs [40], the physicochemical properties for brain penetration have been studied and several groups have defined the characteristics of successful CNS drug candidates using a variety of approaches (Table 18.5).

Inevitably, the choice of the dataset greatly influences the conclusions drawn from these analyses, and this has spawned much debate in the CNS medicinal chemistry community regarding the best methods for evaluating brain penetration. Many
### Table 18.5 Summary of the literature describing physicochemical properties required for optimal CNS exposure [4]

<table>
<thead>
<tr>
<th>Author</th>
<th>Year</th>
<th>Dataset</th>
<th>Conclusions/criteria</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hitchcock</td>
<td>2012</td>
<td>Literature review</td>
<td>General guidelines for minimizing P-gp recognition include maximizing ligand efficiency, keeping the HBD count &lt; 2 and the TPSA &lt; 90 Å² (preferably &lt; 70 Å²). The presence of a basic amino group can further lower the threshold for TPSA tolerance.</td>
<td>[27]</td>
</tr>
<tr>
<td>Ghose et al.</td>
<td>2011</td>
<td>317 CNS and 626 non-CNS oral drugs</td>
<td>CNS drug discovery property profile guidelines: TPSA &lt; 76 Å² (25–60 Å²); at least one N atom; &lt; 7 (2–4) linear chains outside of rings; &lt; 3 (0–1) HBD; 740–970 Å³ volume; solvent accessible surface of 460–580 Å²; positive QikProp parameter CNS. One violation may be tolerated.</td>
<td>[41]</td>
</tr>
<tr>
<td>Wager</td>
<td>2010</td>
<td>119 marketed CNS drugs and 108 Pfizer CNS clinical candidates</td>
<td>Multiparameter optimization tool based on weighted physicochemical properties including cLogP, cLogD, PSA, MW, HBD, pKₐ.</td>
<td>[42]</td>
</tr>
<tr>
<td>Wager</td>
<td>2010</td>
<td>119 marketed CNS drugs and 108 Pfizer CNS clinical candidates</td>
<td>Median values for CNS drugs: MW 305.3, cLogP 2.8, cLogD 1.7; MW 305.3; PSA 44.8 Å², HBD = 1, pKₐ = 8.4.</td>
<td>[43]</td>
</tr>
<tr>
<td>Waring</td>
<td>2009</td>
<td>9571 AstraZeneca Caco-2 measurements</td>
<td>Guidelines to achieve &gt; 50% chance of high permeability for a given MW: MW &lt; 300 AZ LogD &gt; 0.5; MW 300–350; AZ LogD &gt; 1.1; MW 350–400; AZ LogD &gt; 1.7; MW 400–450; AZ LogD &gt; 3.1; MW 450–500; AZ LogD &gt; 3.4; MW &gt; 500; AZ LogD &gt; 4.5.</td>
<td>[44]</td>
</tr>
<tr>
<td>Gleeson</td>
<td>2008</td>
<td>3059 rat CNS Log BB datapoints; 1975 P-gp efflux ratio datapoints 50641 P_app artificial membrane assay datapoints. 986 brain tissue binding datapoints</td>
<td>↑ MW leads to: ↓ P_app, ↑ P-gp ER and ↓ LogBB. cLogP has a weak nonlinear effect on ER. The optimal cLogP is &lt; 3 or &gt; 5. Permeability of neutral molecules shows a nonlinear dependence on cLogP. Basic, acid, and zwitterionic molecules show ↑ P_app with ↑ cLogP. ↑ MW ↑ nonspecific brain tissue binding. ↑ cLogP ↑ brain tissue binding.</td>
<td>[45]</td>
</tr>
</tbody>
</table>

(Continued)
<table>
<thead>
<tr>
<th>Author</th>
<th>Year</th>
<th>Dataset</th>
<th>Conclusions/criteria</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hitchcock and Pennington</td>
<td>2006</td>
<td>Literature review</td>
<td>Suggested physicochemical property ranges for increasing the potential for BBB penetration: PSA &lt;90 Å²; HBD &lt;3; cLogP 2–5; cLogD (pH7.4) 2–5; MW &lt;500.</td>
<td>[46]</td>
</tr>
<tr>
<td>Pajouhesh and Lenz</td>
<td>2005</td>
<td>Literature review</td>
<td>Attributes of a successful CNS drug candidate: MW &lt;450; cLogP &lt;5; HBD &lt;3; HBA &lt;7; Rot. bond &lt;8; H-bonds &lt;8; pK_a 7.5–10.5; PSA &lt;60–70 Å²</td>
<td>[47]</td>
</tr>
<tr>
<td>Leeson and Davis</td>
<td>2004</td>
<td>329 launched oral drugs from the period 1983–2002</td>
<td>CNS drugs showed significantly different (mean/median) MW (310/307); polar properties (O+N (4.32/4); HBA (2.12/2); Rot. bond (4.7/4.5)) relative to other therapeutic area categories.</td>
<td>[48]</td>
</tr>
<tr>
<td>Petrauskas et al.</td>
<td>2003</td>
<td>1000 P-gp datapoints</td>
<td>Proposed cutoffs to avoid P-gp efflux liability: MW &lt;400; N+O &lt;4; pK_a &lt;8.</td>
<td>[34]</td>
</tr>
<tr>
<td>Norinder and Haeberlein</td>
<td>2002</td>
<td>Literature review</td>
<td>For a good chance of CNS penetration: O+N ≤ 5; cLogP – (O+N) &gt;0.</td>
<td>[49]</td>
</tr>
<tr>
<td>Polli et al.</td>
<td>2002</td>
<td>48 CNS and 45 non-CNS drugs</td>
<td>Physicochemical properties with significant differences between the CNS and non-CNS set. CNS set had ↑ cLogP (CNS mean 3.43); ↑ cLogD (CNS mean 2.08); ↓ HBD (CNS mean 0.67); ↓ PSA (CNS mean 40.5 Å²); and were less flexible.</td>
<td>[28]</td>
</tr>
<tr>
<td>Van der Waterbeemd et al.</td>
<td>1998</td>
<td>125 CNS and non-CNS drugs</td>
<td>MW &lt;450; PSA &lt;90 Å²; LogD between 1 and 4; principle axis length/width ratio &lt;5.</td>
<td>[50]</td>
</tr>
<tr>
<td>Gratton et al.</td>
<td>1997</td>
<td>18 chemically diverse compounds with LogPS data</td>
<td>LFER equation relating Log PS to solute excess molar refraction and solute volume. ↑ solute dipolarity/polarizability and hydrogen-bond basicity leads to↓ Log PS.</td>
<td>[51]</td>
</tr>
<tr>
<td>Van der Waterbeemd and Kansy</td>
<td>1992</td>
<td>20 compounds</td>
<td>Propose that LogP alkane/water and calculated molar volume are suitable predictors of brain uptake.</td>
<td>[52]</td>
</tr>
</tbody>
</table>

LFER, linear free energy relationship; MW, molecular weight; PSA, polar surface area; HBD, H-bond donors; HBA, H-bond acceptors; Rot. bond., rotatable bonds; ↑ increased; ↓ decreased.
studies have been based on the physicochemical properties of marketed CNS drugs, and consequently their conclusions reflect not only brain penetration but also the overall absorption, distribution, metabolism, and excretion (ADME) and toxicological requirements for a successful CNS drug candidate [50]. Alternatively, researchers have analyzed large datasets of surrogate in vitro BBB permeation data (e.g., Caco-2, PAMPA, MDR1-MDCK) or crude in vivo measures of brain penetration such as brain/plasma ratios ($K_p$ or Log BB). The former approach provides information on the rate of permeation of the BBB, whereas the latter approach provides information on the extent of penetration, in this case, the total drug concentration in brain. Used in isolation, neither technique provides insight into the more relevant brain free drug concentration ($C_{u,b}$); hence the associated physicochemical guidelines should be interpreted with care.

Several key physicochemical properties have been identified that influence the rate of brain permeability and the extent of brain penetration including H-bonding potential, MW, lipophilicity, polar surface area (PSA), ionization state, and rotatable bond count. It is often the case that no single physicochemical property can be used to predict a given parameter such as $P_{app}$; rather, multivariate models that incorporate several descriptors are required. These multivariate models are very useful when applied, often via an online tool, as a filter to prioritize ideas for synthesis. However, these models can be difficult to intuit when designing a molecule “in one’s head.” In the latter case, it is useful to have an idea of how each of the individual physicochemical properties influences CNS penetration and the rate of permeation.

One of the critical challenges for the medicinal chemist in drug discovery is balancing multiple physicochemical properties with the SAR to address deficits in one parameter without negatively affecting another. For example, increasing lipophilicity can improve BBB permeability but may also negatively impact blood clearance and increase nonspecific binding and, thus, lead to an overall reduction in $C_{u,b}$. To achieve an optimal balance, one should understand how individual physicochemical properties may influence the extent of CNS penetration and the rate of permeation. For the purposes of this review, key physicochemical properties are discussed sequentially with examples from the medicinal chemistry literature [4]. However, it should be noted that it is not possible to alter one parameter in isolation, which may confound interpretation of the controlling factor mitigating CNS exposure. Therefore, the categorization applied here is best regarded a mnemonic rather than a rigorous classification.

**Lipophilicity**

Lipophilicity is widely considered to be one of the most, if not the most, important physicochemical properties, the control of which is critical for ultimate success in drug discovery and development. This property reflects the critical events of molecular desolvation in the transfer from aqueous phases to cell membranes and to protein-binding sites, which are mostly hydrophobic in nature. Increases in ligand lipophilicity often result in improved in vitro potency, which makes increasing lipophilicity a relatively straightforward and tempting medicinal chemistry optimization
strategy. However, if lipophilicity is too high, there is not only increased likelihood of poor solubility and high metabolic clearance, but also greater risks of nonspecific polypharmacology and consequent off-target related toxicology [53]. Hence, the surrogate measures cLogP and cLogD are commonly monitored parameters from the earliest stages of the discovery process.

The recognition that lipophilicity is an important determinant in brain penetration predates modern computational approaches to QSAR. Early studies using the Hansch approach, which was developed in the early 1970s, demonstrated that increase in octanol–water partition coefficients (LogP) are associated with increases in LogBB and CNS activity [54]. This observation was subsequently confirmed by studies of marketed CNS and CNS-inactive drugs, which also introduced a more physiologically relevant lipophilicity indicator, the pH-dependent octanol–water distribution coefficient (LogD). Good correlations were reported and values in the range of cLogD 1–4 were proposed for optimal LogBB [50]. However, as discussed earlier in this chapter, the pharmacological relevance of LogBB and its correlation with lipophilicity has been questioned in recent years [5–10, 16]. Gleeson’s analysis of LogBB data for over 3000 diverse molecules from GlaxoSmithKline (GSK) showed that cLogP is well correlated with brain tissue binding. This suggests that the higher LogBB values observed for more lipophilic compounds reflect increased nonspecific brain tissue binding, which will not necessarily correlate with the therapeutic effect [45]. Importantly, Gleeson’s study uncovered the negative correlation between $f_{u,b}$ and LogP, which supports the lowering of LogP as a strategy to improve brain exposure.

Lipophilicity has been shown to affect not only the extent of brain penetration, but also the rate of the BBB permeation. Numerous reports in the literature suggest that in addition to lipophilicity, the BBB permeability is also influenced by ionization state, molecular volume, and H-bonding potential as represented by descriptors such as the pK_a, PSA, H-bond donors and acceptors count, and MW [45, 55, 56]. Since some of these descriptors correlate well with each other (e.g., MW, PSA), a number of reported CNS permeability models rely on an indicator of lipophilicity and only one additional descriptor. An analysis of over 50,000 measurements from an artificial membrane (PAMPA) assay from GSK showed that increased LogP is associated with an increased passive permeability of molecules containing ionisable groups such as acidic, basic, or zwitterions; while no such linear correlation was observed for neutral molecules [45]. In line with these findings, Waring’s analysis of a large Caco-2 dataset at AstraZeneca indicated that LogD is a better permeability predictor than LogP [44]. He also demonstrated that, in addition to the LogD, MW needs to be considered. As MW increases, LogD also needs to be increased in order to maintain a 50% chance of high permeability, for example, a compound of 300–350 Da requires a cLogD >1.1, but a compound of 450–500 Da requires a cLogD >3.4 [44, 57]. Similar dependencies of the BBB permeability on LogD, MW, as well as on PSA, have been reported by others [57–63].

An example of how the control of lipophilicity can improve brain exposure was reported by Johnson et al. [13]. In the course of a program seeking to identify selective muscarinic M1 agonists for the treatment of the cognitive deficits
associated with schizophrenia and AD, compound 13 was identified (Table 18.6). This compound has a moderate cLogP of 3.5 and a whole brain/plasma ratio $K_p$ of 5.7; however, the unbound drug concentrations were low at $C_{u,b}$ 2.5 nm and $C_{u,p}$ 2.6 nm, likely because of high clearance. Encouragingly, the ratio of unbound drug in the brain and plasma $K_{puu}$ was approximately 1, which is indicative of a lack of active efflux and contrasts the earlier analogues within the series. To address the metabolic instability, a series of compounds with reduced cLogPs was prepared, and this process resulted in the identification of compound 14, which exhibits reduced plasma and brain tissue binding ($f_{u,p}$, $f_{u,b}$), lower clearance, and much improved $C_{u,b}$. Notably, the reduced cLogP of 14 (1.53 versus 3.48 for 13) led to a reduction in $K_p$; however, due to the increased $f_{u,b}$ and reduced clearance, the overall effect was an increase in the unbound concentration in the brain $C_{u,b}$. This example highlights the fact that strategies that seek to lower clearance from the plasma by reducing cLogP may also increase the $f_{u,b}$. The parameters thus work synergistically to beneficially affect $C_{u,b}$.

Another example that highlights the importance of looking beyond total brain levels to assess CNS exposure has been reported by Smith et al. at GSK [64]. The authors discussed the optimization of a series of neurokinin-3 (NK3) receptor antagonists beginning with the lead compound 15 (Table 18.7). Following the first round optimization, the authors selected two antagonists, 16 and 17, for an ex vivo NK3 receptor occupancy study in gerbils.

### Table 18.6 M1 agonist: reduce lipophilicity to improve $C_{u,b}$ [13]

<table>
<thead>
<tr>
<th>Compound</th>
<th>cLogP</th>
<th>CL$^a$ (ml/min/kg)</th>
<th>$K_p$ (B:P)</th>
<th>$f_{u,b}$ (%)</th>
<th>$f_{u,p}$ (%)</th>
<th>$C_{u,b}$ (nM)</th>
<th>$C_{u,p}$ (nM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>13</td>
<td>3.5</td>
<td>85</td>
<td>5.7</td>
<td>6</td>
<td>20</td>
<td>2.5</td>
<td>2.6</td>
</tr>
<tr>
<td>14</td>
<td>1.5</td>
<td>23</td>
<td>1.7</td>
<td>39</td>
<td>38</td>
<td>261</td>
<td>265</td>
</tr>
</tbody>
</table>

*a Estimated from a 3 mg/kg po. dose.*

![Diagram of compounds 13 and 14]
As shown in Table 18.7, despite the higher whole brain exposure observed for compound 16, the receptor occupancy (RO) at 30 mg/kg ip was equivalent to that observed with compound 17 at 10 mg/kg po. A combination of slightly increased potency and reduced nonspecific binding to brain tissue of compound 17 (f_u,b 3.3% versus f_u,b 0.7% for 16) compensated for the reduced whole brain level and thus predicted equivalent efficacy in vivo. As compound 17 has the lower cLogP (4.5 versus 6.8 for 16), it also had the lower intrinsic risk with respect to development.

Controlling lipophilicity to achieve optimal brain exposure was also a critical aspect of the medicinal chemistry strategy for optimizing class IIa histone deacetylase (HDAC) inhibitors as a potential therapy for Huntington’s disease that was described by Burli et al. [65]. The starting point of the project was cyclopropyl hydroxamic acid 18, which was derived from molecular modeling and an HDAC4 biostructural–based design. Compound 18 has a moderate potency for class IIa HDAC isoforms; for example, HDAC4 = 340 nM (Table 18.8). Based on the modeling information and with the objective of further improving the activity while achieving balanced physicochemical properties that are suitable for optimal CNS exposure, the authors investigated a range of analogues containing small heteroaromatic “capping” groups. This approach led to the discovery of oxazole 19, which has high HDAC4 biochemical (25 nM) and cellular (220 nM) potency, and excellent ligand efficiency (LE) and ligand-lipophilicity efficiency (LLE) (0.43 and 5.4,
The compound also exhibited high permeability ($P_{app} = 442$ nm/s) and a low efflux ratio, which suggest that it has no significant interaction with P-gp (2.4). However, 19 was found to be a potent inhibitor of human hepatic p450 isoforms CYP2C9 (IC$_{50}$ = 0.4 μM), CYP2C19 (IC$_{50}$ = 0.06 μM), and CYP2D6 (IC$_{50}$ = 2.7 μM). To address the p450 inhibition, the authors explored a range of substituted isoxazole analogues of which 20 displayed the best overall properties. While retaining high HDAC4 potency (40 nm), this compound exhibited no significant p450 inhibition (IC$_{50}$ values: CYP2C9 = 23 μM; CYP2C19 > 100 μM; CYP2D6 = 45 μM). However, despite the increased lipophilicity (AlogP = 3.2), this compound showed lower permeability (255 nm/s) and a higher efflux ratio (ER = 4) compared to the parent 19 (AlogP = 2.2; $P_{app}$ = 442 nm/s; ER = 2.4). The MDR1-MDCK data translated well in vivo where more lipophilic compound 20 was found to have slightly lower $K_p$ and $f_{ub}$ values (0.3–0.6 and 0.0037) than 19 (0.2–1.0 and 0.026). Consequently, when dosed at 10 mg/kg, the free concentration of compound 19 in the brain is estimated to reach its cell-based IC$_{50}$ value, whereas 20 requires administration at a higher dose to achieve its free brain concentration at or above its IC$_{50}$.

These examples focus on lowering the lipophilicities of candidate compounds and highlight the fact that a high whole brain to plasma level is not a prerequisite of a successful CNS drug candidate. However, high nonspecific binding to brain tissue has not precluded some compounds from becoming successful drugs. Indeed, consistent with the observation that CNS drugs, on average, have higher LogPs than non-CNS drugs [28], many commercially successful CNS therapeutics have high brain tissue binding, such as the antidepressant sertraline (21a) and the antipsychotic chlorpromazine (21b) with $f_{ub}$ values in mouse of 0.00066 and 0.00076, respectively [10].

---

**TABLE 18.8 HDAC4 inhibitors: lower CLoGP to improve $P_{app}$, P-gp, and $f_{ub}$ [65]**

<table>
<thead>
<tr>
<th>Compound</th>
<th>cLogP</th>
<th>HDAC4 IC$_{50}$ (nM)</th>
<th>$P_{app}$ (nm/s)</th>
<th>ER</th>
<th>$K_p$ (B/P)</th>
<th>$f_{ub}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>2.6</td>
<td>340</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>16</td>
<td>2.1</td>
<td>25</td>
<td>442</td>
<td>2.4</td>
<td>0.2–1.0</td>
<td>0.026</td>
</tr>
<tr>
<td>17</td>
<td>3.0</td>
<td>40</td>
<td>255</td>
<td>4.0</td>
<td>0.3–0.6</td>
<td>0.0037</td>
</tr>
</tbody>
</table>

*C57Bl/6 mice; dose: 10 mg/kg.

*Estimation based on in vitro equilibrium dialysis data.
Hydrogen Bonding

H-bonding capacity is arguably one of the most critical physicochemical properties in the context of the CNS penetration. Increased H-bonding potential is correlated with increased PSA and has been associated with reduced BBB penetration. Leeson and Davis and Polli et al. have shown in comparative analyses of CNS and non-CNS drugs that the CNS agents have significantly reduced numbers of H-bond donors (CNS mean 0.67) [28] and H-bond acceptors (CNS mean 2.12) [48]. Österberg showed that H-bond descriptors combined with cLogP were sufficient to generate a BBB penetration model with good predictivity [66]. This work was subsequently extended to provide two simple rules for predicting LogBB values that are indicative of good brain penetration [49]:

- N + O atoms < 5
- cLogP-(N + O) > 0

H-bonding also has an effect on the rate of permeation [23]. It has been shown that H-bond acidity and basicity both decrease the rate of BBB permeation [67]. Studies using a PAMPA devoid of efflux transporters suggest that increased H-bonding potential can lower passive permeability [23]; however, it is likely that the role of H-bonding is twofold because increased H-bonding potential also increases the risk of efflux via P-gp. Consequently, the reduction of H-bond donors and acceptors is often a successful strategy for the optimization of targeting the CNS. Pajouhesh and Lenz proposed the following frequently quoted guidelines for successful CNS drug candidates: H-bond donors < 3; H-bond acceptors < 7; and total H-bonds < 8 [47].

A group at GSK has described a successful optimization of the poorly brain-penetrant 5-HT\textsubscript{6} antagonist SB-271046 22 by focusing on the H-bond count [68]. Compound 22 had good oral bioavailability; however, its brain to plasma ratio, $K_{p}^{\text{brain}}$, was low, and the compound was shown to be a P-gp substrate (Table 18.9). To improve brain penetration, compounds such as 23 and 24 in which the acidic NH
donor group of sulfonamide had been removed by cyclization onto the adjacent phenyl ring were prepared. This process also reduced the overall flexibility of the molecule, which was predicted to further benefit BBB permeability.

This approach resulted in the 5-HT\textsubscript{6} ligands 23\textsubscript{a–b}; however, these compounds suffered from high \textit{in vivo} blood clearance. Resolution of this issue led to the discovery of compound 23\textsubscript{c}, which was shown to have maintained 5-HT\textsubscript{6} affinity and reduced efflux liability in an mDR1-mDCK assay. Alternative cores, such as compounds 24\textsubscript{a–b}, were also investigated, and the removal of the additional H-bond donor from 24\textsubscript{a} to afford 24\textsubscript{b} led to an increase in the brain/plasma ratio ($K_p$ 2.6 versus 0.7). To confirm that the elevated $K_p$ values were indicative of improved $C_{u.br}$, compounds 23\textsubscript{c} and 24\textsubscript{b} were selected for evaluation in a rat \textit{ex vivo} binding assay. Compounds 23\textsubscript{c} and 24\textsubscript{b} had ED\textsubscript{50} values of 3 and 5 mg/kg po, respectively. In comparison, the initial compound SB-271046 22 was significantly less potent with an ED\textsubscript{50} of 11 mg/kg po.

Reduction of the H-bond donor count was also a successful strategy for Hu and colleagues at Amgen who reported on the optimization of PDE10A inhibitors for potential treatment of schizophrenia [69]. To establish the minimum structural requirements for the PDE10A inhibition of HTS hit 25 and to address its high efflux in both human (ER = 24.8) and rat (ER = 13.1) P-gp assays, systematic deletion studies were performed. Interestingly, the truncated analogue 26, which lacks methylamino-pyridine functionality and two fluorine atoms, lost its PDE10A potency by

<table>
<thead>
<tr>
<th>Compound</th>
<th>Ar</th>
<th>R</th>
<th>$R^1$</th>
<th>5-HT\textsubscript{6} $pK_i$</th>
<th>$K_p$</th>
<th>Rat $CL_{\text{b}}$ ml/min/kg</th>
</tr>
</thead>
<tbody>
<tr>
<td>23\textsubscript{a}</td>
<td>H</td>
<td>—</td>
<td>—</td>
<td>8.5</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>23\textsubscript{b}</td>
<td>C\textsubscript{6}H\textsubscript{5}(3-Cl)</td>
<td>H</td>
<td>—</td>
<td>9.6</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>23\textsubscript{c}</td>
<td>C\textsubscript{6}H\textsubscript{5}(3-Cl)</td>
<td>Cl</td>
<td>—</td>
<td>8.6</td>
<td>44</td>
<td>3</td>
</tr>
<tr>
<td>24\textsubscript{a}</td>
<td>C\textsubscript{6}H\textsubscript{5}(3-Cl)</td>
<td>H</td>
<td>H</td>
<td>9.5</td>
<td>41</td>
<td>0.7</td>
</tr>
<tr>
<td>24\textsubscript{b}</td>
<td>C\textsubscript{6}H\textsubscript{5}(3-Cl)</td>
<td>H</td>
<td>Me</td>
<td>8.6</td>
<td>34</td>
<td>2.6</td>
</tr>
</tbody>
</table>

TABLE 18.9 5-HT\textsubscript{6} antagonist: reduce HBD count to improve brain exposure [68]
only fivefold, while its efflux ratio significantly improved to 4.7 in the human and 4.9 in the rat assays. Replacing the pyridine with a morpholine moiety in 27 resulted in improved PDE10A potency (IC\text{50} = 1.1 nM) and a decreased efflux ratio in human (ER = 11.1) but an increased ratio in rat (ER = 32.8) assays. Because a cocrystal structure of the HTS hit (25) in PDE10A suggested that the NH linker was not essential, the authors decided to replace it with a carbonyl group to reduce the H-bond count; this approach was also expected to maintain the planarity of the phenyl and the benzimidazole rings that was observed in the cocrystal structure. Indeed, the keto analogue 28 not only retained low nanomolar potency in the PDE10A assay but also exhibited both low efflux ratios (human ER = 0.9; rat ER = 1.0) and improved \textit{in vivo} rat clearance (Cl = 0.53 l/h/kg) compared to the screening hit (Cl = 3.91 l/h/kg), albeit the oral bioavailability was still low (F = 10%). Compound 28 was advanced into the LC-MS/MS RO assay where it produced 21% RO at 10 mg/kg and 55% RO at 30 mg/kg (po). The modest CNS target engagement event at the higher dose was clearly due to the compound’s poor systemic exposure, which was attributed mainly to the oxidative metabolism of the morpholine ring (Table 18.10).

### TABLE 18.10 PDE10A inhibitors: reduce HBD capacity to reduced ER [69]

<table>
<thead>
<tr>
<th>Compound</th>
<th>PDE10A IC\text{50} (nM)</th>
<th>ER human/rat</th>
<th>CL (l/h/kg)</th>
<th>F\text{a} (%)</th>
<th>RO\text{b} (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>9.7</td>
<td>24.8/13.1</td>
<td>3.90</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>26</td>
<td>45</td>
<td>4.9/4.7</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>27</td>
<td>1.1</td>
<td>11.1/32.8</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>28</td>
<td>4.5</td>
<td>0.9/10.0</td>
<td>0.53</td>
<td>10</td>
<td>21.3</td>
</tr>
<tr>
<td>29</td>
<td>5.1</td>
<td>—</td>
<td>0.07</td>
<td>56</td>
<td>57.1</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Fed Sprague–Dawley male rats. Dose: 5 mg/kg po.

\textsuperscript{b}Dose: 10 mg/kg.
Consequently, in order to reduce the plasma clearance and preserve the favorable CNS properties, a range of structurally diverse but in terms of physicochemical properties similar analogues of 28 with variations around the morpholine region were prepared. This strategy led to the identification of compound 29, which exhibited superior in vivo ADME profile and achieved 57% RO at 10 mg/kg (po) in the LC-MS/MS RO assay.

Achieving optimal physicochemical properties that are conducive to CNS exposure is one of the major challenges in the design of β-Secretase (BACE-1) inhibitors for the treatment of AD. Early drug discovery efforts focused primarily on the transition state isosteres of the peptide substrate, a strategy that proved to be successful in the design of inhibitors for other members of the aspartic protease family, such as HIV and rennin. Indeed, this approach led to highly potent BACE-1 inhibitors, but due to their peptidic nature they were also characterized by high numbers of H-bond donors and acceptors, PSAs, and MWs, and consequent poor CNS exposures [70]. The more recent discoveries of small cyclic amidine-, guanidine-, and sulfamide-containing heterocycles that efficiently interact with the two catalytic aspartates marked a major breakthrough in the development of brain penetrant BACE-1 inhibitors. For example, Brodney et al. [71] described a structure-based drug discovery (SBDD)-driven optimization of a series of spirocyclic sulfamides (represented by compound 30) in which one of the critical issues was P-gp-driven poor CNS exposure (Table 18.11). Based on the postulation that the high P-gp efflux was due to the presence of the H-bond donor, the optimization

<table>
<thead>
<tr>
<th>Compound</th>
<th>BACE-1 IC₅₀ (μM)</th>
<th>MDCK AB (10⁻⁶ cm/s)</th>
<th>ER</th>
<th>fᵤ,p</th>
<th>fᵤ,b</th>
<th>fᵤ,b</th>
<th>Kᵤ,μ</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>2.9</td>
<td>10.2</td>
<td>3.8</td>
<td>0.041</td>
<td>0.018</td>
<td>0.22</td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>1.8</td>
<td>7.5</td>
<td>1.7</td>
<td>0.036</td>
<td>0.024</td>
<td>0.65</td>
<td></td>
</tr>
<tr>
<td>32a</td>
<td>0.1</td>
<td>17.6</td>
<td>3.4</td>
<td>0.17</td>
<td>0.12</td>
<td>0.27</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>32b R = iPrO-</th>
</tr>
</thead>
</table>

*Whole cell assay.

* Determined from equilibrium analysis (mice).
strategy was to cap the sulfamide to reduce the HBD count. Indeed, the methyl analogue \( \text{31} \) showed comparable potency and a reduced P-gp-mediated efflux compared to the NH analogue \( \text{30} \) (ER = 1.7 versus 3.8). Compound \( \text{31} \) possesses greatly improved physicochemical properties that include a lack of HBDs, a moderate PSA of 69, and a LogP of 3.9; consequently, this compound displays favorable unbound brain to unbound plasma ratios \( (K_{\text{puu}} = 0.65) \) that suggest that no efflux transporters limit access to the central compartment.

However, further improvements of the potencies of BACE-1s were needed \( (\text{31 IC}_{50} = 1.8 \mu M) \). Analysis of the X-ray structure of \( \text{31} \) co-crystallized with BACE-1 suggested that an H-bond-donating group attached to the benzyl moiety might interact with one of the backbone carbonyl groups in the enzyme S1 pocket and result in improved potency. Because all other attempts to deliver improvements failed, the authors pursued this strategy despite the concern that incorporating an HBD into the scaffold may reintroduce P-gp issues. However, this approach was found to be successful and resulted in the discovery of isopropoxyphenol \( \text{32a} \), which not only exhibits improved potency over the parent \( \text{31} \) \( (\text{BACE-1 IC}_{50} = 0.1 \text{ and } 1.8 \mu M, \text{respectively}) \) but also exhibits an improved metabolic stability profile. As anticipated, \( \text{32a} \) also proved to be a P-gp substrate with an MDCK ER of 3.4 and consequently displays an asymmetry between the unbound concentrations in the plasma and brain compartments in mice \( (K_{\text{puu}} = 0.27) \). Interestingly, isopropoxyphenol \( \text{32a} \) exhibits a slightly lower P-gp-mediated efflux relative to the phenol analogue \( \text{32b} \) (ER = 4.3). The authors speculated that this difference was a consequence of the HBD being “masked” by an engagement into an intramolecular H-bonding with the iPro group in \( \text{32a} \) \[37\]. Despite the reduced brain penetration relative to \( \text{31} \), the higher free fraction, excellent potency, and selectivity of \( \text{32a} \) resulted in its advancement into the pK–pD studies. The compound displayed significant dose-dependent reductions in both the brain and CSF Aβ40 levels at the two highest doses \( (100 \text{ and } 300 \text{ mg; s.c.)} \). In an agreement with the mDR1-MDCK data, the brain drug exposures of \( \text{32a} \) at the 10–300 mg/kg dose range were approximately 7- to 12-fold higher in the P-gp KO mice compared to the wild types.

**Polar Surface Area**

PSA is often described as a surrogate measure of H-bonding capacity and polarity. Early computational QSAR studies of LogBB data by van de Waterbeem and Kansy identified PSA as a key descriptor for determining the extent of BBB penetration \[52\]. The initial studies were confirmed upon the analyses of larger datasets \[50, 51, 69, 72, 73\]; however, many of these studies produced QSAR equations that rely on access to special computational software and are not easily interpreted outside of the cyber environment by medicinal chemists. Analyses of non-CNS versus CNS drugs resulted in the groups of both Kelder and van de Waterbeem translating their results into guidelines for optimal PSA; van de Waterbeem proposed a PSA cutoff of less than 90 Å² \[50\], and Kelder proposed a more stringent cutoff of less than 60–70 Å² \[72\]. The effect of PSA on the extent of brain penetration could be due to changes in brain tissue binding or differences in permeability through the BBB; in reality, however, PSA probably
influences both. In an analysis of permeability LogPS data for 23 compounds, Liu et al. demonstrated that PSA is one of three key descriptors that can be used to generate a linear model of brain permeation [62]. However, PSA alone has been shown to have only modest predictive power for even simpler datasets, such as the Caco-2 permeability dataset [57]. Egan’s “confidence ellipse” based on ALogP98 and PSA, which was used at Pharmacopeia to predict Caco-2 permeability, is perhaps one of the simplest-to-apply composite models of PSA that can be used to predict permeability [58].

Pinard at Roche described the discovery of the selective GlyT1 inhibitor RG1678, which has demonstrated efficacy in a Phase II clinical study in schizophrenic patients [74]. Using their proprietary SAR analyzer (ROSARA), this group determined that PSA and cLogP were the sole descriptors required to predict brain penetration within the series. The starting point for their work was the lead compound 34 (Table 18.12), which has low brain penetration ($K_p \sim 0.1$) and

TABLE 18.12 Glyt-1 inhibitors: reduce PSA to improve brain penetration [74]

<table>
<thead>
<tr>
<th>Compound</th>
<th>R&lt;sup&gt;1&lt;/sup&gt;</th>
<th>GlyT1 EC&lt;sub&gt;50&lt;/sub&gt; μM</th>
<th>hERG IC&lt;sub&gt;50&lt;/sub&gt; μM</th>
<th>cLogP</th>
<th>PSA Å&lt;sup&gt;2&lt;/sup&gt;</th>
<th>In vivo ED&lt;sub&gt;50&lt;/sub&gt; mg/kg&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Mouse $K_p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>34</td>
<td>—</td>
<td>0.016</td>
<td>0.6</td>
<td>2.64</td>
<td>80</td>
<td>3.0</td>
<td>0.10</td>
</tr>
<tr>
<td>35</td>
<td>—</td>
<td>0.044</td>
<td>3.0</td>
<td>2.77</td>
<td>80</td>
<td>1.0</td>
<td>0.25</td>
</tr>
<tr>
<td>36a</td>
<td></td>
<td>0.030</td>
<td>10</td>
<td>3.92</td>
<td>59</td>
<td>2.0</td>
<td>1.10</td>
</tr>
<tr>
<td>36b</td>
<td></td>
<td>0.037</td>
<td>20</td>
<td>2.82</td>
<td>69</td>
<td>5.0</td>
<td>0.20</td>
</tr>
<tr>
<td>36c</td>
<td></td>
<td>0.040</td>
<td>20</td>
<td>3.00</td>
<td>69</td>
<td>1.0</td>
<td>0.50</td>
</tr>
<tr>
<td>(S)-36c</td>
<td>(RG1678)</td>
<td>0.030</td>
<td>17</td>
<td>3.00</td>
<td>69</td>
<td>0.5</td>
<td>0.5</td>
</tr>
</tbody>
</table>

<sup>a</sup>Reversal of L-687,414-induced hyperlocomotion in mouse.
an unacceptable hERG potency (IC$_{50}$ 0.6 μM, in patch clamp assay). The optimization challenge was thus to balance the conflicting requirements of a PSA that was sufficiently low for acceptable brain permeation and a PSA that was sufficiently high to reduce hERG liability. The authors commented that they observed a correlation between the improvements in the efficacy in their in vivo model and the improvements in $C_b$ in this series (which implies that $f_{u,b}$ remained relatively constant between the analogues); thus, during the optimization they used this parameter in combination with $K_p$. The trifluoroisopropyloxy group in derivative 35 proved to be a favorable substitute. Despite inducing minimal changes in PSA and cLogP, this group improved the brain exposure and in vivo efficacy as well as the selectivity over hERG. Replacement of the nitrile group with a trifluoromethyl group afforded 36a (cLogP 3.92, PSA 59 Å$^2$) with a lower PSA and a higher cLogP compared to the lead 34 (cLogP 2.64, PSA 80 Å$^2$); this replacement also resulted in an improved $K_p$ ratio. The incorporation of the pyridyl nitrogen in 36b was successful in further improving the hERG selectivity; however, it also proved detrimental to the brain exposure and in vivo efficacy (Table 18.12).

To address this issue, the authors followed the well-documented strategy of inserting fluorine to improve brain penetration [75]. Indeed, compound 36c maintained the selectivity over the hERG channel and exhibited minimal changes in physicochemical properties and potency compared to 36b and also exhibited significantly improved in vivo efficacy and $K_p$. Resolution of 36c identified the (S)-enantiomer as the eutomer, and this compound was selected for progression into the clinic as RG1678 (bitopertin).

$pK_a$ and Ionization State

The majority of CNS drugs contain a basic center. Wager et al. found that a mean $pK_a$ value for marketed CNS drugs and Pfizer CNS clinical candidates was 8.4 [43]. There are two schools of thought as to whether this fact reflects an inherent benefit of compound basicity on brain exposure or is merely due to bias in the dataset resulting from that fact that many of the currently prescribed CNS drugs target monoamine receptors or transporters, which have ligand pharmacophores that contain basic centers. Pajouhesh and Lenz proposed that the optimal $pK_a$ range for CNS drugs is $pK_a$ 7.5–10.5 [47], and although the lower limit espoused by this range would currently be considered overly conservative, the upper limit is consistent with more recent analyses of P-gp efflux and probably contributes to the upper $pK_a$ limit because highly basic molecules are associated with P-gp substrate liability (vide infra) [43]. In a review of P-gp data for 1000 compounds, Petrauskas proposed a cutoff of $pK_a$ < 8 for compounds designed to avoid possible P-gp interactions, although many CNS drugs, including the SSRIs and tricyclics, exceed this criterion [34]. The lower $pK_a$ limit probably results from a combination of enhanced P-gp liability for acids and the inherently reduced average passive permeability of acids and zwitterions relative to neutral and basic molecules [45].
A strategy of controlling $pK_a$ was adopted by McDonald and colleagues at Bristol-Myers Squibb to improve brain penetration in a quinolone series of $\alpha_7$ nicotinic acetylcholine receptors (nAChR) agonists for the potential treatment of cognitive deficits in patients suffering from schizophrenia [76]. One of their early leads, quinuclidine 37, was a potent $\alpha_7$ agonist that displayed good permeability in a PAMPA ($P_{app} = 900$ nm/s). However, despite this good permeability, 37 was found to have a very poor brain penetration in rats with a $K_p$ value less than 0.002. Follow-up experiments revealed that all of the tested quinuclidines in the series had very high efflux ratios in a bidirectional Caco-2 assay, which suggested that they are possible substrates for transporter-mediated efflux (Table 18.13).

Based on the hypothesis that the observed ER was related to the high basicity of quinuclidine ($pK_a \approx 10$), the authors explored a series of quinolone analogues that contained less basic amines, including 4-fluoroquinuclidine 38 ($pK_a = 7.6$). Indeed, the high ER that was observed in the more basic analogues proved to be no issue for this compound (ER = 0.6); however, the drop in basicity was also accompanied by a substantial loss in $\alpha_7$ activity ($EC_{50} = 5.8 \mu M$). Interestingly, the morpholine analogue 39 retained $\alpha_7$ potency ($EC_{50} = 260$ nM) while displaying near unity ER in the Caco-2 assay and consequently achieving a $K_p$ value in rats of 0.9 (a concomitant improvement in $C_{u,b}$ was not reported).

A similar $pK_a$-lowering strategy has been applied by a group at Novartis in their efforts to improve the brain penetration of a series of macrocyclic ethanol amine inhibitors of BACE-1 [77]. The initial compounds in this series (as represented by 40 (Table 18.14)) were potent and selective BACE-1 inhibitors; however, they also
displayed poor permeabilities and high efflux ratios in the MDR1-MDCK cell line ($P_{\text{app}} = 1.4 \times 10^{-6}\text{cm/s}; \text{ER} = 23$). To address these issues, the authors focused on a systematic investigation of the environment around the ethanolamine group, which is the enzyme catalytic aspartate-binding motif. This approach included the insertion of small fluorinated alkyl groups, such as CHF$_2$ and CF$_3$, into the benzylic position next to the amine, which indeed improved the passive permeability and reduced the ER (data not shown). However, the strong electron-withdrawing groups rendered the compounds inactive, presumably because some level of basicity is required for the interaction with the enzyme catalytic aspartates. Interestingly, cyclopropane analogues, such as $\mathbf{41}$ ($pK_a = 7.3$), not only exhibited slightly improved BACE-1 potencies but also exhibited significantly improved passive permeabilities and reduced ERs ($P_{\text{app}} = 4 \times 10^{-6}\text{cm/s}; \text{ER} = 3.5$).

When tested in vivo, $\mathbf{41}$ was present in significant concentrations in the brain (0.32 $\mu\text{M}$) and produced a profound reduction in brain levels of Ab40 (72%) in contrast to the unsubstituted benzylamine $\mathbf{40}$ ($C_b = 0.04 \mu\text{M}; A\beta40 = 7\%$). Unfortunately, the introduction of the cyclopropyl group into the ethanolamine motif led to the loss of selectivity over the closely related aspartyl proteases cathepsin D and E, which prevented this series from progressing further.

In contrast to amines, carboxylic acids are generally associated with poor brain penetration [27] due to a combination of multiple factors that include high plasma protein bindings, poor passive permeabilities, and high efflux ratios. This effect was observed for the first time with terfenadine ($\mathbf{42}$, Fig. 18.4), a first-generation

---

**TABLE 18.14** BACE-1 inhibitors: reduce $pK_a$ to improve $P_{\text{app}}$ and brain penetration [77].

<table>
<thead>
<tr>
<th>Compound</th>
<th>X</th>
<th>IC$_{50}$ nM</th>
<th>$pK_a$</th>
<th>$P_{\text{app}}^{a}$ (10$^{-6}\text{cm/s}$)</th>
<th>ER$^a$</th>
<th>$C_b$ ((\mu\text{M}))</th>
<th>$A\beta40^b$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathbf{40}$</td>
<td>CH$_2$</td>
<td>32</td>
<td>8.5</td>
<td>1.3</td>
<td>23</td>
<td>0.04</td>
<td>7</td>
</tr>
<tr>
<td>$\mathbf{41}$</td>
<td>cPr</td>
<td>15</td>
<td>7.3</td>
<td>4.0</td>
<td>3.5</td>
<td>0.32</td>
<td>72</td>
</tr>
</tbody>
</table>

$^a$MDR1-MDCK.

$^b$APP51/16 tg mouse; dose: 60 $\mu$mol/kg.
antihistamine withdrawn from the market in 1997 due to instances of cardiac arrhythmia, which was subsequently connected to its potent hERG block. Interestingly, it was later discovered that its principle metabolite, carboxylate 43, not only accounts for all of the therapeutic effects of terfenadine but also exhibits significantly reduced CNS side effects, such as sedation, and greatly improved hERG selectivity [78]. This metabolite was subsequently marketed as fexofenadine, the first of the second-generation antihistamines that are characterized by a lack of the central side effects that are intrinsic to the prior generations.

This improved side effect profile has been attributed to the low CNS exposure of the zwitterionic fexofenadine. It was subsequently shown that terfenadine has a high passive permeability ($P_{\text{app}} = 28.5 \times 10^{-6} \text{cm/s}$), rapidly penetrates the CNS, and does not exhibit markedly different brain uptakes in wild-type and mdr1 KO mice. However, fexofenadine has low passive permeability ($P_{\text{app}} = 6.6 \times 10^{-6} \text{cm/s}$), displays slow brain uptake, and has steady-state brain-to-plasma ratios of 0.005 in mdr1 (+/+), mice and 0.27 in mdr1 (−/−) mice that result in an $in vivo$ efflux ratio of approximately 50. Therefore, the presence of the carboxylic acid moiety in fexofenadine simultaneously reduces passive permeability relative to terfenadine and acts as a recognition element for P-gp efflux [79, 80].

Despite the fact that zwitterions were initially introduced to limit the CNS exposure of first-generation antihistamines, examples of brain-penetrant zwitterionic molecules have been reported in the literature. One such example is a series of melanin-concentrating hormone receptor-1 (MCHR-1) antagonists reported by Mihalic and colleagues at Amgen [81]. The development of MCHR-1 antagonists for the treatment of obesity and mood disorders is an intensely pursued research area in which progress has been severely hampered by hERG channel block and
DeSIgNINg CNS DRUGS FoR opTImAL BRAIN expoSuRe

related cardiovascular risks [82]. Achieving hERG selectivity in their MCHR-1 antagonist series also presented a challenge for the Amgen group. Their lead compound 44 was a potent MCHR-1 antagonist (IC$_{50}$ = 1 nM) with good CNS exposure, a good overall ADME profile, and demonstrated efficacy in reducing food consumption in mice (Table 18.15). However, it was later discovered that 44 was also a potent hERG inhibitor, which prevented its further development. Consequently, the authors considered the incorporation of a carboxylic group into their scaffold.

As a potassium cation channel, hERG has evolved to stabilize positive charge within its central cavity, which may, at least in part, explain why many hERG blockers contain basic amine functionality that can be protonated under normal physiological conditions. This may also rationalize the fact that the presence of a functionality that is negatively charged at physiological pH, such as a carboxylic group, is almost universally detrimental to hERG binding [83]. Indeed, the replacement of the tetrahydropyran in 44 with a cyclohexyl carboxyl group in 45 resulted not only in the maintenance of mCHR-1 potency (IC$_{50}$ = 0.6 nM) but also the near-complete elimination of hERG block (IC$_{50}$ > 5 μM). Importantly, at an oral dose of 10 mg/kg, the compound achieved CNS exposure ($C_{CSF}/C_p$ = 0.21) that was sufficient to produce robust in vivo efficacy in mouse models of obesity. The compound did not affect the body weights of MCHR-1 KO mice, which suggests that the observed reduction in food intake in the wild-type animals was a consequence of MCHR-1 antagonism. Based on these data, compound 45 (AMG 076) was advanced to the clinic. A similar zwitterion approach to improve selectivity was successfully employed in the design of dual H1/5-HT$_{2A}$ antagonists that advanced into the clinical development for the treatment of sleep disorders [84].

<table>
<thead>
<tr>
<th>Compound</th>
<th>MCHR-1 IC$_{50}$ (nM)</th>
<th>hERG IC$_{50}$ (μM)</th>
<th>CL$^b$ (l/h/kg)</th>
<th>$K_p$</th>
<th>$C_{CSF}/C_p$</th>
<th>$C_o$ (μM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>44</td>
<td>1</td>
<td>0.03</td>
<td>0.2</td>
<td></td>
<td></td>
<td>0.04</td>
</tr>
<tr>
<td>45</td>
<td>0.6</td>
<td>&gt;5</td>
<td>0.55</td>
<td>0.4</td>
<td>0.21</td>
<td>0.32</td>
</tr>
</tbody>
</table>

$^a$Rb$^+$ efflux.

$^b$APP51/16 tg mouse; dose: 60 μmol/kg.
Molecular Weight

The CNS drugs tend to be smaller than non-CNS therapeutics. The mean MW of CNS drugs launched between 1983 and 2002 is 310 [43] whereas, in contrast, the mean MW for oral therapeutics (including CNS drugs) is 377 [48]. Levin proposed, on the basis of brain capillary permeability measurements in anesthetized rats, that there is an MW cutoff for passive brain permeability somewhere between MW 400 and 657 [85]. Moreover, following an analysis of CNS versus non-CNS drugs, van de Waterbeemd proposed that the value should be MW less than 450 [50]. Of course, MW reduction often has coincidental beneficial effects on other parameters, such as PSA and cLogP, which are, as discussed earlier, frequently employed CNS optimization strategies in their own right. This approach is typically initiated by deletion studies to establish minimum pharmacophore, which is then optimized while closely monitoring the LE [86] and LLE [53].

An example of this strategy was reported by Verhoest et al. at Pfizer [87]. The goal was to identify a CNS-penetrant selective κ-opioid receptor (KoR) antagonist for treatment of depression and substance abuse. The starting point for their work was a large and lipophilic HTS hit 46 (Table 18.16). It also displayed low selectivity over the μ-opioid receptor (MOR) and had undesirable ADME properties, including high human liver microsomal clearance (>300 (ml/min)/kg) and suspected P-gp efflux (ER = 2.56). By any measure this was a very challenging starting point for a CNS program. However, the Pfizer group elected to leverage the fact that this chemotype was amenable to high-throughput synthesis, and rapidly evaluate the scope for optimization. Physicochemical property constraints for the library synthesis were set around preferred CNS drug properties: 0–1 HBDs, MW <425 and cLogD <3.

The library successfully identified that the peripheral aryl ring in the indolene in 46 could be replaced by smaller heterocyclic and aliphatic amines, exemplified by the sec-butylamine in 47. This compound displayed significantly improved properties relative to the starting hit 46, that is, the LE improved from 0.24 to 0.33, and the LLE improved from 3.82 to 6.20. Interestingly, a couple of analogues that fell outside of the proposed physicochemical constraints were suboptimal with respect to clearance (48a, >304 (ml/min/kg)) or MDR efflux ratio (48b, ER = 14.0). Compound 47 exhibited good brain penetration in rats (AUC0–4h Kp,uu ~1, AUC0–4h CSF/free plasma 1.2, AUC0–4h CSF/free brain ~1.4) with no evidence of active efflux. Following further evaluations compound 47 was selected for progression into the clinical trials.

Molecular Flexibility and Rotational Bonds

Veber and colleagues at GSK have highlighted the importance of molecular flexibility, as measured by the number of rotational bonds (RB), for predicting rat oral bioavailability and permeation rates in an artificial membrane permeation assay [25]. They showed that increased molecular flexibility has a negative effect on the passive permeation. Consistent with the supposition that such effects would have a more
Profound influence at the BBB, Leeson and Davis demonstrated that the average rotational bond count of oral CNS drugs (mean 4.7, median 4.5) within a dataset of oral drugs (1983–2002 NCE list) was reduced relative to the global average across all therapeutic areas (mean 6.4, median 6) [48]. This finding led to the proposed guideline of a rotatable bond count less than 8 as an attribute of a successful CNS drug candidate [47].

Rigidification often involves the introduction of new ring systems into the molecule, which results in significant changes to other physicochemical properties, including the H-bond count, MW, cLogP, and PSA; hence, the reports in which this approach has been used in isolation are rare, that is, see Table 18.9. However, it is a commonly used strategy wherein both covalent [68, 88–90] and noncovalent (intramolecular H-bonding) manifolds have been invoked [91, 30, 29]. For example, intramolecular H-bonding and the resulting reductions in polarity and flexibility have been postulated to contribute to the improved brain exposure of the NK1 antagonist pD 174424 [91] and the S1P1 agonist 50 [29] (Fig. 18.5).

### Table 18.16 KOR antagonists: reduce MW & HBD count to improve $P_{app}$ [87]

<table>
<thead>
<tr>
<th>Compound</th>
<th>R1</th>
<th>R2</th>
<th>MW</th>
<th>cLogD</th>
<th>KOR $K_i$ (nM)</th>
<th>HLM $^b$ (ml/min)/kg</th>
<th>ER</th>
</tr>
</thead>
<tbody>
<tr>
<td>46</td>
<td></td>
<td></td>
<td>462</td>
<td>4.1</td>
<td>9</td>
<td>&gt;300</td>
<td>2.56</td>
</tr>
<tr>
<td>47</td>
<td></td>
<td></td>
<td>372.5</td>
<td>2.3</td>
<td>3.0</td>
<td>27.6</td>
<td>1.96</td>
</tr>
<tr>
<td>48a</td>
<td>F</td>
<td></td>
<td>460.6</td>
<td>3.6</td>
<td>8.8</td>
<td>&gt;304</td>
<td>1.50</td>
</tr>
<tr>
<td>48b</td>
<td>H</td>
<td></td>
<td>472.6</td>
<td>1.5</td>
<td>1.1</td>
<td>163</td>
<td>14.0</td>
</tr>
</tbody>
</table>

$^a$Human KOR binding.

$^b$Human liver microsome intrinsic clearance.

---

Profound influence at the BBB, Leeson and Davis demonstrated that the average rotational bond count of oral CNS drugs (mean 4.7, median 4.5) within a dataset of oral drugs (1983–2002 NCE list) was reduced relative to the global average across all therapeutic areas (mean 6.4, median 6) [48]. This finding led to the proposed guideline of a rotatable bond count less than 8 as an attribute of a successful CNS drug candidate [47].

Rigidification often involves the introduction of new ring systems into the molecule, which results in significant changes to other physicochemical properties, including the H-bond count, MW, cLogP, and PSA; hence, the reports in which this approach has been used in isolation are rare, that is, see Table 18.9. However, it is a commonly used strategy wherein both covalent [68, 88–90] and noncovalent (intramolecular H-bonding) manifolds have been invoked [91, 30, 29]. For example, intramolecular H-bonding and the resulting reductions in polarity and flexibility have been postulated to contribute to the improved brain exposure of the NK1 antagonist pD 174424 [91] and the S1P1 agonist 50 [29] (Fig. 18.5).
Achieving optimal BBB penetration is a unique and major challenge in CNS drug discovery [4]. In order to address this challenge successfully and enable an effective optimization process, good understanding of structure–brain exposure relationship is essential. It is important to understand that total brain concentration, still commonly reported as a measure of CNS exposure, is more a measure of nonspecific binding to brain tissue rather than pharmacologically relevant concentrations. Reliance on total brain levels is frequently misleading and inevitably and unnecessarily leads to large and highly lipophilic molecules. Over recent years a large body of evidence has accumulated to show that unbound brain concentration is more reflective of the target site concentration and, ultimately, drug in vivo efficacy.

Due to relatively simple and straightforward sampling, CSF concentrations are commonly used as a surrogate marker for unbound drug concentrations in the brain. However, CSF can only serve as a good surrogate for drugs that are not P-gp substrates and have good membrane permeability. For highly effluxed drugs $K_{\text{pu,CFS}}$ was found to overpredict $K_{\text{pu,CSF}}$, which can be attributed to either a lower efflux capacity of the BCSFB compared to the BBB [92], or a possibility that the BCSFB has P-gp that moves substrates from blood into the CSF. It is, therefore, important to consider these three parameters, namely $C_{\text{CSF}}$, P-gp, and $P_{\text{app}}$, in addition to standard ADME parameters, to guide medicinal chemistry strategy and optimization efforts for CNS targets.

These three additional parameters significantly narrow the optimal CNS physico-chemical properties space, that is, CNS drugs are generally smaller, have fewer HBDs, and smaller PSA when compared to non-CNS drugs [41]. Median values derived from analysis of marketed CNS drugs offer useful guidance when defining a desirable CNS candidate profile [43]:

\[
\text{cLogP} = 2.8 \\
\text{cLogD} = 1.7
\]
Molecular descriptors related to H-bonding are often dominant parameters affecting unbound brain exposure. This is due to the additive combination of detrimental effects that H-bonding is generally associated with, namely, poor passive permeability and increased risk of interactions with efflux transporters. For example, addition of two HBDs to the structure of a centrally acting drug can result in a twofold reduction of unbound brain exposure [92].

Contrary to early reports based on total brain concentrations, lipophilicity is not correlated with unbound brain exposure. Without an active transport mechanism in operation, a certain minimum lipophilicity is required to facilitate permeation through the hydrophobic BBB membrane. As the size of the drug molecule increases, the lipophilicity of the molecule needs to increase to maintain the same chance of success in crossing the BBB [44]. However, once that minimum lipophilicity is achieved, which is defined as sufficient to provide $P_{\text{app}} > 200 \text{nm/s}$, further increases in LogD/LogP are likely to be detrimental, increasing the extent of nonspecific binding and introducing a number of additional metabolic and toxicological liabilities [53].

Balancing multiple and often opposing physicochemical properties in SAR optimization to address deficits in one without affecting other parameters is one of the greatest challenges for medicinal chemists across all therapeutic areas. As a consequence of additional parameters that need to be considered for optimal brain exposure, the complexities presented to medicinal chemists in CNS drug discovery are even greater [4]. To be successful in this field access to relevant and high-quality data, together with the ability to translate those data effectively into the medicinal chemistry design strategy, is critical.
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Traditionally, increasing lipophilicity was used to optimize blood–brain barrier (BBB) permeability (rate), and brain-to-plasma (B/P) ratios were used to determine BBB penetration (extent) of drug molecules. Although both are important considerations, lipophilicity and B/P ratios alone are insufficient to predict or characterize pharmacologically relevant brain exposures of drugs. Over the years, other structural properties (e.g., MW, PSA, H-bonds, and $pK_a$) have become increasingly important considerations for permeability, and current approaches take a more balanced viewpoint [1]. Furthermore, and based on the free drug hypothesis, brain penetration is expressed in terms of unbound drug levels in brain, plasma, and cerebrospinal fluid (CSF), and free brain concentration/free plasma concentration is used to more accurately predict and rationalize CNS target engagement and in vivo effects than B/P ratio [2]. The most successful medicinal chemistry strategies for increasing brain penetration are (i) to design new molecules with physicochemical properties that are favorable for passive diffusion across the endothelial cells of the BBB; and (ii) to design new molecules to circumvent efflux by transporters, in particular, P-glycoprotein (P-gp). In this chapter, case studies taken from the literature will
illustrate the medicinal chemistry optimization of lead molecules to improve brain permeability and penetration. Consideration as to how the structural modifications affect physicochemical properties during the optimization of brain penetration will be made. The case studies will be divided into two categories: (1) optimization of passive permeability; and (2) strategies for the mitigation of P-gp efflux.

**OPTIMIZATION OF PASSIVE PERMEABILITY**

Passive diffusion through the cellular membrane is considered to be the major route of drug permeation through the BBB [3]. The requirements for passive diffusion by a molecule are conveniently defined by a number of structural properties, which include lipophilicity, molecular weight (MW), polar surface area (PSA), numbers of hydrogen-bond acceptors (HBA) and hydrogen-bond donors (HBD), and charge. An increasing number of rules and guidelines that predict BBB permeability based upon these structural properties have been put forward. The important structural properties that influence BBB permeation and that are commonly used in guidelines based upon these properties will be described briefly, followed by representative case studies that utilize these properties to optimize compounds for brain penetration (exposure). Ideally, structural modifications should be based on unbound brain-to-unbound plasma ratio ($K_{puu}$); here, B/P ratio is used assuming binding to plasma is similar to binding to brain tissues, as the field is going through a paradigm shift on using $K_{puu}$ regularly during medicinal chemistry design [2].

**Structural Properties**

(i) Lipophilicity (e.g., LogD and cLogP). Historically, lipophilicity was the first of the structural properties to be recognized as important for CNS penetration. As early as 1897, Overton observed correlations between oil–water partition coefficients and narcotic potencies of a series of compounds in tadpoles [4]. By the 1960s, Hansch introduced the octanol/water system, which became the standard for measuring partition coefficients, and he demonstrated that BBB permeation is optimal when the LogP values are in the range of 1.5–2.7, with the mean value of 2.1 [5]. In line with Hansch’s findings, the mean value for cLogP for 74 marketed CNS drugs has been reported by Leeson to be 2.5 [6]. A number of different guidelines for predicting BBB permeation based on structural properties have been proposed [3, 7–13], which suggests preferred ranges for LogP of between 1 and 5 (Table 19.1). In addition to permeability, lipophilicity plays an important role in other pharmacokinetic properties that may affect the efficacy of a CNS drug. For example, high lipophilicity will reduce aqueous solubility, and it can contribute to excessive volumes of distribution, and increased metabolic liability.

(ii) Molecular weight (MW). CNS drugs tend to have lower MW compared with other therapeutics; for marketed CNS drugs, the mean value of MW is 310, whereas the average MW of all marketed oral drugs is 377 [6]. Rules for
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>MW</td>
<td>—</td>
<td>310</td>
<td>&lt;450</td>
<td>—</td>
<td>&lt;500</td>
<td>&lt;400</td>
<td>319</td>
<td>&lt;450</td>
<td>&lt;450</td>
<td>≤360</td>
<td>&gt;500</td>
<td></td>
</tr>
<tr>
<td>LogP</td>
<td>1.5–2.7</td>
<td>2.5</td>
<td>—</td>
<td>—</td>
<td>≤5</td>
<td>≤5</td>
<td>3.43</td>
<td>&lt;5</td>
<td>2–4</td>
<td>≤3</td>
<td>&gt;5</td>
<td></td>
</tr>
<tr>
<td>LogD</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>2–4</td>
<td>≤2</td>
<td>&gt;4</td>
<td></td>
</tr>
<tr>
<td>PSA</td>
<td>—</td>
<td>—</td>
<td>≤90</td>
<td>60–70</td>
<td>—</td>
<td>—</td>
<td>40</td>
<td>60–70</td>
<td>&lt;7</td>
<td>40–90</td>
<td>&lt;20, &gt;120</td>
<td></td>
</tr>
<tr>
<td>HBD</td>
<td>—</td>
<td>1.5</td>
<td>—</td>
<td>—</td>
<td>≤5</td>
<td>≤3</td>
<td>0.85</td>
<td>&lt;3</td>
<td>0–1</td>
<td>≤0.5</td>
<td>&gt;3.5</td>
<td></td>
</tr>
<tr>
<td>HBA</td>
<td>—</td>
<td>3.74</td>
<td>—</td>
<td>—</td>
<td>≤10</td>
<td>≤7</td>
<td>3.56</td>
<td>&lt;7</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>pK_{a}</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>7.5–10.5</td>
<td>—</td>
<td>≤8</td>
<td>&gt;10</td>
<td></td>
</tr>
</tbody>
</table>

a, more desirable range; b, less desirable range.
predicting BBB tend to place the MW cutoff for BBB penetration in the 400–500 Da range (Table 19.1).

(iii) Polar surface area (PSA). The importance of PSA as a predictor for BBB penetration was first introduced by van de Waterbeemd and Kansy in the early 1990s [7]. The PSA for marketed CNS drugs (estimated at 50–60 Å²) is significantly less than that for all marketed oral drugs (estimated at 100–110 Å²). The suggested cutoff for BBB penetration is, generally, to keep PSA values below 70–90 Å² (Table 19.1). As the PSA of a molecule rises above this cutoff, the potential for poor passive permeability increases. However, a compound with a quaternary nitrogen atom may have a low PSA value, but it is highly unlikely to permeate a membrane via passive diffusion [14]. Conversely, some compounds with very high PSA values may still cross membranes, if they are substrates for active transport systems or if the polarity is masked (e.g., internal H-bonding) [15].

(iv) Hydrogen-bonding (H-bonding). Closely related to PSA and the potential to cross the BBB is the H-bonding capability of a molecule. On average, marketed CNS drugs contain 2.1 HBAs and 1.5 HBDs, considerably less than the 3.7 HBAs and 1.8 HBDs for all oral drugs [6].

(v) Charge. The majority of marketed CNS drugs contain a basic amine group. At physiological pH (e.g., pH 7.4), basic amines exist in equilibrium between the charged and neutral forms, with the greater fraction of neutrals favoring partition into membrane lipids and brain permeation. By contrast, a strong acid (pKₐ < 4) or a strong base (pKₐ > 10) will be fully ionized at physiological pH, and these compounds rarely penetrate the BBB unless by active transport [16]. Guidelines limiting the pKₐ of a compound to between 4 and 10 for a CNS compound have been suggested [14].

Physicochemical Properties: Solubility and Passive Permeability

The interaction of a compound with its physical environment determines its physicochemical properties (e.g., solubility and passive permeability). This interaction is determined by the interplay of the structural properties outlined earlier. Taking pKₐ as an example, the pKₐ determines the degree of ionization, and it has a major effect on solubility and permeability. Ionized molecules are more polar and more soluble in aqueous solution than in their neutral form. However, ionized molecules are less permeable than in their neutral form. In the neutral form, the molecule is more lipophilic and permeates via passive diffusion. For an orally administered CNS drug to be efficacious, it needs to cross two biological barriers, the gastrointestinal (GI) tract and the BBB, before it can reach its intended target. (For a target that is inside the cell, the drug also needs to cross the cell membrane.) While formulation has been an effective tactic to affect dissolution and absorption across the GI tract, solubility remains an important requirement for a CNS drug, as demonstrated by Alelyunas, who determined the solubility of 98 marketed CNS drugs in pH 7.4 buffer [17]. Over 85% of the drugs tested had high aqueous solubility (>100 μM), but only seven drugs
had low solubility (<10μM), two of which had very poor solubility less than 1 μM. Of the seven drugs with poor solubility, three are no longer on the market, while the remaining four (Fig. 19.1) are all administered at relatively low daily doses (e.g., <0.5 mg/kg: quazepam (15 mg); metaclazepam (15 mg); ziprasidone (20 mg); and aripiperazole (10 mg)). Although the structural properties of these compounds are generally within Lipinski rules for oral absorption, the combination of high MW, high lipophilicity, and low PSA predicts the potential for poor solubility. Presumably, the attributes of high potency and high permeability for these four drugs may compensate for their low aqueous solubility. It should be stressed, however, that these four drugs are very much the exceptions to the norm. Indeed, Lipinski described the estimation, which is used at Pfizer, to determine the minimum acceptable thermodynamic solubility required for an orally active drug with low, medium, and high permeability values at a particular clinical dose [18]. For example, to achieve oral absorption, a compound with medium intestinal permeability and a projected human potency of 1 mg/kg (e.g., 50–100 mg dose) needs a minimum aqueous solubility of 52 μg/ml. Thus, for a drug with an MW of 310 (the average MW for a CNS drug), it would require an aqueous solubility of approximately 165 μM.

Biochemical Properties: Metabolic Stability and Plasma Protein Binding

As the interaction of a compound with its physical environment determines its physicochemical properties, the interaction of a compound with proteins determines its biochemical properties (e.g., microsomal stability and plasma protein binding (PPB)). This interaction is also determined by the interplay of the structural properties outlined earlier. Although Phase I and II metabolisms have been observed in BBB endothelial cells [19], the rate of metabolism at the BBB is likely small. However, the first-pass metabolism of an orally administered drug significantly influences bioavailability, thus reducing plasma concentration; this is one of the primary reasons molecules do not reach adequate brain concentration. Improving metabolic stability and lowering intrinsic clearance are, therefore, important strategies, not only for
increasing oral bioavailability, but also for increasing brain exposure. Protein binding in blood and binding in brain tissue are important considerations for CNS drugs, as, according to the free drug hypothesis, only the free drug can pass through cell membranes by passive diffusion and interact with the therapeutic target. CNS drugs are generally moderately basic molecules that bind to both human serum albumin and α-acid glycoprotein, and many CNS drugs have high protein binding (>99%). The use of PPB, therefore, can be misleading during the lead optimization phase, and it should only be used in conjunction with exposure data to convert total drug to free drug and to give insight into PK/PD relationships. The key parameter is the free drug concentration in brain in the biophase surrounding the therapeutic target. For drugs with good BBB permeability, and that are not transporter substrates, the free drug concentration in brain is approximately the same as in plasma [20].

In summary, the structural properties considered important for BBB permeation and brain penetration are intertwined, and changing a molecule to adjust one attribute will inevitably change other properties. These changes, in turn, will lead to changes in solubility, permeability, and metabolic stability. Clearly, the complex structure of the BBB makes brain penetration a complicated process which cannot always be rationalized on the basis of a single parameter. The following examples illustrate that rather than focusing on changing a single attribute (e.g., lipophilicity) and bringing its value in line with a particular structural guideline (e.g., $\text{cLogP} \ 1–5$), the overall balance of structural properties needs to be considered and optimized to design compounds for optimal brain penetration. The medicinal chemistry tactics of (i) conformational constraint; (ii) bioisosteric replacement; (iii) incorporation of fluorine; and (iv) increasing metabolic stability are used to optimize structural properties and passive permeability and to improve brain penetration.

**Conformational Constraint** Conformational constraint is the introduction of a more rigid, generally cyclic region into the molecule. Such a change is usually accompanied by a reduction in (i) number of H-bond donors; (ii) PSA; and (iii) number of conformations, leading to an improvement in passive permeability with minimal loss of the functional groups that are required for activity. In the following example, conformational constraint of a polar moiety lowers PSA and the number of HBDs, and increases lipophilicity.

**Acylguanidine to a 2-Aminopyridine** In the BACE1 inhibitor program for Alzheimer’s disease at Wyeth [21], the discovery team found that the initial HTS hit (the acylguanidine BACE inhibitor (1)), which demonstrated promising activity, had a poor B/P ratio (0.04) (Fig. 19.2). The highly polar nature of the acylguanidine moiety was considered likely to limit the permeability of 1 (PSA = 85 Å²). Modification of the acylguanidine moiety to reduce PSA and to improve permeability led to the identification of the 2-aminopyridine group as an excellent replacement for the acylguanidine. The resulting 2-aminopyridine 2 retained similar BACE1 activity as 1, but it had a significantly lower PSA (~43 Å²) and a dramatically increased B/P ratio (1.7). Further optimization through modulation of the two phenyl substituents led to the analog 3, with improved BACE1 activity and a B/P ratio close to unity (1.1).
Interestingly, although there was a dramatic improvement in activity and BBB permeation on going from the HTS hit 1 to the optimized analog 3, the overall change in PSA was very small (−9 Å²). Rather, the structural changes between the acylguanidine 1 and the 2-aminopyridine 3 led to a significant increase in lipophilicity (+2.2), a reduction in pKᵦ to 6.9, and, crucially, to a decrease in the number of HBds from four to two. Combined, the effects of these changes resulted in a more balanced physicochemical profile and the observed improvement in brain exposure.

Sulfonamide NH to an Indole  Brain-penetrant 5-HT₆ receptor antagonists have potentially beneficial effects in the treatment of learning and memory disorders, such as Alzheimer’s disease. Researchers at GlaxoSmithKline identified benzazepine 4 as a potent and selective 5-HT₆ receptor antagonist lead (pKᵦ = 8.7) (Fig. 19.3) [22]. PK studies in rat indicated that compound 4 had a promising brain-to-blood ratio of 0.5. It was reasoned that conformational constraint and removal of the sulfonamide NH group would further improve permeability and lead to a higher brain-to-blood ratio. Incorporation of the NH group into an indole ring gave the tricyclic compound 5, which had encouraging potency as a functional antagonist at the 5-HT₆ receptor (pKᵦ = 8.8). Unfortunately, compound 5 had poor in vitro metabolic stability in rat microsomes (CLᵢ = 7.1 ml/min/g liver). Substitutions to the arylsulfone and indole positions of the tricyclic core were investigated, and the 3-chloro substituted phenylsulfone 6 was identified with optimal potency and improved metabolic stability (CLᵢ = 2.5 ml/min/g liver). Encouragingly, oral dosing of compound 6 in rat gave a brain-to-blood ratio of 5:1, confirming that the use of conformational constraint and reduction in HBds had improved brain penetration. However, plasma concentrations of 6 were low, suggesting that
that further improvement in metabolic stability was required. The 3-position of the indolyl core was identified as a potential metabolic soft spot. Introduction of a chlorine substituent at the 3-position gave compound 7, which retained activity and had improved in vitro metabolic stability in rat microsomes (CLi = 1.7 ml/min/g liver) relative to both 5 and 6. The brain-to-blood ratio for compound 7 was not reported, but 7 was progressed to a rat ex vivo binding assay and showed an ED50 = 4 mg/kg following oral dosing, suggesting brain penetration of compound 7.

Bioisosteric Replacement
To enhance the desired biological or physical properties of a compound without making significant changes in chemical structure, exchanging one functional group for another functional group is a commonly used tactic in medicinal chemistry [23]. Heterocyclic compounds bearing multiple HBDs are often associated with poor permeability. The bioisosteric replacement of a heterocyclic NH group by an alternative heterocycle, in which the NH is either capped or replaced, is commonly used to improve permeability.

Imidazole Replaced by Furan
A brain-penetrant and selective B-Raf inhibitor may have utility as a neuroprotective agent for the treatment of stroke. The imidazole 8 was discovered by scientists at GlaxoSmithKline to be a potent and selective inhibitor of B-Raf kinase (Fig. 19.4) [24]. However, compound 8 had poor brain penetration (brain-to-blood ratio 0.14), which was far from optimal for this indication. To improve the CNS penetration of the series (target brain-to-blood ratio > 0.5), bioisosteres of the imidazole core that reduced PSA and HBDs were investigated, which led to the discovery of the furan analog 9. The furan 9 retained similar B-Raf activity as 8, but it had a lower PSA, one fewer HBD, and increased lipophilicity, which resulted in a significantly improved brain-to-blood ratio (1.33–1). Interestingly, the furan 10, an isomer of 9 with identical structural properties (e.g., MW, PSA, H-bonds, pKₐ), had a lower brain-to-blood ratio (0.56).

Incorporation of Fluorine
Fluorine has a small atomic radius and is able to be both electron-withdrawing and lipophilic, while maintaining a unique ability to accept H-bonds and block metabolic sites. Strong bases (pKₐ > 10) will likely be fully ionized at a physiological pH of 7.4, and are unlikely to cross membranes by passive
diffusion in this form. Strategies to improve brain penetration of strongly basic amines include reduction in the basicity of the nitrogen through the addition of an appropriately positioned electron-withdrawing group [25]. The strategic use of fluorine to improve brain penetration through modulation of $pK_a$ is highlighted in the following example.

**Modulation of $pK_a$** Neuropeptide Y (NPY) is a 36 amino acid peptide widely distributed in both the CNS and in peripheral neurons. NPY has a range of biological actions that include stimulation of food intake and control of mood. As part of a project to discover potent selective NPY Y1 receptor antagonists, researchers at Glaxo [26] discovered a novel series of carbazole derivatives (Fig. 19.5). The piperidine-substituted analog 11 had high affinity for NPY Y1, but poor permeability and brain penetration in rat (B/P = 0.12). It was hypothesized that the strongly basic character of the piperidine group ($pK_a = 11$) was a major contributing factor for the poor pharmacokinetic profile and brain exposure of 11. A focused exploration around the piperidine side-chain was made with modifications targeting reduction of the $pK_a$ of the secondary amine. Studies indicated that affinity can be maintained or even improved, while reducing the basicity of the nitrogen. Methylation of the piperidine nitrogen (compound 12) lowered the $pK_a$ below 10, eliminated the HBD, and, as a result, compound 12 significantly improved brain penetration (B/P = 0.8). Introduction of an electron-withdrawing fluorine at the $\beta$-position of a piperidine will significantly lower the $pK_a$ on the amine. For example, the $pK_a$ of the cis-isomer 13 ($pK_a = 7.9$) and the trans-isomer 14 ($pK_a = 6.5$) were significantly lower than for the parent piperidine 11 ($pK_a = 11$). As expected, an improvement in the pharmacokinetic parameters was seen with compounds bearing less basic amine groups. Indeed, with other parameters effectively constant, a trend toward greater brain penetration was
observed with decreasing pKₐ. Thus, the B/P ratios of compounds 11, 12, 13, and 14 were measured as 0.12, 0.8, 4.2, and 8.2, respectively, as the pKₐ decreased from 11 to 9.7, to 7.9, and to 6.5, respectively. An assessment of P-gp liability was not reported (e.g., Mdr1-MdCK); however, the poor brain penetration observed for compound 11 could be due to P-gp efflux. P-gp efflux is often associated with highly basic amines [15], and brain penetration improved as the amine basicity was reduced (see Section “Tactics for the Mitigation of P-gp Efflux”).

**Modulation of pKₐ and Increased Lipophilicity** 5-HT₅A receptor antagonists have potential use in the treatment of mood disorders, including schizophrenia. Peters at Hoffmann-La Roche [27] identified the novel cyclic guanidine 15 as a promising lead 5-HT₅A antagonist (Fig. 19.6). Mouse PK studies on 15, however, indicated resistance to brain penetration and a modest B/P ratio of 0.2. Since the lipophilicity of 15 (LogD₇.₄ = 0) was in the low range for CNS drugs (Table 19.1), a variety of substituents were attached at the 2-NH₂ substituent in an effort to increase lipophilicity and brain penetration. Due to its straightforward synthesis, compound 17 was chosen as a model compound (see box in Figure 19.6). Attachment of lipophilic alkyl chains to the 2-amino group of 17, however, did not lead to the higher LogD values expected from cLogP calculations, which predict a lipophilicity increase of approximately 0.5 log units per methylene unit (e.g., compare 18 and 19). Instead, a strategy that lowered the guanidine basicity was investigated. It was found that the attachment of small, lipophilic, and electron-withdrawing fluoro-ethyl substituents (e.g., difluoro analog 20 and trifluoromethyl analog 21) was a better way to improve LogD₇.₄ by increasing not only the lipophilicity, cLogP, but also by lowering the high basicity (pKₐ) of the guanidine core. The reduction of pKₐ leads to a smaller pH-dependent term in Equation 19.1 and, thus, contributes to the increase in the measured lipophilicity (LogD₇.₄). To further increase the lipophilicity, the lipophilic, electron-withdrawing 5-chloro substituent
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was reintroduced (e.g., 16), which further lowered the basicity of the guanidine core. Compound 16 had similar potency as the lead 15, but with a lower pK$_a$, lower measured lipophilicity, and one fewer HBD. Compound 16 was evaluated in a mouse pharmacokinetic experiment and showed an improved B/P ratio as compared to 15 (~20-fold increase), with otherwise similar pharmacokinetic properties.

Increasing Metabolic Stability  The first-pass metabolism of an orally administered drug is one of the primary reasons that a molecule may not reach adequate brain levels. In such cases, improving metabolic stability and lowering clearance is an important strategy for increasing free brain drug concentration.

Scaffold Hopping to Improve Metabolic Stability  Scaffold hopping has been widely applied by medicinal chemists to discover equipotent compounds having novel backbones with improved properties [28]. In this example, scaffold hopping and optimization of ring substituents were used to identify microsomal stable and brain-penetrant CRF-1 receptor antagonists as potential anxiolytic and antidepressant agents [29]. The lead molecule at Neurogen (e.g., isoquinoline 22) was highly lipophilic (cLogP = 8.1) and gave very poor oral bioavailability (F = 5%) in a rat PK experiment (Fig. 19.7). In an effort to increase hydrophilicity and to improve general pharmacokinetic properties, the bicyclic isoquinoline 22 was replaced with less lipophilic, monocyclic pyrimidone cores (e.g., 23). However, despite lower lipophilicity and increased solubility relative to the isoquinoline 22, very poor oral exposures in rat were observed. The low oral exposures were attributed to metabolic liabilities (rat microsomes $T_{1/2} = 3.6$ min), which proved difficult to overcome within the pyrimidine series. To circumvent this issue, other monocyclic heterocycles, as replacements of the pyrimidine core, were examined, and a series of pyrazines were discovered with improved microsomal stability. Following optimization of the aryl substituents, pyrazine 24 was identified. Although lipophilicity had increased and aqueous solubility was poor, the
stability (rat microsomes $T_{1/2}>120$ min) was considerably increased, and excellent oral exposure ($%F=45$) and high B/P ratio (5.4) were observed. In order to quantitatively evaluate the rat cortical CRF-1 receptor occupancy of 24 following oral dosing, *ex vivo* binding methods were utilized. Dose–response studies determined the dose of 24 required for 50% receptor occupancy (*ex vivo* ID$_{50}$) to be 2.0 mg/kg, and the plasma concentration that was associated with 50% occupancy of brain CRF-1 receptors (*ex vivo* IC$_{50}$) was determined to be 71 ng/ml. However, the development of 24 was halted following mass balance studies with $[^{14}$C]-24 in rat, which indicated extensive accumulation in adipose tissue. This finding, in addition to a very long terminal half-life in rat ($T_{1/2}=41$ h), raised a potential safety issue for chronic dosing in humans. To lower the propensity to partition into adipose tissue, a strategy to reduce the lipophilicity and to increase aqueous solubility of molecules was followed. It was discovered that the aryl ring could be replaced by an appropriately substituted pyridine (e.g., 25). The weakly basic ($pK_a=7.4$) pyridine 25 was more soluble and less lipophilic than 24. In a rat PK study, 25 demonstrated good oral bioavailability ($%F=51$), a B/P ratio closer to unity (1.7), and a considerably shorter half-life. Mass balance studies in rat indicated that 25 did not accumulate in adipose tissue. Furthermore, *ex vivo* binding determined improved *in vivo* potency for 25; an *ex vivo* ID$_{50}=0.7$ mg/kg with an *ex vivo* IC$_{50}=15$ ng/ml. In summary, the optimization of isoquinoline 22, resulting in pyrazine 25, significantly improved calculated structural properties (e.g., cLogP: $-3.0$, MW: $-127$, and PSA: $+45$), further resulting in enhanced solubility and metabolic stability. Although there are now two HBDs in 25, the isopentyl amine NH potentially forms a “masking” H-bond with the pyrazine methoxy substituent.

**TACTICS FOR THE MITIGATION OF P-gp EFFLUX**

P-gp (or MDR1) is a 170 kDa transmembrane glycoprotein encoded by the ABCB1 gene in humans. P-gp is one of the most important members of the super family of 51 human genes, which encode ATP-binding cassette (ABC) transporters using the energy of ATP hydrolysis to actively extrude molecules across a lipid membrane.
P-gp was the first ABC transporter to be cloned, and it is widely expressed in particular at the BBB and BCSFB. Because of this localization, P-gp can play a significant role in the disposition of drugs targeted for the CNS, which are P-gp substrates. P-gp has a broad substrate specificity, accepting a wide range of structurally diverse substrates. A crystal structure of P-gp reveals that it has a large ligand-binding site, allowing simultaneous binding of various ligands at different positions within the site [30].

The importance of these factors on CNS exposure has propelled testing for P-gp substrates to earlier stages of the drug discovery processes. In vitro assays and in vivo models for assessing the potential for P-gp efflux have been discussed in earlier chapters. The most commonly used system is the Madin–Darby canine kidney (MDCK) epithelial cells that express the human ABCB1 gene by transfection (MDR1-MDCK). In this type of assay, permeability measurements are made in the apical-to-basal (AB) and basal-to-apical (BA) directions across a confluent cell monolayer, in the absence and presence of a specific P-gp inhibitor. Moderate AB permeability in parental MDCK and LLC-PK assays is considered to reside in the $10 \times 10^{-6}$ cm/s range; rates above that value are considered to be high permeability. The BA/AB ratio, or efflux ratio (ER), of these permeability values can be used to provide an estimate of P-gp involvement. Generally, values above a cutoff determined experimentally are used to rank-order potential P-gp substrates. Given its lower cost, higher throughput, and absence of transport proteins, the parallel artificial membrane permeability assay (PAMPA) is used as a filter assay to triage compounds with sufficient passive permeability to test in MDCK assays. The impact of P-gp in vivo can be assessed by comparing the exposure of compounds in wild-type mdr1a (+/+ ) versus mdr1a (−/−) KO mice. Alternatively, a number of small-molecule P-gp inhibitors (e.g., cyclosporine, verapamil) have been used to create “chemical” P-gp knockouts, with the advantage that these inhibitors expand the scope of studies into species beyond mice [31].

Discovering that a compound is a P-gp substrate is not necessarily the end of the discovery road for the compound. A number of CNS drugs are now known to be P-gp substrates. However, in addition to potentially poor brain exposure, there are a number of risks to developing a P-gp substrate. For example, unknown unbound brain concentration in humans, low confidence in PK/PD translation across species, and interindividual variability in both oral and brain exposure could result in greater differences in efficacy, significant increases in peripheral drug exposure, and an increased risk of drug–drug interactions, particularly with another P-gp-interacting compound. It is, therefore, strongly recommended that, should P-gp efflux be identified for a series, SAR around P-gp must be developed, and that mitigation strategies also must be developed. The predominant approaches for mitigation of P-gp are the modulation of H-bonding characteristics and modulation of amine basicity. Examples of P-gp mitigation using these strategies are given in the following section.

**Scaffold Change to Eliminate an NH Group**

As part of the cannabinoid CB$_2$ agonist program for pain at Glaxo, the 6-azaindole 26 was identified as a potent (CB$_2$, EC$_{50} = 11$ nM) and selective (CB$_2$, EC$_{50} > 10 \mu$M) lead (Fig. 19.8) [32]. However, 26 had very low CNS penetration (mouse brain-to-blood ratio of $<0.05$), and it was then demonstrated to be a P-gp substrate (ER = 74). The
structural properties of 26 are in line with those required for good permeability, but the presence of two HBDS could be associated with the P-gp interaction. To remove one HBD, 26 was N-methylated, but this led to a significant loss in activity. A creative solution was to prepare the isomeric 5-aza indole analog 27, which preserved the CB2 potency (CB2 EC50 = 5 nM) but eliminated the aza indole NH. Significantly, compound 27 had an improved solubility in simulated intestinal fluid (pH 5.0) and an improvement in er (2.9), which indicated low affinity for P-gp compared to 26 (er = 74). In rat PK studies, 27 had excellent oral bioavailability (F = 82%) and a brain-to-blood ratio close to unity (1.04). Compound 27 was efficacious in a chronic joint pain model, with efficacy equivalent to rofecoxib.

Replacement of HBDS

Inhibition of phosphodiesterase 10A (PDE10A) has emerged as a potential target to treat schizophrenia. Following an HTS screening campaign at Amgen [33], benzimidazole 28 was identified as a potent hit (IC50 = 9.7 nM) (Fig. 19.9). Compound 28 had acceptable passive permeability, but high efflux in human and rat transfected MDR1-MDCK cells (ER = 25 and 13, respectively). Substitution of the pyridine ring on 28 with morpholine produced 29, which resulted in an improved potency (IC50 = 1.1 nM) and one fewer HBD. Interestingly, this brought about a decrease of the ER in humans (11) but an increase in rats (33). Because the co-crystal structure of 28 in PDE10A suggested that the N–H bond on the amine linker was not essential, the amine linker on 29 was replaced with a carbonyl group. The resulting keto-benzimidazole 30 (HBD = 1) had slightly reduced PDE10A potency and exhibited low ER in humans and rats (0.9 and 1.0, respectively). Compound 30 was advanced into a liquid chromatography–mass spectrometry (LC-MS)/MS receptor occupancy assay to assess its CNS target coverage; it gave 21% receptor occupancy at 10 mg/kg and 55% receptor occupancy at 30 mg/kg.
Scaffold Change to Eliminate an NH Group

In a second PDE10A project example from Amgen [34], the NH-linked benzimidazole 31 had 3 HBDS and a very high ER (77). In this example, the hydrogen bond donor in the benzimidazole, itself, was capped or replaced by another heteroatom. The N-methyl analog 32 retained activity, which indicated that the benzimidazole NH was not essential for PDE10A activity, retained passive permeability, and decreased efflux (ER = 6). The benzoxazole 33 was fivefold less active than 31, but it showed a further reduction in efflux (ER = 3.4). Finally, the benzothiazole 34 gave the most significant improvement in lowering efflux (ER = 1.1), although the passive permeability also was significantly reduced ($P_{\text{app}} < 10 \times 10^{-6} \text{cm/s}$) (Table 19.2).

### TABLE 19.2 The effect of changing the heterocycle on P-gp efflux ratio

<table>
<thead>
<tr>
<th>Compound</th>
<th>X</th>
<th>PDE10A IC$_{50}$ (nM)</th>
<th>$P_{\text{app}}$</th>
<th>ER</th>
<th>MW</th>
<th>cLogP</th>
<th>PSA</th>
<th>HBD</th>
</tr>
</thead>
<tbody>
<tr>
<td>31</td>
<td>NH</td>
<td>0.09</td>
<td>42</td>
<td>77</td>
<td>415</td>
<td>4.4</td>
<td>81</td>
<td>3</td>
</tr>
<tr>
<td>32</td>
<td>NMe</td>
<td>0.06</td>
<td>39</td>
<td>6</td>
<td>429</td>
<td>4.6</td>
<td>73</td>
<td>2</td>
</tr>
<tr>
<td>33</td>
<td>O</td>
<td>0.51</td>
<td>24</td>
<td>3.4</td>
<td>416</td>
<td>4.5</td>
<td>79</td>
<td>2</td>
</tr>
<tr>
<td>34</td>
<td>S</td>
<td>0.20</td>
<td>8</td>
<td>1.1</td>
<td>432</td>
<td>5.8</td>
<td>69</td>
<td>2</td>
</tr>
</tbody>
</table>

*a* Apparent permeability rates ($10^{-6}\text{cm/s}$) through porcine proximal tubule cells (LLC-PK1 cell line).

*b* Efflux ratio.
Intramolecular Hydrogen-Bonding

In an elegant example from a BACE1 inhibitor program for Alzheimer’s disease at Amgen, the lead compound, azachromane 35, had promising cell activity (IC$_{50}$ = 12 nM) and good passive permeability ($P_{app} = 21 \times 10^{-6}$ cm/s) (Fig. 19.10) [35]. However, 35 was a strong substrate for P-gp efflux in both rats (ER=43) and humans (ER=18). Attempts to remove any of the three HBds resulted in a significant loss in activity. However, an improvement in the P-gp-mediated efflux of analogs of 35 was obtained by introducing flanking groups that were capable of forming an internal H-bond with the amide NH group. For example, the methoxy ether compound 36 had good cell activity (IC$_{50}$ = 28 nM) and a significant improvement in both rat (7) and human (5) ER.

Electron-Withdrawing Groups (e.g., Fluorine) to Reduce Hydrogen-Bond Capability

In the next example, the electron-withdrawing characteristics of fluorine are successfully exploited to effectively lower the P-gp liability within a series of bradykinin (BK) B1 receptor antagonists, leading to improved brain exposure and efficacy in animal models [36]. The biaryl compound 37 was identified as having moderate binding affinity for hBK B1 and promising pharmacokinetic properties (Table 19.3). However, 37 proved to be a substrate for P-gp-mediated efflux, and, as a result, would be predicted to have poor brain exposure in man (Table 19.3, ER = 16). Optimization strategies of the biaryl region incorporated fluorine in both aryl rings, resulting in compound 38, which showed a significant boost in BK B1 potency and oral bioavailability in rat, yet very little change in P-gp efflux (ER = 18.4). In an attempt to reduce the P-gp liability of the series, replacement of the trifluoropropionamide group was investigated. While pentafluoropropionamide

![Modulation of P-gp efflux through intramolecular hydrogen-bonding.](image)
was threefold less active against hBK B1, it had dramatically reduced efflux potential (ER = 2.2). Replacement of the difluoromethylene for a trifluoroacetamide provided 40 with improved binding affinity, albeit with a slight gain in P-gp efflux potential (ER = 4.1). Overall, the trifluoromethyl analog 40 exhibited a good balance between hBK B1 potency and reduced P-gp liability. The electron-withdrawing trifluoromethyl group proved essential for lowering the P-gp liability. It was proposed that the more electron-deficient amide had less H-bonding capability, contributing to decreased recognition by P-gp [37, 38]. Further optimization led to the identification of the chloro analog 41, which demonstrated minimal P-gp efflux (ER = 1.9) and oral efficacy in complete Freund’s adjuvant (CFA)-induced hyperalgesia in a humanized mouse. In a transgenic rat model expressing human B1 receptors, 41 achieved 90% CNS B1 receptor occupancy at a brain concentration of 520 nM.

### Modulation of Amine Basicity

In a previous example, fluorine was used to modulate H-bonding capability. In this example [39], fluorine is used to modulate the basicity of an amine to improve P-gp liability. The piperidine-substituted imidazole 42 had excellent potency as an α4β2 nAChR potentiator and possible utility in Parkinson’s disease and schizophrenia. However, imidazole 42 was determined to be a substrate for P-gp (ER > 10). To reduce amine basicity and decrease the potential for P-gp efflux, the 4-fluoropiperidine 43 was prepared. The 4-fluoropiperidine 43 retained excellent potency and had significantly reduced P-gp efflux liability (ER ~ 1). CNS penetration of 43 was

### Table 19.3 The effect of fluorine substitution on P-gp efflux ratio

<table>
<thead>
<tr>
<th>Compound</th>
<th>R</th>
<th>hBK B1</th>
<th>ER (^a)</th>
<th>(P_{\text{app}})</th>
<th>MW</th>
<th>cLogP</th>
<th>PSA</th>
<th>HBD</th>
</tr>
</thead>
<tbody>
<tr>
<td>37</td>
<td>—</td>
<td>63</td>
<td>16</td>
<td>18</td>
<td>434</td>
<td>2.97</td>
<td>84</td>
<td>2</td>
</tr>
<tr>
<td>38</td>
<td>CH₂CF₃</td>
<td>0.81</td>
<td>18.4</td>
<td>23</td>
<td>470</td>
<td>3.29</td>
<td>84</td>
<td>2</td>
</tr>
<tr>
<td>39</td>
<td>CF₃CF₃</td>
<td>2.95</td>
<td>2.2</td>
<td>31</td>
<td>506</td>
<td>3.94</td>
<td>84</td>
<td>2</td>
</tr>
<tr>
<td>40</td>
<td>CF₃</td>
<td>1.47</td>
<td>4.1</td>
<td>23</td>
<td>456</td>
<td>3.34</td>
<td>84</td>
<td>2</td>
</tr>
<tr>
<td>41</td>
<td>—</td>
<td>0.4</td>
<td>1.9</td>
<td>34</td>
<td>487</td>
<td>4.06</td>
<td>84</td>
<td>2</td>
</tr>
</tbody>
</table>

\(^a\) MDR1 directional transport efflux ratio \((B/A)/(A/B)\).

\(^b\) Passive permeability \((10^{-6} \text{ cm/s})\).
observed in rodents following intraperitoneal dosing at 5mg/kg and showed a total brain concentration of 6.5 μM.

CONCLUSION

In summary, optimal brain exposure can be achieved through medicinal chemistry strategies that focus on the following aspects:

(i) The design of new molecules with structural and physicochemical properties that are favorable for passive diffusion across the BBB

(ii) The design of new molecules that circumvent efflux by transporters such as P-gp

The structural requirements for passive diffusion across the BBB are fairly well understood, and a number of interrelated structural attributes are used for the design of new molecules. Adjusting one attribute will invariably alter others, and a balancing act is required to make the best compromises between physicochemical properties and potency at the intended target. In addition, P-gp can play a significant role in limiting the CNS exposure of drugs which are P-gp substrates. The predominant approach for mitigation of P-gp efflux is to reduce the number or modulation of H-bonding characteristics.
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Rationale for Minimizing Brain Exposure of Drugs Aimed at Peripheral Targets

Advantages of CNS Restriction

The blood–brain barrier (BBB), resulting from tight junctions between, and various biochemical processes within the endothelial cells of brain capillaries is likely to have evolved as a protective mechanism that limits the access of ingested xenobiotic compounds to tissues of the central nervous system (CNS). As a result, drug molecules are subject to varying degrees of exclusion from the brain (CNS restriction), presenting both challenges and opportunities to drug discovery projects. For CNS targets, considerable drug design effort is often required to overcome the passive and biochemical aspects of the BBB and achieve therapeutically relevant exposure. However, for peripheral drug targets, CNS exposure may be seen as detrimental either because

a) the drug target is also expressed in the CNS where its modulation may evoke undesirable side-effects;

b) drug concentrations in the CNS are sufficiently high to result in off-target pharmacological action, again leading to undesired side effects;
c) in the research phase, CNS side effects can confound the interpretation of pharmacological data in preclinical studies.

Several examples exist where side effects have been attributed to on-target actions of a drug in the CNS that lead to issues of clinical safety and tolerability and may limit dose or patient compliance [1, 2]. Whilst exquisite pharmacological selectivity can address off target activities, it is often difficult to achieve, and it is not always possible to identify all off-target liabilities in advance of preclinical or clinical in vivo studies. Therefore, when dealing with peripherally located drug targets, a more generic drug design strategy is to target restricted CNS access whilst maintaining appropriate exposure in peripheral tissues. This chapter will describe how CNS restriction of orally delivered drugs can be designed, evaluated, and achieved in compounds that act as substrates for active efflux transporters in the BBB and will consider the potential risks in employing this approach.

**Evidence That CNS Restriction Can Reduce Incidence of Side-Effects**

The advantage of restricting access to the CNS when targeting peripheral receptors is illustrated by several examples in the literature.

The first-generation histamine H1 antagonists, including drugs such as diphenhydramine and hydroxyzine, are effective in treatment of allergic disorders, but cause somnolence or sedation due to interaction with H1 receptors in the CNS. Second-generation histamine H1 antagonists, for example, cetirizine, display mild sedation [3], whilst the most recently developed compounds, for example, fexofenadine, have been found to produce relatively little somnolence at therapeutic doses. In Mdr1 knockout (KO) mice that lack expression of the efflux transporter P-glycoprotein (P-gp), the brain penetration of nonsedating antihistamines cetirizine, loratadine, and desloratadine was increased in comparison with wild-type animals, whereas in the cases of the sedating antihistamines diphenhydramine, hydroxyzine, and triprolidine, this difference was not observed [4]. Thus, the improved toleration profile in the nonsedating antihistamines is thought to result mainly from their CNS restriction rather than any pharmacological differentiation [5].

Several antimuscarinic agents used for the treatment of overactive bladder, for example, tolterodine, oxybutynin, darifenacin, and fesoterodine, act by binding to muscarinic receptors in the bladder detrusor muscle. Side effects, such as somnolence, and cognitive effects in older subjects, have been reported for oxybutynin, which is CNS penetrant and, therefore, binds to muscarinic receptors in the CNS. However others, such as darifenacin and 5-hydroxymethyltolterodine (active metabolite of fesoterodine), are not associated with CNS side effects and display CNS restriction [6].

The antidiarrhoeal δ-opioid agonist loperamide is generally free of typical opioid-related side effects (e.g., sedation and respiratory depression) at high clinical doses. Although poor intestinal absorption and relatively low systemic exposure may contribute to this side effect profile, it may nevertheless be at least partly attributable to its low degree of brain penetration [7].

In all of these examples, the ability of the CNS restricted agents to act as substrates for efflux transporters in the BBB underpins their differing degrees of brain penetration and toleration.
PROPERTIES OF THE BBB

Passive Permeability of the BBB

The microvessels that supply blood to the brain provide a barrier to the free exchange of blood-borne solutes due to efficient tight junctions [8] between adjacent brain microvascular endothelial cells (BMECs) that severely restrict the passage of solutes between adjacent cells (paracellular movement), and confer high electrical resistance and low ion conductance [9]. In order to traverse this endothelium, compounds have to cross through the lipophilic environment of the plasma membrane on both the apical (capillary lumen side) and basolateral (brain tissue side) membranes of the BMEC layer (transcellular movement). Therefore, the physicochemical properties of a compound including, lipophilicity, molecular weight, hydrogen bond potential, and polar surface area (PSA), influence rates of diffusion of compounds across the BBB. Some authors have described the passive permeability of the BBB as being lower than other cell layers, due to high membrane lipid packing density [10], whilst others suggest that the BBB has high permeability with similar absorptive capacity to hepatocytes [11]. Although some of the intrinsic properties of the BBB may not be unique, they nevertheless are instrumental in providing a highly effective barrier to diffusion via paracellular and transcellular pathways.

Role of Efflux Transporters in the BBB

A critical feature of BMECs is the presence of ATP-dependent transporter proteins, including P-glycoprotein (P-gp, ABCB1) and breast cancer resistance protein (BCRP, ABCG2), expressed on the apical membrane (blood capillary lumen side) (Fig. 20.1). Compounds acting as substrates for efflux transporter proteins in the BBB are subject to ejection from the BMEC apical membrane and/or cytoplasm [12, 13], resulting in efflux back into the capillary lumen. The roles of P-gp and BCRP as efflux transporters in the BBB have been demonstrated through the use of Mdr1 and Bcrp knockout (KO) studies in mouse [14–18], and rat [19]. As a result of the greater effect of P-gp knockout on the brain distribution of P-gp substrates than of BCRP knockout on BCRP substrates, it has been generally concluded that P-gp plays a quantitatively more important role than BCRP in rodents. More recently, quantitative mass spectrometry has shown that P-gp expression was approximately threefold higher than BCRP in mouse brain microvessels, whereas in human, the levels are comparable [20, 21], which perhaps suggests that the relative contribution of various transporters to efflux effects may be different between species. Roles for other efflux transporters, including multidrug resistance-associated protein 4 (MRP4, ABCC4) and the SLC organic anion transporter OAT3, in the BBB have been suggested on the basis of mouse gene knockout studies. In human, a role for OAT3 has been suggested in the CNS restriction of the antiviral drug Ro64–0802 [22], while MRP4 has been implicated as a transporter involved in limiting the chemotherapeutic action of topotecan in the brain [23]. However, quantified levels of
MRP4 in human brain microvessels were found to be 2–3% of those of P-gp and BCRP, with OAT3 below the level of quantification [20]. Combined with a more limited range of substrates for MRP4, this suggests a limited, or at least highly specific role, for these transporters and that P-gp and BCRP are the dominant transporters maintaining CNS restriction.

**FIGURE 20.1** Illustration of drug movements across the BBB. This diagram considers the distribution of drug across three compartments of blood, the intracellular compartment of brain microvascular endothelial cells (BMEC), and brain tissue. The blood concentration \( C_p \) is in equilibrium with the unbound plasma concentration \( C_{p,u} \) that is available for distribution across the BMEC apical plasma membrane according to passive influx \( CL_{a,influx} \) and efflux \( CL_{a,efflux} \) clearances. For P-gp and/or BCRP substrates, active efflux clearances \( CL_{P-gp} \) and \( CL_{BCRP} \) in excess of passive influx will result, at steady state, in unbound intracellular concentrations \( C_{i,u} \) lower than \( C_{p,u} \). Passive equilibration from within the BMEC due to passive influx and efflux clearances across the basolateral membrane \( CL_{b,influx} \) and \( CL_{b,efflux} \) will then result in unbound brain tissue concentrations \( C_{b,u} \) lower than \( C_{p,u} \). According to Kodaira et al., (2010), the unbound brain tissue:plasma concentration ratio, \( K_{pu,u} \), will be given by

\[
K_{pu,u} = \frac{CL_{a,influx} \times CL_{b,efflux}}{CL_{b,influx} \times (CL_{a,efflux} + CL_{P-gp} + CL_{BCRP})}
\]

(see Ref. 28).

**DESIGN STRATEGY FOR CNS-RESTRICTION OF DRUGS**

**Contributions of Passive Permeability and Active Efflux**

The CNS penetration of a compound depends on the balance of influx and efflux due to passive and active movements across the BBB, so strategies aimed at designing compounds that are excluded from the brain could address both
aspects. According to the free drug hypothesis, at steady state, the free drug concentration is the same on both sides of any biomembrane, provided that the drug is not subject to active transport [24, 25]. This means that if efflux rate significantly exceeds rates permitted by passive permeability, asymmetric distribution across the BBB will occur at steady state. Whilst the rate at which steady state across the BBB can be achieved is influenced by passive processes, including permeability and tissue binding [26], the extent of CNS penetration depends upon the rates of active efflux. Therefore, a rational approach to take to achieve CNS restriction in orally administered drugs is to design compounds that are substrates of efflux transporters at the BBB. However, in cases where passive permeability is very low, the time required for steady state to be attained across the BBB may be much longer than the time taken for plasma concentrations to reach steady state due to drug clearance. This suggests that a design strategy based on maintaining low passive permeability may also succeed for an oral drug that is capable of absorption via the paracellular pathway in the intestine as junctions in the gastrointestinal tract are not as tight as in the BBB [27].

Targeting Active Efflux by P-gp and BCRP

The contributions of transport processes to net brain tissue distribution have been analyzed by consideration of the passive and active uptake and efflux clearances across the BBB [28, 29] (Fig. 20.1). This analysis has been applied to explain the greater magnitude of changes in brain distribution of dual P-gp/BCRP substrates observed in Mdr1a,b and Bcrp triple KO mice [17], when compared with results in separate single P-gp or BCRP KO animals. Although the effect of the triple KO has been described as an apparent synergy, it is not thought to require a functional interaction related to the co-localization or catalytic properties of P-gp and BCRP. Rather, by considering the fractional contribution of efflux transporters to steady-state distribution, the apparent synergy can be rationalized without the need to invoke a cooperative interaction [29, 30]. For example, if the fraction of drug excreted ($f_e$) via P-gp is 0.75 and $f_e$ via BCRP = 0.15, the changes in brain exposure of a P-gp KO would be $1/(1–0.75) = 4$-fold and of BCRP would be $1/(1–0.15) = 1.2$-fold, whereas the change in the P-gp + BCRP KO would be $1/(1–0.75–0.15) = 10$-fold. Whilst these analyses show that it is unlikely that P-gp and BCRP act synergistically in the BBB, the efflux contributions of each would nevertheless still reasonably be expected to be additive. In the absence of knowledge of individual substrate kinetic parameters, the relative contribution of P-gp and BCRP to efflux is difficult to estimate, but the comparable expression of P-gp and BCRP in human brain microvessels suggests the potential for significant contributions from both. Therefore, an ideal approach to maximizing CNS restriction is to target both P-gp and BCRP as it has the potential advantages of obtaining the highest possible efflux effect and of incorporating redundancy that might address the potential for population variation in transporter activity.
and expression. Polymorphisms of the MDR1 [31] and BCRP [32] genes have been demonstrated that may affect drug disposition. For example, a single nucleotide polymorphism (SNP) at position 3435 of exon 26 (C3435T) has been associated with reduced expression of P-gp in the duodenum [33]. SNPs at this gene locus in combination with others in MDR1 have been linked to increases in loperamide exposure and opioid side effects (pupil size decrease) caused by co-administration of the P-gp inhibitor quinidine [34], although it is not clear to what extent the side effects in this study resulted from increased systemic exposure as opposed to changes in CNS restriction. A general lack of consistency in the observed effects of MDR1 SNPs has been described and the multifactorial influences on drug disposition in relevant clinical studies has been emphasized, as these may confound the interpretation that changes in drug disposition are attributable to MDR1 gene polymorphisms [31, 35]. A BCRP SNP (421C > A) is associated with impaired BCRP expression and with increased exposure of BCRP substrates such as rosuvastatin, possibly as a result of an effect on intestinal absorption [36]. However, as is the case for P-gp, the functional relevance of BCRP polymorphisms at the BBB is not yet established.

**Potential for Drug–Drug Interaction at the BBB**

A drug–drug interaction (DDI), potentially leading to unwanted CNS penetration, could theoretically arise if a P-gp substrate is co-dosed with a P-gp inhibitor. However, a review of the risk of clinical modulation of efflux transport at the BBB by the International Transporter Consortium concluded that at clinical doses, unbound systemic concentrations of P-gp inhibitors are likely to be too low to inhibit P-gp in vivo, and, therefore, there is a low risk of DDI via inhibition of efflux at the BBB [30]. Thus, considering the free drug exposures expected at the BBB, only a very potent P-gp inhibitor could be expected to elicit a significant effect. As systemic unbound concentrations of orally administered drugs are generally well below $K_m$, $K_i$, or IC$_{50}$ values for P-gp, both DDIs, or saturation of P-gp at the BBB, are unlikely to occur [30]. Although a clinical study with the potent designed P-gp inhibitor tariquidar (P-gp $K_i = 16$ nM) demonstrated an increase in $[^{11}\text{C}]-$verapamil distribution into human brain (maximal effect 2.7-fold increase), it was delivered by intravenous infusion with the intent of achieving inhibition of P-gp in vivo [37]. Increases in CSF:plasma concentration ratio of 1.6- to 5.8-fold and brain uptake ratio of up to 2-fold have been determined in clinical studies of interaction between P-gp substrates and inhibitors, but again, at relatively high doses of precipitant drugs. Estimating the degree of inhibition of P-gp in clinical investigations is often difficult, and it has been suggested that substrate and inhibitor probes other than those investigated so far could display interactions of higher magnitude [38]. Nevertheless, an examination of clinical relevance of P-gp inhibition for loperamide CNS effects at recommended doses [7] suggested a low likelihood of DDI at the BBB.
RISK OF LOW OR VARIABLE ABSORPTION IN THE INTESTINE WHEN TARGETING ACTIVE EFFLUX

Efflux Transport in the Intestinal Epithelium

Bioavailability of orally administered drugs depends on their absorption across the intestinal epithelium (IE). In common with the BBB, the IE contains cellular junctions (although overall allowing more paracellular permeation of small polar molecules than the BBB) and expresses the transporters P-gp and BCRP which can act as a barrier to absorption of xenobiotics, suggesting that building efflux transporter substrate potential into a drug risks reducing its oral bioavailability. There are also instances whereby increasing oral doses of a drug lead to progressive saturation of efflux transporters in the intestine and cause greater than proportional increases in exposure with dose [39, 40]. Nevertheless, at drug doses commonly prescribed for clinical use, the range of drug concentrations likely to exist in the gastrointestinal lumen following an oral dose are in the range over which saturation of P-gp will occur in the IE, assuming that the $K_m$ for P-gp is likely to be in the range 1–100 μM, limiting the influence of P-gp on gastrointestinal absorption [41]. Other factors have been described [42] that would limit the influence of P-gp on absorption, including override of efflux by P-gp by high rates of passive diffusion across a steep concentration gradient. As the structure–activity relationship (SAR) for P-gp substrates displays strong overlap with cytochrome P450 (CYP3A) substrate SAR, it is often difficult to deconvolute the influences of efflux transport and metabolism on bioavailability and DDI between P-gp substrates in the gastrointestinal tract. However, a review of clinical interaction between digoxin, which is not appreciably metabolized by CYP enzymes, and drugs known to be P-gp substrates or inhibitors, showed that few cases (4 out of 123) led to greater than twofold increase in digoxin AUC [43]. Presently, our ability to accurately predict absorption of P-gp and BCRP substrates is limited until more quantitative information on intestinal transporter expression become available that can be combined with authentic inputs for modeling and simulation. So, whilst the risk of low or variable absorption due to efflux transport may be considered to be low in theory, it is recommended that evaluation of absorption is incorporated within the screen sequence, particularly in cases where low solubility and/or slow dissolution may limit effective concentrations in the gastrointestinal tract.

Balancing Physicochemical Properties for Oral Absorption and CNS Restriction

The physicochemical properties of orally administered compounds aimed at peripheral drug targets should be compatible with those required for absorption across the intestinal epithelium and be appropriately balanced to achieve CNS restriction. The familiar “rule of five” based on analysis of advanced clinical candidates identified molecular weight (MW) <500, lipophilicity, defined by logP or
calculated logP (ClogP), of <5, number of hydrogen bond donors (HBD) <5 and number of hydrogen bond acceptors (HBA) <10 as favoring development of orally active drugs. Similarly, MW <500, polar surface area (PSA) <140 Å² and number of rotatable bonds of <10 have been associated with good oral absorption [44]. Separate retrospective analyses have associated good CNS penetration with median ClogP of 2.8, MW of 305.3, PSA of 44.8 Å², HBD of 1 and pKₐ of 8.4 [45] and MW <450 and PSA <70 Å² [46]. Conversely, for non-CNS drugs, target ranges of PSA of 60–120 Å² and HBD or 2–3 have been suggested [2]. Hence, it is possible to identify an area of compatibility of MW of 450–500 and PSA of 70–140 Å² that favors restriction from the CNS whilst allowing good absorption in the gastrointestinal tract. The impact of physicochemical characteristics on passive permeability cannot easily be separated from their effects on the ability of compounds to act as efflux transporter substrates. An analysis of 45,000 P-gp efflux data points tested in the MDR-1 MDCK (P-gp) assay [1] suggested the probability of a compound being a P-gp substrate increases significantly above MW of 400 and PSA of 80 Å² which is consistent with P-gp possessing large binding site(s) that interact with HBA and HBD. The ability of compounds to act as substrates of P-gp can therefore be optimized using specific SAR for P-gp [47], which can often involve positional effects of HBA.

Evidence That Intestinal Absorption Can Be Maintained with CNS Restriction

There are several examples of drugs that are substrates of P-gp and/or BCRP, and are CNS restricted but that possess good oral bioavailability, including the antitumor agent imatinib [48] and the antiviral protease inhibitors ritonavir and indinavir [1]. Imatinib possesses a MW of 493, PSA of 86 Å², 6 HBA, and 2 HBD and is a substrate of P-gp and BCRP in vitro [17]. The high oral bioavailability of imatinib in human (97–98%) [49] is consistent with complete absorption whilst its brain penetration is restricted, as determined in mice by brain:plasma concentration ratio, in baboons by [¹¹C] positron emission tomography [50] and in nonhuman primates by cerebrospinal fluid (CSF):plasma concentration ratio [51]. Indinavir (MW 613, PSA 118 Å², 7 HBA, and 4 HBD) is a substrate of P-gp and was shown to be restricted in its brain penetration in mice as a result of P-gp mediated efflux [52]. Nevertheless, indinavir has estimated intestinal absorption following an oral dose of approximately 80% [53].

A strategy to deliver CNS restriction with good oral absorption is suggested whereby efflux, mediated by P-gp and BCRP, is balanced against passive influx at a level that allows rates of transporter-mediated efflux to effectively restrict penetration of the BBB but still allows good absorption across the IE. This approach has been used to design a series of CNS restricted histamine H3 antagonists with high oral bioavailability [1] in order to minimize clinical adverse events, such as insomnia, that would otherwise be observed. For example, in the H3 antagonist PF-3731237 (MW 395.5, PSA 85 Å², 5 HBA, and 2 HBD), optimization of passive permeability
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and introduction of P-gp and BCRP substrate activity enabled CNS restriction to be achieved in tissue partition experiments in rat (unbound brain:plasma ratio of 0.1) whilst maintaining good oral bioavailability (54%). Brain receptor occupancy data confirmed that CNS restriction was sustained over 7 days of dosing and electroencephalography data demonstrated the desired therapeutic index for efficacy over insomnia [1].

SCREEN SEQUENCES

In vitro Assays for Transporters

Transcellular permeability assays are widely deployed early in drug discovery programs as relatively rapid means of evaluating compounds as substrates of drug transporters, and to help develop SARs. Assays for P-gp and BCRP are conducted in polarized adherent cell monolayers cultured to confluence on semi-permeable membrane that separates apical (A) and basolateral (B) incubation chambers. The immortalized cell line MDCK (Madin Darby canine kidney) is commonly employed, having been transfected with the MDR1 or BCRP gene to express either P-gp or BCRP, respectively [15, 17]. The rate of test compound transport across the cell monolayer from donor chamber A or B into the corresponding acceptor chamber is measured, usually by LC–MS detection. Apparent permeability ($P_{app}$) is determined in each of the A–B and B–A directions and an efflux ratio ($ER = P_{app\ B-A}/P_{app\ A-B}$) is calculated to quantify asymmetry in flux due to transporter activity. In the case of P-gp, results from the transfected cell line MDCK-MDR1 have been compared with brain penetration data in rodents, and an ER of >2.5 proposed to give an experimentally robust indication that compounds are P-gp substrates [15, 54]. However, in practice the numerical value and precision of ER judged to represent efflux substrates will need to be determined by each laboratory undertaking the transwell assay and the relationship between ER and in vivo CNS penetration investigated. A subpopulation of MDCKII cells with low expression of endogenous canine P-gp (MDCK-LE, formerly known as RRCK) has also been developed [55] that can be used to rank order passive permeability of compounds.

In Silico Models

A commonly used method of designing a P-gp substrate is to develop an understanding of the physicochemical space most likely to lead to P-gp efflux (MW >400, PSA >80) combined with leveraging the historical P-gp data generated in the assay of choice (e.g., MDCK-MDR1) to create an in silico mathematical model. In silico models, such as Cubist modeling methodology in which the entire P-gp dataset is used to create a collection of rules, where each rule has an associated multivariate linear model [56], can be applied prospectively to predict the likelihood of a
compound being a P-gp substrate prior to synthesis of the compound. Compounds being evaluated for synthesis can be prioritized based on the likely P-gp activity predicted by the in silico model and, once synthesized and assessed in the P-gp assay, the new efflux data are fed back into the model to further enhance its predictability. Application of such in silico models allows a mathematical consideration of P-gp SAR when designing P-gp substrates.

**Measurement of CNS Penetration In Vivo**

Several reviews have described the application of methods for studying delivery of drugs to the brain [1, 57, 58]. The extent of CNS penetration can routinely be estimated in rodent species (rat and mouse), and efflux transporter gene knockout animals can be used to assess transporter contribution to exclusion. Ideally, test compound is administered such that concentrations in brain and blood or plasma are measured under conditions of steady-state distribution between blood and CNS tissue. Hence, intravenous infusion may be an optimum delivery method, although single dose oral, subcutaneous, or intraperitoneal administration are often combined with tissue sampling over a time course to provide tissue concentrations integrated over time (area under curve, AUC). Following sacrifice of animals, the brain is removed and, as it may not be possible to ensure complete removal of blood from brain tissue unless a perfusion of the brain tissue is undertaken, a correction for residual blood has been suggested [59]. In accord with the free drug hypothesis, comparison of unbound concentrations of compound in brain and plasma is needed to authentically estimate pharmacologically relevant tissue partition [25, 60, 61]. Unbound concentrations in brain ($C_{b,u}$) and plasma ($C_{p,u}$) are estimated by multiplying total measured plasma and brain concentrations by the unbound fraction ($F_u$) in each tissue measured separately using equilibrium dialysis [62]. The unbound brain:plasma concentration ratio, $K_{p,u} (C_{b,u}/C_{p,u}^*)$, is used as an index of CNS penetration, whereby values significantly lower than 1 indicate CNS restriction. CSF sampling has often featured as a surrogate $C_{b,u}$ estimation [63, 64]. Although CSF is a simpler matrix for bioanalysis than blood or plasma, sampling is prone to blood contamination that can result in a substantial overprediction of CNS penetration. Moreover, transporter expression and orientation at the blood–CSF barrier and the BBB differ [63] so that CSF: $C_{p,u}$ data may not accurately represent CNS penetration [30, 65] and has often been found to overpredict [60, 64, 66]. However, CSF analysis generally indicates impairment in brain exposure when P-gp is involved and remains one of the few means available to assess CNS penetration in human, bearing in mind that drug concentrations would usually be determined in lumbar spine CSF that may not directly reflect brain concentrations [63, 65]. *In vivo* microdialysis may offer a direct approach to measuring $C_{b,u}$ with continuous sampling to provide concentration/time profiles of a drug within a distinct region of the brain [64]. However, the technique can only be applied preclinically and can be very technically challenging, requiring specialist equipment and
expertise. From the repertoire of \textit{in silico}, \textit{in vitro} and \textit{in vivo} techniques described, a screen sequence is suggested that addresses the design and evaluation of drugs with minimal brain exposure (Fig. 20.2).

**CONCLUSION**

The design of compounds with affinity for the BBB drug efflux transporters P-gp and BCRP is a pragmatic strategy to address drug safety by maximizing CNS restriction when the drug target is peripherally expressed. Recent assessment of the risk of clinical modulation of efflux transport at the BBB suggests a low likelihood of this occurring and the occurrence of genetic variation within P-gp and BCRP has so far not been clearly linked with functionally significant effects on CNS penetration in humans. Screen sequences can be designed that incorporate prescreening (\textit{in silico}),
in vitro and in vivo methods. This enables preselection of compounds for synthesis prior to evaluation as transporter substrates and demonstration of CNS restriction in vivo. Whilst the likelihood of poor or variable intestinal absorption due to efflux transport is theoretically low at drug doses commonly employed, this risk should be evaluated on a case-by-case basis.
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INTRODUCTION

Antihistamines are a popular class of medicines in the modern era of ever-increasing allergies. Although food allergies are on the rise in many countries [1], the annual spring onslaught of allergic rhinitis, urticaria, hives, or other peripheral inflammatory conditions brought on by huge histamine releases in the body brings with it increasing visits to the pharmacy for antihistamine therapies. One of the reasons that antihistamines have become so popular in the past 15 years is that one of the largest debilitating adverse effects has been largely overcome with recent iterations of these drugs [2, 3]. Sedation along with cognitive impairment were two of the key limiting adverse effects preventing widespread use by sufferers who need to function for work and leisure activities after seeking remedies for allergic conditions.

Antihistamines, or more accurately H₁ receptor reverse agonists, but still commonly referred to as H₁ receptor blockers, have been with us for over 60 years. There are three other receptor subclasses that histamine can bind in the body, but only histamine activation of the H₁ receptors causes the majority of allergic conditions we see clinically. Until the 1980s, the only antihistamines available, of which a number are still available today, were ones that crossed the blood–brain barrier (BBB) and caused CNS effects due to H₁ receptors being widely dispersed throughout parenchymal brain tissue as well as in the peripheral organs and blood vessels [4]. Only the
Cerebellum and midbrain lack the receptor in any significant quantity [5]. The role of the H₁ receptor in the brain is not to induce inflammation, as in the periphery, but instead to trigger pathways that change aspects of cognition, including suppressing the waking state, as well as some thermal regulation, learning behaviors, and some contribution to emotional state [2, 6].

Although the sedating antihistamines have been with us for a long time, clinical trials done when these drugs were released lacked the scientific vigor, such as appropriate controls, that would be expected today. It was not until clinical studies were done for the later second-generation antihistamines, with first-generation ones used as positive controls for CNS effects, that we could statistically interpret the extent of cognition based effects of both first- and second-generation antihistamines after targeting CNS receptors.

BACKGROUND TO ANTIHISTAMINE DEVELOPMENT

The first-generation antihistamines can be characterized within five classes. There are the ethylenediamines, such as pyrilamine; ethanolamine esters, such as diphenhydramine; and doxylamine. There are also the propylamines such as pheniramine and tripolidine and the cyclizines, which include hydroxyzine as well as some tricyclics such as cyproheptadine. The second-generation antihistamines are even more varied in their groupings (Fig. 21.1). Some of the more recent second-generation antihistamines are modifications of older antihistamines, as illustrated using the arrows shown in Figure 21.1, which designate the precursor and active metabolite formed. For example, levocetirizine is the R isomer of the stock racemic drug that is cetirizine, which itself is a metabolite of the sedating antihistamine, hydroxyzine. Desloratadine is a metabolite of loratadine and fexofenadine is a metabolite of terfenadine, although we no longer use terfenadine due to its unacceptable risk of cardiac events.

With the universal use of less-sedating antihistamines since the early 1990s, at first glance it would appear as an anomaly that the first-generation antihistamines are still available for use today. However, what may be an adverse effect when treating peripheral inflammation can be useful in its own right when sedation is required. Patients with insomnia benefit from administration of diphenhydramine or doxylamine [7]. H₁ receptors are also present at the vestibular apparatus [8], and activation of these receptors has a role in emetic behavior, especially relating to motion sickness; so, in addition to those mentioned earlier, dimenhydrinate and promethazine are useful for antiemetic action [9]. Second-generation antihistamines have no effect on the vestibular apparatus [10]. Some of the early antihistamines were not very specific for the H₁ receptor and would also bind to muscarinic receptors and occasionally to serotonin receptors, adding to the adverse effect profile of these drugs.

Psychomotor and Sedation Analysis

Reports attempting to piece together the CNS effects of second-generation antihistamines relative to the first-generation ones in the early years of second-generation drugs availability, using drugs like loratadine, cetirizine, terfenadine, and astemizole,
FIGURE 21.1 Structures of both first- and second-generation antihistamines. The arrows leading from one antihistamine to another highlight the metabolism of a precursor antihistamine into a new antihistamine. For loratadine and terfenadine, this metabolism can occur within the human body, while hydroxyzine requires fungal metabolism to convert it to cetirizine.
were all using different doses, administration times, time periods, and conditions of analysis. One mini review in 1995 attempted to compress the information of the day into a relative risk and did show less evident sedation for the second-generation drugs [11]. In the intervening years though, some of the studies have become more uniform in their approach and used cross over studies to allow intrasubject validation as part of the analysis.

Clinical studies examining mental capacity and ability to concentrate on tasks such as driving [12–14] or flying are common studies used to compare one set of antihistamines to another. A common theme of all of these studies showed that drugs classed as less sedating do just that and that the ability to conduct tasks is diminished upon switching these drugs for older first-generation antihistamines that are known to cross the BBB [2, 13, 15–17]. To illustrate the benefit of second-generation antihistamines having little BBB inflow, especially relating to cognition effects, one study showed loratadine, in conjunction with montelukast caused no additional sleepiness at normal 10 mg doses, as well as visual tracking being unaffected and, thus, concentration not altered in their pilots and flight crew volunteers [18]. Conversely, diphenhydramine caused many hours of sedation, tracking errors, and at least a 7% worsening in vigilance to undergo procedural tests relevant to flight during the 6h study [18]. Additional studies done at normal atmospheric pressure showed the same outcome for diphenhydramine [13, 19]. Such studies illustrate the significance to pilots, paramedics, and others in charge of rapidly moving vehicles of not taking first-generation antihistamines in the 6h preceding their jobs and that taking such over the counter medications is at least as problematic for alertness and complex function as having significant blood alcohol levels.

Long-term treatment of another second-generation antihistamine (olopatadine) showed that after 20 days of treatment with 10 mg/day, in over 80 patients, only one patient showed signs of sleepiness, based on the study’s internal ratings scale, and one gained weight [20]. Further placebo-controlled PET scanning results examining the competitive removal of antihistamines to dislodge radiolabeled doxepin, have proven a popular noninvasive way to examine brain H1 receptor occupancy after oral administration [5, 20]. Here olopatadine was shown to only have a 15% occupancy of CNS H1 receptors [21].

With up to one-third of all randomized clinical trials not being presented in a public forum, with no final publications [22], this does introduce caveats regarding interpretations on the BBB penetration in patients or volunteers, as not all information regarding sedation, cognition changes, mood effects, or other CNS-related adverse actions of new drugs would be reported prior to release of medications to market. We are unaware, naturally, of what is done but not published in the antihistamine area; but if this area of drug development is consistent with the total body of drug trial data [22], then there are likely to be unpublished trials adding to the evidence pool of cognition changes, or lack thereof, already completed that would assist further development into the future.

Nevertheless, many tests have been constructed to assess the subtle differences in cognition that may be caused by antihistamines. Most of the tests involve a computer screen interaction, such as being presented with a number of words and then needing
to recall them, timing the exposure to the words prior to a bulk recollection, or doing simple associations of numbers to each other when simultaneously present on the screen, to a sequence of numbers that need some type of pattern recognition [16]. A common tool has been the digit symbol substitution where subjects are given a pen and paper and need to convert numbers on a screen into symbols as subjects follow a conversion grid provided to them [2, 16, 23]. Some of the cognitive decline discovered in these tests is not consciously perceived by the patients as a concern. They believe they are not sedated, and, thus, there is no concept that more subtle degradation of normal habits could be occurring. Wilken’s 2003 article [24] on desloratadine provided a clear summary of the rationale behind these tests, where vigilance, divided attention, working memory, and psychomotor speed are important determinants. Vigilance is a critical factor to determine and measures a subject’s ability to focus on a task for extended periods of time, especially when that task is monotonous, such as driving for long stretches. In addition, divided attention is a measure of how quickly and accurately two simultaneous actions can be achieved. Working memory requires the absorbing of information, further cognitive process applied to this information, and an answer produced. Psychomotor speed works with hand–eye coordination and simultaneous thinking skills and reasoning, which tests higher cognitive thought [24].

First-Generation Antihistamines

Diphenhydramine In human trials to examine the lack of CNS effects of many second-generation antihistamines, diphenhydramine appears as a popular positive control, because sedation and cognitive decline occur rapidly with this drug [25]. Interestingly, one study claimed that up until year 2000, many studies only showed sedation, but a meta-analysis showed no other cognitive decline in memory and reaction time [17]. However, in the intervening decade, the data from the 50 mg diphenhydramine literature would indeed suggest that cognitive decline occurs with this drug [18, 26–29]. Diphenhydramine has been shown to cause greater cognition impairment than alcohol intoxication [2], so combinations of alcohol plus a first-generation antihistamine were very likely to cause significant disruption to cognitive brain function in patients [13]. Interestingly, diphenhydramine in one study did not affect memory tracking [19], suggesting some psychomotor testing is more relevant for histamine action than others.

Chlorpheniramine One study on chlorpheniramine examined occupancy of CNS H1 receptors using PET scanning and C11-doxepin removal as signs of binding. Psychomotor tests were conducted and associated with the PET scanning results of receptor occupancy. It was shown that the binding increased dramatically when the injected dose was increased from 2 to 5 mg of chlorpheniramine [30]. What was most significant about this work though was the evidence that cognitive impairment occurred at doses that did not elicit sleepiness. Not only could the two types of effects on the body be distinguished, but patients on such medication may believe they are unaffected, allowing them to conduct complex tasks with only the signs of sedation worthy of consideration. Thus, increased error generation and
attention, which may be considered careless, may eventuate without the conscious awareness of the subject.

Promethazine Promethazine has not been used as regularly as diphenhydramine as a positive CNS affecting drug when establishing second-generation antihistamine effects, but it is equally potent at causing sedation and other CNS issues. In one study, where it was used as a positive control alongside desloratadine, promethazine was shown to impair object tracking and reaction time when registering the location on the screen of symbols. There were also more missed responses when trying to maintain sustained attention and subjects on 25 mg promethazine also substituted more incorrect numbers when trying to recode numbers quickly [16].

Second-Generation Antihistamines One of the earliest second-generation antihistamines with reduced lipophilicity was terfenadine. Back in 1982, it was shown to be below detection limits in the brain of rats after oral gavage. Peak levels came about quickly though, with peak tissue readings within an hour of a radiolabeled dose of terfenadine, mostly in the lungs [31]. Cetirizine, like fexofenadine, exists as zwitterions at physiological pH values and, as such, have relatively low Log Ds of around 1.5 [32] and 2.48 [33], respectively. They also have very high albumin binding in the circulation, which assists reduction of brain uptake relative to their parent compounds, hydroxyzine [32] and terfenadine [32, 33]. These physicochemical characteristics form the bulk of the reasons why these drugs do not get access through the BBB as much as their precursors and the first-generation antihistamines. In addition, being substrates for P-glycoprotein, which is discussed in detail in Section “P-Glycoprotein-Mediated Efflux”, simply means that this efflux protein can mop up the low amounts that would get into the brain, providing the final avenue for removal of drug from the brain. However, if any drug does make it into the brain proper, then differences in affinity, or receptor occupancy, for the H₁ receptor is integral to the functionality of these H₁ receptor blockers. As an example of the complexities of such binding, one group calculated that the peripheral receptor occupancy of desloratadine in the circulation was 71% at 4 h; yet, there was only a 34% maximum wheal inhibition at that time, while fexofenadine and levocetirizine, with over 90% receptor occupancy, gave 100% reduction in wheal inhibition at 4 h. However, at 24 h, desloratadine still has 43% receptor occupancy, and has almost the same wheal inhibition compared to 4 h (32%), while fexofenadine dropped to 12% occupancy and 15% inhibition at 24 h. Levocetirizine, with its 57% occupancy, still had 60% wheal inhibition after a day [34]. These numbers suggest potency results from a combination of factors, including the generation of active metabolites. Another study by Gillard and others showed that the binding affinity for the second-generation antihistamines was lowest for loratadine, with a $K_i$ of 16 nM, fexofenadine, cetirizine, and levocetirizine had $K_i$ values between 2 and 10 nM and desloratadine was 0.4 nM. Binding affinity is inversely proportional to $K_i$, so low $K_i$ is equivalent to high affinity. Thus, desloratadine has the highest affinity for the H₁ receptor of all second-generation drugs [35].

Molimard has suggested that a volume of distribution of an antihistamine between 0.1 and 0.6 l/kg would be an optimal zone for peripheral action [36].
Levocetirizine is one drug that falls within this range [36]. It has been shown that lipophilicity changes alone are not critical to changing the brain uptake and receptor occupancy of H₁ receptor substrates, or any drug for that matter. Instead, the additional factor of time to reach brain equilibrium must be taken into consideration. When this second measure is considered, we have two classes of brain uptake compounds: ones that spike early in brain parenchyma and also reach a plateau quickly, and others that slowly increase over many hours [37]. The key question to ask is, are some of the second-generation antihistamines moving from one pattern of absorption to another?

**Cetirizine/Levocetirizine**  
Not surprisingly, there was very little effect on adults after 10 mg cetirizine loading. Normal psychomotor test results were evident, including eye tracking of varying difficulties, as well as divided attention, memory tracking tests [19], and changes to the perceived rate at which flashing lights appear to stop flickering (critical flicker fusion test) [25]. There doesn’t appear to be any significant brain penetration in children either, based on observable tiredness evident in a pediatric study using 6- to 11-year-olds [38]. Tashiro found H₁ receptor binding of 26% in the cortex of Japanese volunteers (using a higher than normal dose of 20 mg) [39]. This level of binding caused some perceived sedation in their study. Thus, if all it takes is a doubling of a standard dose to induce significant CNS H₁ binding, and therefore increase sedation, then overcoming mechanisms responsible for keeping cetirizine out of the brain, like coadministering drugs that block P-gp function, may result in a normal 10 mg dose inducing effects similar to 20 mg doses as seen in this Japanese study [39].

**Loratadine**  
A small study on six women in 1987 showed that loratadine caused some cognitive impairment, with memory of 12-digit sequences being poorer than normal and reaction times being slightly delayed, but only with four times normal doses (40 mg), showing no obvious CNS changes at 10 and 20 mg [40]. With normal doses being 10 mg, circulating levels from either increased dose or drug transporter changes would need to be substantially higher than the low baseline to start causing CNS issues similar to sedating antihistamines. A decade later, additional cognitive studies using standard doses of loratadine also showed no cognitive changes after acute (single dose) or 5 days of daily dosing using a standard array of memory, vigilance, and fatigue studies [41, 42]. However, a recent study showed a decline in reaction time in a left- and right-sided decision test, where patients were given either loratadine or promethazine in a three way crossover study. They matched each other in their diminished response times, which suggested a central autonomic nervous system effect was associated with loratadine [43]. In addition, with PET scanning studies showing a 11% occupancy of central H₁ receptors for loratadine [44], one could see that loradatine does enter the brain, which may not follow the assumption that a second-generation antihistamine is not sedating because of the BBB keeping the drug from the CNS. This is at odds with Bradley and Nicholson [40], who in 1987 stated that only 40 mg of loratadine caused any CNS cognitive impairment and that nothing was noted at 10 mg.
Desloratadine  Desloratadine has been shown to have a greater affinity for the H₁ receptor than most of the other less-sedating antihistamines [35], which would suggest that even low amounts of brain uptake may increase sedation. However, this is not evident from the literature. Berger [23] mentioned that no evidence of CNS action was forthcoming back in 2005. This is likely due to P-gp-mediated efflux of desloratadine. Other studies showed that desloratadine had no impact on driving or flying behavior when used at normal 5 mg doses [14, 45]. However, the same could not be said for the first-generation antihistamine, diphenhydramine, used in both studies. When used at 50 mg doses, it consistently produced worse driving skills, including following distance, lane change tracking, and the qualitative self-assessment on the Stanford sleepiness scale [14], as well as vigilance on complex tasks and error-making [45]. These studies were done on subjects that were not suffering with sessional allergic rhinitis. Wilken and colleagues [24] performed a hay fever-induced study in 2003, adding placebo, diphenhydramine or desloratadine, to patients exposed to allergic pollen prior to conducting a battery of memory, psychomotor, vigilance, and computational studies. Essentially, whether a patient is normal and takes a second-generation antihistamine, especially one like desloratadine, or whether they are suffering with the effects of allergic rhinitis prior to drug therapy, no significant differences from placebo have been shown. As with the previous healthy subjects, addition of diphenhydramine at 50 mg to these hay fever sufferers led to worsening of all cognitive studies tested, in addition to the self-reporting of increased sleepiness [24].

Studies in children have also confirmed that desloratadine is not able to cross the young brain either, as no obvious effects of sedation were noted. No other adverse effects at doses that were up to 50% of an adult dose for children above 6 years, and a quarter of the adult dose in children between 2 and 5 years either [46]. Meanwhile, desloratadine did result in a decrease in memory recall of simple numbers within a psychomotor analysis study in adult volunteers. This was the only test of many in this study to show any desloratadine related effect [16]. Interestingly, there appeared to be some learned behavior as the study progressed, as subjects improved in their ability to conduct some of the psychomotor tests, so desloratadine appeared to put subjects back to an unlearnt state, while the first-generation positive control, promethazine, actually hindered the ability to remember what numbers were flashed on the screen [16].

Fexofenadine  Fexofenadine has poor absorption, in comparison to the other antihistamines, and needs much greater doses to be administered to get peak plasma levels of over 200 ng/ml [47]. Thus, it appears the approach taken to alleviate brain penetration was to be to create a drug that has poor absorption from the onset. A small amount crosses the gut when a high enough dose is given, although this has more to do with the physicochemical properties of the drug than any P-gp-mediated efflux. The small amount getting into the circulation has very little prospect of diffusing into any tissue, let alone through the BBB, by virtue of its zwitterion nature at physiological pH and albumin binding [32]. A clinical study using 6–11 year old children showed how poor fexofenadine was at suppressing wheals and flares after
oral administration in comparison to cetirizine [48], and this likely related to the poor absorption properties of this antihistamine on a mass basis compared to the other drugs. Nevertheless, some studies have shown 45% increases in the absorption rate of fexofenadine when drugs known to inhibit P-glycoprotein, such as itraconazole [49] and grapefruit juice [50], are used. It should be noted that grapefruit juice, and more specifically the hyperforin contained within it, is used as an inducer of P-gp in sustained doses, yet blocks P-gp in acute doses. The act of blocking P-gp encourages gastrointestinal cells to upregulate RNA transcription and subsequent P-gp translation in the cells over many days [51–54]. It is also possible that there could be some differences of P-gp affinity between the two enantiomers of fexofenadine [55].

One study, published in 1999, used multiple doses of fexofenadine up to 180 mg. Although it did appear, 180 mg doses were suggesting some cognitive decline was occurring, especially with the critical flicker fusion thresholds where pulsing light appears to become a continuously projected light source, the statistical evaluation stated this was not significantly different from controls. Only the first-generation antihistamine, promethazine, used in parallel to fexofenadine caused significant decline in this flicker test [42]. More often though, the clinical studies using fexofenadine have used quite low doses of fexofenadine, like a driving study in Iowa [13]. Only 60 mg of fexofenadine was used to show a similar lack of sedation compared to alcohol. Combination studies were not undertaken in this study, and it certainly would be useful to know whether alcohol’s effects were elevated in such a setting with combination effects, as this could be a realistic setting. Nevertheless, the fact that 50 mg of diphenhydramine gave significantly worse results for lane keeping, braking speeds, and braking distance upon sudden obstacles in the road, compared to subjects with a blood alcohol level of 0.1% [13], which in some countries would result in an automatic suspension of driving rights, highlights the severity of first-generation antihistamines in cognition dysfunction due to crossing the BBB. Interestingly, even though subjects were given a very low dose of fexofenadine, they still did significantly worse in the collision avoidance test than under placebo controlled circumstances [13]. Some dual alcohol-antihistamine studies have been done with other drugs as well. Bilastine, at a 20 mg dose, did not add to the alcohol mediated sedation effects, but 80 mg bilastine caused similar levels of sedation to 10 mg cetirizine [56].

**P-Glycoprotein-Mediated Efflux**  
P-gp is known to prevent a number of drugs from traversing the BBB [57]. P-gp expressed at the BBB is structurally identical to P-gp expressed at other barrier sites, such as the kidney, liver, testes, placenta, and gastrointestinal tract. Recent evidence quantitating P-gp expression in human microvessels has shown at least a twofold difference between individuals [58], which would contribute to patient variability in CNS effects of some antihistamines. In the gut, a higher drug concentration will saturate the transporter and allow the drug to pass into the systemic circulation, so being a P-gp substrate does not necessarily predict oral availability. However, once in the circulation, the concentrations of drugs diminish rapidly to mid-to-low micromolar concentrations, or even high nanomolar
concentrations. In this range of concentrations, P-gp and other active efflux proteins are able to function to keep many drugs from passing the BBB.

**Loratadine** Many studies have examined the difference between first- and second-generation antihistamines, both *in vitro* and using brain penetration in P-gp (mdr1a) knockout mice [59]. Doran et al. [60] showed no difference in area under the curve (AUC brain/AUC plasma) of diphenhydramine, hydroxyzine, or tripolidine between the control and knockout mice with ratios all over 3.6, irrespective of P-gp status of the animals. However, loratadine’s brain AUC in mdr1a P-gp knockout mice was double that of wild-type mice (3.30 vs 1.6) [61]. Double knockout mice studies (both mdr1a and mdr1b removed) also showed a twofold elevation in brain loratadine [60]. *In vitro* studies, conducted in our laboratory, found no evidence of P-gp mediated efflux. Transport rates were very high in both directions within bidirectional studies, having a passive permeability above 26 × 10⁻⁶ cm/s. This suggested that loratadine was either a very weak substrate for P-gp, or not a substrate at all [62] with rapid absorption and good volume of distribution. However, one report has suggested that loratadine is a weak inhibitor of P-gp [63].

Other *in vitro* studies that show loratadine to have some affinity to P-gp include work done by Uchida and co-workers in Japan from 2011. Efflux was again very poor, with their efflux ratio being 1.75-fold greater in basolateral (B) to apical (A) transport. In addition, the raw apparent permeability data in the A to B direction was over 30 × 10⁻⁶ cm/s, which is very high and suggested reasonable transport through the BBB. In their study, it had the second highest A to B transport in the mdr1a expressing cells, just behind diazepam [64], which suggests loratadine would get through the BBB. Note though that these are murine cell models, with mouse mdr1a transfected, not human P-gp. In fact, based on the rationale that in vitro results are more likely to over-exaggerate P-gp-mediated efflux, due to the cells having more P-gp expression than normal BBB cells *in vivo* [65], low levels of *in vitro* affinity are likely to reflect no substantial effects in a patient at all.

If loratadine has such poor affinity for P-gp, what is keeping it out of the brain? Perhaps, it is effluxed by BCRP instead, especially when it has recently been shown that BCRP is at least as prevalent, if not the dominant efflux protein, in the human BBB [58]. However, this is speculation, as there are no reports in the literature examining loratadine’s affinity for BCRP. Loratadine’s physicochemical properties are more closely aligned with the sedating antihistamines and, without having a clear picture of any efflux system providing adequate defence against this drug, protein binding and affinity of the parent loratadine to the H₁ receptor might explain the clearly limited CNS effects evident from patients taking this therapy. It has been shown that loratadine has one of the weakest H₁ receptor binding affinities of the second-generation antihistamines [35, 66]. Both loratadine and fexofenadine needed about 180 nM concentrations to inhibit both desloratadine and pyrilamine binding to the H₁ receptor. In comparison, azelastine only needed 1 nM and diphenhydramine 2.5 nM [66]. Thus, could this contribute to less sedation in the brain and less CNS receptor occupancy, or is it kept out of the brain through a different efflux transporter, given that P-gp affinity seems quite low? Even now, some of these questions have yet
to be answered, as our understanding of loratadine still has some way to go with regard to receptor affinity and brain transport rates.

**Desloratadine** Desloratadine is an active metabolite of loratadine, and it appears that P-gp has much greater affinity toward it than the parent drug. Desloratadine’s brain-to-plasma AUC was less than 1 in control mice and over 14 in knockout mice [61], which was a higher brain-to-plasma AUC than any of the sedating antihistamines, implying good brain transport when P-gp is blocked. It also has an efflux ratio of 7 using transport through Caco-2 cell monolayers [62], suggesting desloratadine is kept out of the brain to a large degree by P-gp, and that its inhibition would result in high brain penetration.

**Cetirizine** Cetirizine has been shown to be a P-gp substrate in vitro [28, 61, 62] and in animal studies [28]. In vitro studies showed cetirizine to have between a four- to sixfold greater efflux ratio at concentrations expected in the circulation [62, 67]. Pharmacokinetic studies in volunteers showed that when cetirizine is orally administered alone and then with a potent P-gp inhibitor (e.g., ritonavir), $T_{\text{max}}$ increased from 0.75 to 2.0 h and half-life increased from 7.85 h to almost 12 h [68]. Unfortunately, as this study only examined pharmacokinetic properties of the drug interaction, there was no data on the likely increased CNS effects that may have ensued from such P-gp inhibition over the 19 days of the study [68].

In horses, which also have high P-glycoprotein expression in the gut and other tissues [69], it was shown that use of the P-gp inhibitor ivermectin increased brain uptake of cetirizine [70]. Interestingly, from a kinetic viewpoint, a large increase in plasma levels after a 90 minute pre-dosing with ivermectin was not observed, which suggests that drug levels reaching the intestinal lumen may be enough to saturate available P-gp efflux transporters for oral absorption into the blood circulation [70]. This indicates that overcoming P-gp action on a drug at the gut level is relatively easy, simply by substantially increasing the dose. Drug concentrations in the circulation will be substantially less though, and this may allow P-gp to efflux drugs at non-saturating concentrations that would limit brain exposure, even if they were not excluded from the gastrointestinal tract initially. In mice though, brain-to-plasma AUC ratios never exceeded 0.08, even with P-gp inhibition, which does question the clinical relevance of cetirizine being a P-gp substrate if other properties of the drug are effectively resulting in only low-level uptake in the brain [61]. Polli and colleagues also showed a brain to plasma ratio of 0.08 for cetirizine, although the drug’s brain to freely available plasma concentration ratio was closer to 0.5. In addition, the knockout mice had over a sixfold higher total brain to total plasma concentration ratio, and an eightfold higher free brain to free plasma concentration drug ratio [67]. These studies illustrate the difficulty in using animal data in its raw form to interpret the absorption in humans. Although the effect of P-gp on cetirizine was consistent, the condition of the BBB and the locations of microdialysis within the brain may affect the amount of drug detected. In addition, a first-generation antihistamine, diphenhydramine, had circulating unbound drug concentration six times higher in rats than in humans [29], suggesting that it is difficult to directly relate transport
properties of unbound drug in plasma to the organs as comparable to humans if such large differences in unbound percentages of drug persist between species.

Cetirizine’s precursor drug, the sedating antihistamine hydroxyzine, has also been tested in vitro for P-gp-mediated efflux and has shown no such affinity. Instead, it had very high passive permeability of over $26 \times 10^{-6}$ cm/s, which was indicative of total absorption [28]. In addition, the same study examined brain penetration in Sprague–Dawley rats and using microdialysis probe collections of brain fluid, with calculating the unidirectional transfer constant ($K_{in}$), hydroxyzine showed over 2.0 ml/min/g of brain weight. This is a very high value, signaling rapid brain uptake. This was similar for diphenhydramine, at over 2.2 ml/min/g, and chlorpheniramine, at 1.2 ml/min/g [28]. Hydroxyzine transport in a double knockout mice study also showed absolutely no evidence of any P-gp action [60].

**Fexofenadine**
A study that examined fexofenadine levels in tissues of wild-type mice compared to mdr1a knockout mice showed that end point brain levels increased from 0.71 to 6.3 ng/g (8.8-fold increase), with a commensurate increase in plasma levels from 4.1 to 19 (4.6-fold increase) [71]. Schinkel’s group examined the brain to plasma ratio and in their wild-mice type compared to mdr1a knockout mice, values increased from 0.17 to 0.33 for fexofenadine, which was only a twofold increase. These raw values suggested that even after P-gp inhibition, brain uptake values were still very low compared to plasma, which suggests P-gp would not be a significant player in keeping this antihistamine out of the brain [72]. Parallel studies done by Tahara and co-workers in mdr1a/1b double knockouts also showed that when fexofenadine was infused, whether mice were wild type or knockout, organ uptake was low and brain uptake was elevated threefold in the P-gp knockout mice, but from a very low baseline [73]. The constant infusion model used in these studies, resulted in plasma fexofenadine at 400–500 nM, which was higher than at any time during oral administration, even to the mdr1a/1b knockout mice, yet brain to plasma ratios were still less than 0.15 [73]. This indicated the inherently poor ability of this drug to cross the BBB even when P-gp is absent.

Bioavailability for fexofenadine was reported as only 2%, and our own in vitro data in Caco-2 cells supports this very poor oral absorption for fexofenadine [62], which, although increased if P-gp is inhibited in the gut, would not increase significantly above 5%. Biliary and urinary secretion of fexofenadine does not appear to be affected by P-gp activity [73], which means removal from the body is similar, irrespective of P-gp inhibitory status.

We showed (unpublished work in our lab) that fexofenadine had poor induction properties for P-gp, unlike its precursor, terfenadine, which increased P-gp expression by about 50% in vitro. This confirmed functional studies by Perloff et al. [74], who showed Rh123 efflux increased in human gastrointestinal cells after exposure to terfenadine, but not to fexofenadine. Thus, fexofenadine has no inhibitory ability on P-gp and only behaves as a substrate.

**Bilastine/Olopatadine**
Other antihistamines developed to date that have not been discussed extensively in this chapter include bilastine and olopatadine. These have
also both been shown to be P-gp substrates [75, 76]. Thus, P-gp affinity does appear to play a role in limiting most second-generation antihistamine brain uptake, except for loratadine. P-gp is not the only transporter involved for some of these newer less sedating antihistamines however, and other transporters such as BCRP are present at high levels at the BBB alongside P-gp [58].

SUMMARY

It has been expected by sufferers of acute rhinitis, chronic urticarial allergies, and general allergies that recent antihistamines, promoted as safe enough to use without requiring a prescription in many countries, have adverse effects so minor as to not require a second thought. Thus, there can be a nonchalant attitude to their possible sedation effects or their more subtle cognitive changes, as discussed here. In actual fact, taking the medication before using heavy machinery, such as motor vehicles, farm equipment, or even workshop equipment, could result in a drug-induced inattention, leading to harm to self or others, especially when in conjunction with other potentially sedating medication, or P-gp inhibitor drugs. Thus, transport through the BBB, or lack thereof, is a critical factor in harm minimization for this drug group that is so widely utilized around the world. This chapter provides detailed evidence that cognitive changes, brought on by exposure to antihistamines, can be complex, with sedation only being an obvious end point to cognitive change. Alleviating the core adverse effect by limiting brain uptake, as in the modern drugs, or changing the affinity for the receptor, while still maintaining peripheral action, may still lead allergy sufferers to exhibit cognitive decline, especially if they dose themselves at above recommended levels. Thus, it is granted that this class of drugs is a great boon for the quality of life of many patient groups, but caution for possible adverse effects still needs to be considered when taking these drugs.
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INTRODUCTION

Since the introduction of phenytoin in 1938, there has been extensive research into the design and development of antiepileptic drugs (AEDs), with particularly notable advances over the past 20 years [1, 2]. Of the licensed AEDs, many target similar pathways, including voltage-gated sodium, calcium, and potassium channels, and γ-aminobutyric acid (GABA) receptors, transporters, and enzymes, with some drugs having multiple mechanisms of action [3, 4]. However, despite the availability of more than 20 AEDs, approximately 20–40% of patients with newly diagnosed epilepsy will be refractory to treatment or become refractory over time [1, 5]. One possible reason may be that AEDs are not delivered effectively to the brain due to the presence of efflux transporters such as P-glycoprotein (P-gp) in the blood–brain barrier [6]. A need, therefore, exists for therapies that are different from currently available AEDs, in particular for agents that can circumvent some of the issues associated with penetration of the central nervous system (CNS) and that are active at new molecular targets.
In recent years, neuronal α-amino-3-hydroxy-5-methyl-4-isoxazole propionic acid (AMPA)-type glutamate receptors have been identified as potential targets for new AED therapies. AMPA receptors mediate fast excitatory glutamate neurotransmission and have a key role in seizure initiation and propagation of seizure activity [7]. Although several AMPA receptor antagonists have been investigated as potential agents for the treatment of epilepsy, they have not succeeded in clinical development for several reasons, including crossing the blood–brain barrier [8].

Here, we provide an overview of the discovery and development of perampanel (Fycompa®, Eisai), which, in 2012, became the first noncompetitive AMPA receptor antagonist to receive approval from the U.S. Food and Drug Administration and the European Medicines Agency for the adjunctive treatment of partial-onset seizures, with or without secondary generalization, in patients aged 12 years and older [9, 10]. As of November 2013, perampanel is approved for use in over 30 countries (please consult the Prescribing Information in your country).

**AMPA AS A TARGET FOR EPILEPSY TREATMENT**

Glutamate is the most important excitatory neurotransmitter in the brain, and increased glutamatergic transmission has been associated with the etiology of epilepsy [11, 12]. Two distinct types of glutamate receptors exist: metabotropic glutamate receptors and ionotropic glutamate receptors. AMPA receptors, together with kainate and N-methyl-d-aspartate (NMDA) receptors, belong to the ionotropic glutamate receptor family and mediate extremely rapid synaptic excitatory responses to glutamate [13, 14]. Of the ionotropic glutamate receptors, AMPA receptors are the most widespread in the mammalian brain [7], and AMPA and NMDA are the main types found at excitatory synapses [8].

In the late 1980s, inhibition of non-NMDA ionotropic glutamate receptors was found to diminish or eliminate epileptiform activity in the rat hippocampus, cortex, and neocortex [15–19]. By contrast, selective blockade of NMDA receptors alone had no or minimal effect on epileptiform discharges in vitro [19]. These early observations supported a key role for AMPA receptors in the initiation of epileptiform activity and provided the basis for further research on AMPA receptor antagonists as agents for the treatment of epilepsy.

The quinoxalinediones were the first-reported selective AMPA receptor antagonists to achieve potent AMPA receptor blockade through a competitive interaction at the glutamate recognition site [8, 20]. However, early compounds were associated with several serious shortcomings. For example, 6-cyano-7-nitroquinoxaline-2, 3-dione was associated with low in vivo activity due to poor penetration of the blood–brain barrier [8]. By contrast, although the lipophilic analog 2,3-dioxo-6-nitro-1,2,3, 4-tetrahydrobenzo[f]quinoxaline-7-sulfonamide (NBQX) was systemically active [21, 22], it was poorly water soluble in the neutral pH range, resulting in precipitation in the kidneys and, thus, nephrotoxicity. Although structural modifications were made to NBQX to try to increase solubility, the inclusion of a polar moiety led to a further decrease in permeability across the blood–brain barrier [23, 24]. In vivo
anticonvulsant activity was subsequently achieved with later quinoxalinediones; for example, YM90K (6-[1H-imidazol-1-yl]-7-nitro-2,3[1H,4H]-quinolinedione), YM872 ([2,3-dioxo-7-(1H-imidazol-1-yl)-6-nitro-1,2,3,4-tetrahydro-1-quinoxalinyl]-acetic acid monohydrate), and ZK200775 (1,2,3,4-tetrahydro-7-morpholiny1-2,3-dioxo-6-[trifluoromethyl]quinoxalin-1-yl)methylphosphonate), as well as with structurally dissimilar competitive AMPA receptor antagonists (e.g., RPR117824 [9-(carboxymethyl)-4-oxo-5,10-dihydro-4H-imidazo[1,2-a][1,2-e]pyrazine-2-carboxylic acid]) [25–31]. However, none of these succeeded in clinical development.

The late 1980s and early 1990s saw the characterization of a novel class of selective noncompetitive AMPA receptor antagonists, the 2,3-benzodiazepines [32–34]. Mechanistically distinct from competitive AMPA receptor antagonists, non-competitive receptor antagonists interact with an allosteric binding site distinct from the AMPA recognition site [32]. It was anticipated that if noncompetitive receptor antagonists could be targeted to the CNS and have the ability to cross the blood–brain barrier, they could potentially have greater efficacy than competitive receptor antagonists. This is because the therapeutic effect of noncompetitive AMPA receptor antagonists is mediated independently of glutamate levels or polarization state of the synaptic membrane, and they have only minimal effects on normal glutamatergic activity [13].

GYKi 52466 (4-(8-methyl-9H-1,3-dioxolo[4,5-h][2, 3]benzodiazepin-5-yl)-benzenamine hydrochloride) was the prototype noncompetitive AMPA antagonist and demonstrated broad-spectrum action in animal models of epilepsy [35, 36]. The GYKi 52466 analog, talampanel, progressed to clinical evaluation for the treatment of epilepsy and other conditions with glutamate-related mechanisms as their underlying pathogenesis (e.g., recurrent malignant glioma and amyotrophic lateral sclerosis) [37–39]. In a Phase II, double-blind, crossover study in patients with refractory partial seizures (n=49), oral talampanel (25, 60, or 75 mg three times daily) as add-on therapy significantly reduced seizure frequency (P=0.001) with a median reduction in average weekly seizure rate (all types) of 21%. In addition, almost 80% (30/38) of patients who completed the study experienced fewer seizures on talampanel compared with placebo [37]. However, the relatively short half-life of talampanel (mean 3h (range 1.6–5.8h)) [40] necessitated multiple daily dosing in clinical trials [37–39].

Safety issues have limited the development of other AMPA receptor antagonists. For example, a Phase II dose-escalation trial of the selective, competitive AMPA receptor antagonist ZK 200775 in patients with acute ischemic stroke (n=61) was stopped prematurely due to reductions in consciousness (stupor and coma) in 8 of 13 patients who received a total ZK 200775 dose of 525 mg in 48h by continuous infusion [41].

THE CONCEPTION OF PERAMPANEL

Historically, the discovery and development of new AEDs has involved either the screening of large numbers of compounds for antiseizure activity or the further optimization of existing AEDs. In a move away from this traditional approach, Eisai
Research Laboratories conducted a focused discovery program [42] to identify an orally active, noncompetitive, potent AMPA receptor antagonist with a favorable pharmacokinetic and safety profile that could permeate across the blood-brain barrier.

To explore potential new compounds with different structures, two high-throughput screening assays were used [43, 44]. The rat cortical neuron AMPA-induced cell death assay served as a functional assay of AMPA receptor blockade, whilst a [³H]AMPA-binding assay was used for the detection of compounds that acted as competitive AMPA receptor antagonists [44]. To provide a more direct assay of AMPA receptor antagonist activity, and to allow elimination of false positives, a membrane-permeant calcium-sensitive dye was used to test potential compounds for their ability to inhibit AMPA-induced Ca²⁺ influx in rat primary neuron cultures [43].

Although the [³H]AMPA-binding assay failed to identify any potential compounds, the functional assay identified 2,4-diphenyl-4H-[1,3,4]oxadiazin-5-one, a noncompetitive AMPA receptor antagonist with a half maximal inhibitory concentration (IC₅₀) of approximately 5µM for AMPA receptor blockade [44]. Using 2,4-diphenyl-4H-[1,3,4]oxadiazin-5-one as a starting point, medicinal chemistry efforts were subsequently focused on developing an orally absorbed drug that had improved potency and was able to penetrate the blood–brain barrier. This strategy resulted in the identification of the pyridine core structure, 1,3,5-triaryl-1H-pyridin-2-one, as the preferred scaffold for further optimization [43]. Several potential clinical compounds were built around this pyridine core, but it was modification to optimize oral efficacy that led to the identification of perampanel (2-[2-oxo-1-phenyl-5-pyridin-2-yl-1,2-dihydropyridin-3-yl]benzonitrile) (Fig. 22.1). With a pKₐ (−log₁₀ of the acid dissociation constant, Kₐ) of 3.24, perampanel (weak base) dissolves readily at acidic pHs, such that it is completely absorbed from the gastrointestinal tract, maximizing oral absorption [44]. The molecular weight of perampanel is 349.4 g/mol, calculated partition coefficient (ClogP, a measure of lipophilicity) is 4.2, topological polar surface area is 58.7 square angstroms, the number of hydrogen bond donors is 0, and the number of hydrogen bond acceptors is 4 (data on file). These values are broadly consistent with the general properties of druggable compounds [45].
In vitro functional and binding studies have provided confirmatory evidence that perampanel is an orally active, selective, noncompetitive antagonist of the AMPA receptor. In cultured rat cerebral cortical neurons, perampanel inhibited AMPA-induced increases in intracellular Ca\(^{2+}\) in a concentration-dependent manner, with an IC\(_{50}\) of 93 nM (32.5 ng/ml) [24]. This compared favorably with an IC\(_{50}\) of 12.5 μM for the prototypical noncompetitive AMPA antagonist GYKI 52466 [24]. In contrast, perampanel showed only weak inhibition of Ca\(^{2+}\) increases induced by NMDA (100 μM) in rat cortical neurons, and only at the highest concentration tested; the maximal inhibitory response was 18% with perampanel 30 μM compared with 85% with the noncompetitive NMDA receptor antagonist MK801 ([5S,10R]-[+]-5-methyl-10,11-dihydro-5H-dibenzo(a,d)cyclohepten-5,10-imine maleate; 1 μM) [24].

The selectivity of perampanel was further investigated in the rat hippocampus by determining its inhibitory activity on the synaptic responses known to be selectively mediated by AMPA, NMDA, or kainate receptors. Perampanel inhibited AMPA receptor-mediated field excitatory postsynaptic potentials (f-EPSPs) in rat hippocampal slices with an IC\(_{50}\) of 0.23 μM and was approximately 34-fold more potent than GYKI 52466 (IC\(_{50}\) 7.8 μM). Complete inhibition of AMPA receptor-mediated f-EPSPs was reported with perampanel 3 μM [46]. However, at doses at least 100-fold higher, perampanel (10 μM) failed to reduce NMDA or kainate receptor-mediated f-EPSPs, which were completely blocked by the competitive NMDA antagonists D-APS (30 μM) and NBQX (10 μM) [46]. These findings were consistent with the theory that selective AMPA receptor antagonism was the primary mode of action of perampanel.

Analysis of whole cell voltage-clamp recordings in cultured rat hippocampal neurons expressing native AMPA receptors indicated that perampanel binds with similar affinity to the open and closed states of AMPA receptors, and does not affect AMPA receptor desensitization, having no effect on the decay time course of AMPA-evoked currents [47]. In addition, high (30 μM) perampanel concentrations had no effect on NMDA-evoked patch clamp currents in this cell culture [47].

Assessment of binding affinity using radiolabeled perampanel ([\(^3\)H]perampanel) in rat forebrain membranes provided additional evidence of a noncompetitive interaction between perampanel and AMPA receptors. Binding of [\(^3\)H]perampanel to rat forebrain membranes was not significantly reduced by glutamate (1 mM), AMPA (0.1 mM), or NBQX (0.1 mM); however, [\(^3\)H]perampanel was displaced by the noncompetitive AMPA receptor antagonists CP465022 (IC\(_{50}\) 21.1 nM) and GYKI 52466 (IC\(_{50}\) 23.3 nM), suggesting a common site of action on the AMPA receptor for all three noncompetitive antagonists [24].

Preclinical data suggested that perampanel had good oral absorption and the potential to be a novel therapeutic target in the CNS. A critical additional requirement for success was the ability of perampanel to cross the blood–brain barrier. This barrier controls the distribution of drugs into the brain [48] and, in particular, efflux transporters such as P-gp and the breast cancer resistance protein (BCRP) stop many drugs from entering and accumulating in the brain [49, 50]. The permeability of perampanel remained consistent
between native human cell lines and P-gp- and BCRP-overexpressing cell lines, indicating that perampanel is not a substrate for these blood–brain barrier efflux transporter proteins. In fact, perampanel was found to be a weak inhibitor of P-gp and BCRP (IC$_{50}$ 18.1 and 12.8 μmol/l, respectively) [44, 51]. As such, these efflux transporters were not considered to limit the access of perampanel to the brain.

THE PRECLINICAL EVALUATION OF PERAMPANEL—IN VIVO PHARMACOLOGY

*In vivo* studies showed that perampanel demonstrated broad-spectrum antiseizure activity when tested in a range of animal models of epilepsy, including those seizures induced by electrical, chemical, and sensory stimuli [24]. Oral perampanel was a more potent anticonvulsant than carbamazepine and sodium valproate in protecting mice from tonic–clonic generalized seizures in the maximal electric shock test (50% effective dose [ED$_{50}$]: 1.6 vs 21 and 460 mg/kg, respectively) and audiogenic-induced seizure test (ED$_{50}$: 0.47 vs 6.1 and 160 mg/kg, respectively), as well as from absence or myoclonic seizures in subcutaneous pentylenetetrazole-induced seizure tests (0.94 vs >100 and 350 mg/kg, respectively) [24]. In the rat amygdala-kindling model of temporal lobe epilepsy, perampanel (10 mg/kg orally) significantly increased the after-discharge threshold (ADT; P<0.05 vs vehicle) and significantly attenuated motor seizure duration, after-discharge duration, and seizure severity recorded at 50% higher intensity than the ADT current (P<0.05 for all measures vs vehicle) [24].

Perampanel has also been studied in animal models of refractory epilepsy. Using a rat amygdala-kindling model with a strong stimulus intensity (3-fold higher than the ADT) to elicit drug-resistant partial-onset seizures, Wu et al. [52] reported synergistic reductions in electroencephalogram seizure duration, motor seizure duration, and seizure score when low-dose perampanel (0.75 mg/kg) was administered in combination with the AEDs levetiracetam (50 mg/kg), lamotrigine (20 mg/kg), carbamazepine (20 mg/kg), and sodium valproate (200 mg/kg) [52]. Perampanel also terminated seizures in an animal model of benzodiazepine-resistant status epilepticus. Using the lithium-pilocarpine rat model of status epilepticus, perampanel terminated seizures in all 6 of 6 rats tested when administered intravenously 60 min after pilocarpine administration. By contrast, GYKI 52466 (50 mg/kg intravenously) only terminated seizures in 2 out of 4 rats when administered at 30 min [53].

Using the 6 Hz electroshock-induced seizure test, which is a refractory psychomotor seizure model, sodium channel-blocking AEDs are at best only weakly effective. Some drugs, for example, phenytoin and lamotrigine, demonstrate a reduced inhibitory response with increasing stimulation intensity [54]. Using the 6 Hz electroshock seizure test, perampanel (1–8 mg/kg orally) conferred dose-dependent protection against seizures in mice. Notably, the ED$_{50}$ for perampanel in this setting was similar at both 32 mA (2.1 mg/kg) and 44 mA (2.8 mg/kg) [24]. Furthermore, there was evidence that perampanel acted synergistically with other AEDs, with greater reductions in the incidence of seizures when perampanel was administered in combination with phenytoin (10 mg/kg), carbamazepine (20 mg/kg), and sodium valproate (100 mg/kg) [24].
Perampanel was reported to cause dose-dependent motor impairment in mice and rats using the rotarod performance test, which assesses motor coordination (median toxic dose of 1.8 and 9.1 mg/kg in mice and rats, respectively). These doses were very close to the levels of perampanel needed to reduce seizure activity, indicating that perampanel has a narrow therapeutic window. Such CNS-depressant effects were not unexpected with perampanel, given the key role played by AMPA receptors in mediating glutamatergic excitatory neurotransmission in the CNS, although preclinical studies are not reliable indicators of the clinical therapeutic index of AEDs [24].

**THE PRECLINICAL EVALUATION OF PERAMPANEL—PHARMACOKINETICS**

Preliminary pharmacokinetic evaluation in a small number of mice and rats was conducted as part of the early development of perampanel. In these studies, brain, plasma, and cerebrospinal fluid concentrations of perampanel indicated that perampanel freely penetrates the brain [43] and supports previous evidence that perampanel is not a substrate for blood–brain barrier transporter proteins [9, 44]. Brain-to-plasma concentration ratios following oral administration of perampanel to mice (3 mg/kg) and rats (10 mg/kg) were 1.06 and 1.14, respectively (Table 22.1). The cerebrospinal fluid-to-unbound plasma concentration ratio for perampanel (0.5 mg/kg intraperitoneally) was 1.14 in mice [24, 43], again supporting previous evidence that perampanel freely crosses the blood–brain barrier.

An overview of the pharmacokinetic parameters for perampanel in rats is shown in Table 22.2. Although the terminal elimination half-life of perampanel was short in animals (1.4–2.4 h in rats, 5.3–7.6 h in dogs and monkeys) [51], liver microsome studies suggested a very low metabolic turnover rate in human liver microsomes (clearance 0.009 μl/min/mg protein) [43]. Consistent with this, perampanel was reported to have a long half-life in Phase I pharmacokinetic studies in healthy male volunteers: the half-life of perampanel ranged from 52 to 129 h, following single-dose administration (0.2–8.0 mg) and from 66 to 90 h after multiple-dose administration.

| TABLE 22.1 Brain/plasma or cerebrospinal fluid/unbound plasma concentration ratios for perampanel in male mice or ratsa |
|-------------|-----------------|-----------------|-----------------|
| Species     | Dose            | Sampling time (min) | Brain/plasma concentration ratio | Cerebrospinal fluid/unbound plasma concentration ratio |
| Mice        | 3 mg/kg p.o.    | 60               | 1.06            | NT              |
| Mice        | 0.5 mg/kg i.p.  | 20               | NT              | 1.14            |
| Rats        | 10 mg/kg p.o.   | 30               | 1.14            | NT              |

Each value represents the mean of two or three animals. i.p., intraperitoneal injection; NT, not tested; and p.o., oral administration.

*aReprinted [adapted] with permission from Hibi, S., et al. Discovery of 2-(2-oxo-1-phenyl-5-pyridin-2-yl-1, 2-dihydropyridin-3-yl)benzonitrile (perampanel): a novel, noncompetitive a-amino-3-hydroxy-5-methyl-4-isoxazolepropanoic acid (AMPA) receptor antagonist. *Journal of Medicinal Chemistry* [2012], 55, 10584-10600. Copyright 2013 American Chemical Society.
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(1–6 mg/day for 14 days) [55]. The combination of a low metabolic rate in human liver microsomes and a long half-life suggested that perampanel was potentially suitable for once-daily administration in humans.

Following oral administration, perampanel is rapidly and almost completely absorbed in humans, with low systemic clearance and bioavailability approaching 100% [9, 44, 55]. In healthy volunteers, peak plasma concentrations of perampanel were observed within approximately 1.0 h and steady-state plasma concentrations were reached within 14 days of multiple-dose administration [55]. Perampanel undergoes negligible first-pass metabolism but is extensively metabolized via oxidation and sequential glucuronidation, principally by the cytochrome (CYP) enzyme CYP3A4. The resulting metabolites are thought to have negligible contribution to the therapeutic activity of perampanel, given their very low plasma concentrations relative to unchanged perampanel and their inability to inhibit AMPA receptors [44]; they are excreted via the fecal and urinary routes.

Perampanel does not act as an enzyme inducer or inhibitor; however, the pharmacokinetic profile of perampanel is affected by enzyme-inducing drugs, specifically inducers of CYP3A4. The CYP3A4-inducer carbamazepine (300 mg twice daily) increased the clearance of perampanel 3-fold, and decreased the maximum plasma concentration and bioavailability area under the concentration–time curve from 0 to time infinity [AUC$_{(0\text{−}\infty)}$] by 26 and 67%, respectively. This resulted in an average half-life of 25 h. Ketoconazole, a CYP3A4 inhibitor, increased the exposure AUC$_{(0\text{−}\infty)}$ of perampanel by 20% [51]. Plasma protein binding of perampanel is approximately 95% [9, 44].

THE CLINICAL EVALUATION OF PERAMPANEL

As a result of promising preclinical and pharmacokinetic data, perampanel was further evaluated in an extensive step-wise clinical development program across a large, multinational population of adolescent and adult patients with refractory

<table>
<thead>
<tr>
<th>TABLE 22.2 Pharmacokinetic parameters for perampanel (i.v. and p.o.) in male rats$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perampanel 1 mg/kg (i.v.)</td>
</tr>
<tr>
<td>CL (l/h/kg)</td>
</tr>
<tr>
<td>$V_{\text{ss}}$ (l/kg)</td>
</tr>
<tr>
<td>AUC (µg/ml·h)</td>
</tr>
<tr>
<td>$T_{1/2}$ (h)</td>
</tr>
</tbody>
</table>

Each parameter is calculated from the mean of plasma concentrations of three animals. AUC, area under the concentration–time curve; CL, clearance; $F$, ratio of AUC$_{(0\text{−}\infty)}$ values after oral (p.o.) and intravenous (i.v.) administrations; $T_{1/2}$, half-life; $T_{\text{max}}$, time to meet peak plasma concentration; $V_{\text{ss}}$, volume of distribution at steady state.
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partial-onset seizures who were receiving 1–3 concomitant AEDs. The clinical program included two Phase II dose-finding trials, in which the perampanel dose was titrated up to 4 or 12 mg once daily [56], three randomized, double-blind, placebo-controlled Phase III registration trials, in which perampanel was titrated up to 8 or 12 mg once daily [57–59], and two long-term extension studies (Fig. 22.2) [60, 61]. Here, we provide an overview of the efficacy and safety data from these studies of perampanel, with the key findings summarized in Tables 22.3 and 22.4. For a more comprehensive review, please refer to the recent articles by Kerling and Kasper [62] and Serratosa et al. [63].

In the two Phase II dose-escalation studies, which were designed to guide the minimum and maximum doses of perampanel to be tested in Phase III clinical trials, perampanel was well tolerated at doses up to 12 mg/day [56]. In Study 206, 82.4% of patients tolerated perampanel 4 mg/day, whilst in Study 208, it was estimated that 97, 55, and 44% of patients tolerated perampanel doses of 4, 8, and 12 mg/day, respectively. Although not powered to detect a statistically significant

<table>
<thead>
<tr>
<th>Phase IIa</th>
<th>Phase IIIb</th>
<th>Long-term extension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Study 206 [56]</td>
<td>Study 304 [57]</td>
<td>Study 207 [61]</td>
</tr>
<tr>
<td>n = 153 (18–70 years)</td>
<td>n = 388 (1212 years)</td>
<td>Patients (n = 138 enrolled) who completed a Phase II study</td>
</tr>
<tr>
<td>Uncontrolled POS despite ≥3 AEDs in past 2 years</td>
<td>Uncontrolled POS ± SG on 1–3 AEDs Adjunctive PER 8 or 12 mg/day vs PL 6-week dose titration (2-mg increment per week) + 13-week maintenance 1° endpoint: % change in seizure frequency (50% responder rate for EU registration)</td>
<td>PER dose titration to ≤12 mg/day 12-week dose titration (2-mg increment every 2 weeks) + up to 424-week maintenance (≈8 years)</td>
</tr>
<tr>
<td>PER 1–4 mg/day (QD or BID) vs PL 8-week dose titration + 4-week maintenance</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Study 208 [56]</td>
<td>Study 305 [58]</td>
<td>Study 307 [60]</td>
</tr>
<tr>
<td>n = 48 (18–70 years)</td>
<td>n = 386 (112 years)</td>
<td>Patients (n = 1218 enrolled) who completed a Phase III study</td>
</tr>
<tr>
<td>Uncontrolled POS despite ≥3 AEDs in past 2 years</td>
<td>Uncontrolled POS ± SG on 1–3 AEDs Adjunctive PER 8 or 12 mg/day vs PL 6-week dose titration (2-mg increment per week) + 13-week maintenance 1° endpoint: % change in seizure frequency (50% responder rate for EU registration)</td>
<td>PER dose titration (≤12 mg/day; QD) 16-week blinded conversion period (2-mg increment every 2 weeks) + 256-week maintenance + 4-week follow-up</td>
</tr>
<tr>
<td>PER ≤12 mg/day (QD) vs PL 12-week dose titration + 4-week maintenance</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Study 306 [59]</td>
<td>Study 308 [59]</td>
<td>Study 306 [59]</td>
</tr>
<tr>
<td>n = 706 (1212 years)</td>
<td>n = 1218 (≥12 years)</td>
<td>Patients (n = 706 enrolled) who completed a Phase II study</td>
</tr>
<tr>
<td>Uncontrolled POS ± SG on 1–3 AEDs Adjunctive PER 2, 4, or 8 mg/day vs PL 6-week dose titration (2-mg increment per week) + 13-week maintenance 1° endpoint: % change in seizure frequency (50% responder rate for EU registration)</td>
<td>Uncontrolled POS ± SG on 1–3 AEDs Adjunctive PER 2, 4, or 8 mg/day vs PL 6-week dose titration (2-mg increment per week) + 13-week maintenance 1° endpoint: % change in seizure frequency (50% responder rate for EU registration)</td>
<td>PER dose titration to ≤12 mg/day 6-week dose titration (2-mg increment per week) + 13-week maintenance 1° endpoint: % change in seizure frequency (50% responder rate for EU registration)</td>
</tr>
</tbody>
</table>

AED, antiepileptic drug; BID, twice daily; PER perampanel; PL, placebo; POS, partial-onset seizures; QD, once daily; SG, secondary generalized.

MULTICENTER, RANDOMIZED, DOUBLE-BLIND, PLACEBO-CONTROLLED, DOSE-ESCALATION TRIALS.

MULTICENTER, RANDOMIZED, DOUBLE-BLIND, PLACEBO-CONTROLLED TRIALS (A POOLED ANALYSIS OF THE THREE PHASE III STUDIES HAS BEEN PUBLISHED [64]).

PATIENTS WHO DID NOT TOLERATE TREATMENT DURING TITRATION WERE PERMITTED TO REVERT TO THE PREVIOUS DOSE LEVEL.

FIGURE 22.2 Overview of perampanel clinical studies.
difference in terms of efficacy, responder rate (defined as the proportion of patients experiencing a ≥50% reduction in seizure frequency) was higher and there was a greater improvement in seizure frequency with perampanel versus placebo in both studies (Table 22.3) [56]. Within the therapeutic dose range (perampanel 4–12 mg/day) and assuming 95% protein binding with a free fraction of 5%, free plasma concentrations were 0.03–0.07 μM meaning that concentrations of perampanel at the AMPA receptor would be much lower than the IC₅₀ [44]. This suggests that a low level of inhibition of AMPA receptors is sufficient for protection against seizures [8, 46].

Based on the results of the Phase II trials, the efficacy and tolerability of perampanel (2–12 mg/day) were investigated in the three pivotal Phase III, double-blind, placebo-controlled clinical trials. The intent-to-treat population across the three Phase III studies (Fig. 22.2) included 1478 patients [57–59]. In Study 306 in which patients were enrolled from Europe, Asia, and Australia, and received perampanel 2, 4, or 8 mg/day, a clear dose-dependent treatment effect was observed for both median percent change in seizure frequency and 50% responder rate; the difference versus placebo reached statistical significance for perampanel 4 and 8 mg/day for both endpoints (Table 22.3) [59]. In Studies 304 and 305, patients received higher once-daily perampanel doses of 8 or 12 mg/day [57, 58]; patients were enrolled from North and Latin America in Study 304, and from Europe, North America, and Australia in Study 305. In Study 304, median percent change in seizure frequency was significantly higher with perampanel 8 and 12 mg/day versus placebo; however, the higher responder rates with perampanel were not statistically significant versus placebo (Table 22.3). From pooled Phase III pivotal trial data, a subgroup analysis by geographic region found a higher placebo response rate in patients from Latin America [65], causing a treatment-by-region interaction that was statistically significant. However, the reason for this higher placebo response rate is unknown since there were no differences in demographic or baseline characteristics unique to Latin America. Geographic region was also not found to influence the relationship between efficacy responses and plasma concentrations of perampanel, providing further evidence that across all geographic regions there is a consistent degree of improvement in seizure control across the effective dose range (4–12 mg) [66]. By contrast, for perampanel doses of 8 and 12 mg/day in Study 305, both median percent change in seizure frequency from baseline per 28 days and responder rates were significantly greater compared with placebo (Table 22.1).

A subsequent analysis of pooled Phase III pivotal trial data further supported these findings (Table 22.3) [64]. In addition, and from an integrated actual (last) dose analysis of data from the three pivotal Phase III trials and a long-term extension study (Study 307), in patients who were able to tolerate perampanel 12 mg/day, the higher dose was associated with additional benefits in seizure control compared with 8 mg/day [67]. Although only interim data have been published to date, efficacy data from the two long-term extension studies indicate that the degree of seizure control observed in the Phase II and III studies is maintained during long-term therapy (Table 22.3) [60, 61]. Available pharmacokinetic/pharmacodynamic data, based on
### Table 22.3 Overview of Efficacy Data

<table>
<thead>
<tr>
<th></th>
<th>Phase II</th>
<th>Phase III</th>
<th>Long-term extension</th>
<th>Pooled analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Study 206 ( (n=153) ) [56]</td>
<td>Study 208 ( (n=48) ) [56]</td>
<td>Study 304 ( (n=388) ) [57]</td>
<td>Study 305 ( (n=386) ) [58]</td>
</tr>
<tr>
<td><strong>Baseline seizure frequency/month (median)</strong></td>
<td>PER QD: 16.6d</td>
<td>PER QD: 17.6d</td>
<td>PER</td>
<td>PER</td>
</tr>
<tr>
<td></td>
<td>Placebo: 19.6d</td>
<td>Placebo: 17.3d</td>
<td>8 mg/day: 14.3</td>
<td>8 mg/day: 13.0</td>
</tr>
<tr>
<td></td>
<td>12 mg/day: 12.0</td>
<td>12 mg/day: 13.7</td>
<td>12 mg/day: 13.0</td>
<td>4 mg/day: 10.0</td>
</tr>
<tr>
<td><strong>Median change in seizure frequency per 28 days vs baseline (%)</strong></td>
<td>PER: -25.7</td>
<td>PER: -39.6</td>
<td>PER</td>
<td>PER</td>
</tr>
<tr>
<td></td>
<td>Placebo: -19.5</td>
<td>Placebo: +2.1</td>
<td>8 mg/day: -26.3*</td>
<td>8 mg/day: -30.5*</td>
</tr>
<tr>
<td></td>
<td>Placebo: -17.6*</td>
<td>Placebo: -34.5*</td>
<td>12 mg/day: -34.5*</td>
<td>12 mg/day: -17.6*</td>
</tr>
<tr>
<td></td>
<td>Placebo: -21.0</td>
<td>Placebo: -9.7</td>
<td>Placebo: -21.0</td>
<td>Placebo: -9.7</td>
</tr>
<tr>
<td><strong>Responder rates (%)</strong></td>
<td>PER: 30.7 ( (n=31/101) )</td>
<td>PER: 39.5 ( (n=15/38) )</td>
<td>PER</td>
<td>PER</td>
</tr>
<tr>
<td></td>
<td>Placebo: 21.6 ( (n=11/51) )</td>
<td>Placebo: 22.2 ( (n=2/9) )</td>
<td>8 mg/day: 37.6</td>
<td>8 mg/day: 33.3*</td>
</tr>
<tr>
<td></td>
<td>Placebo: 26.4</td>
<td>Placebo: 14.7</td>
<td>12 mg/day: 36.1</td>
<td>12 mg/day: 33.9*</td>
</tr>
<tr>
<td></td>
<td>Placebo: 26.4</td>
<td>Placebo: 14.7</td>
<td>12 mg/day: 36.1</td>
<td>12 mg/day: 33.9*</td>
</tr>
</tbody>
</table>

(Continued)
<table>
<thead>
<tr>
<th>Study</th>
<th>Phase II</th>
<th>Phase III</th>
<th>Long-term extension</th>
<th>Pooled analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Study 206</td>
<td>Study 208</td>
<td>Study 304</td>
<td>Study 305</td>
<td>Study 306</td>
</tr>
<tr>
<td>(n=153)</td>
<td>(n=48)</td>
<td>(n=388)</td>
<td>(n=386)</td>
<td>(n=706)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median change in frequency of CP+SG per 28 days vs baseline (%)</td>
<td>PER</td>
<td>PER</td>
<td>PER</td>
<td>−44.7&lt;sup&gt;*&lt;/sup&gt;</td>
</tr>
<tr>
<td>8 mg/day:</td>
<td>−33.0&lt;sup&gt;*&lt;/sup&gt;</td>
<td>−32.7&lt;sup&gt;*&lt;/sup&gt;</td>
<td>−31.2&lt;sup&gt;*&lt;/sup&gt;</td>
<td>−33.0&lt;sup&gt;*&lt;/sup&gt;</td>
</tr>
<tr>
<td>12 mg/day:</td>
<td>−33.1&lt;sup&gt;*&lt;/sup&gt;</td>
<td>−21.9&lt;sup&gt;*&lt;/sup&gt;</td>
<td>−31.2&lt;sup&gt;*&lt;/sup&gt;</td>
<td>−33.1&lt;sup&gt;*&lt;/sup&gt;</td>
</tr>
<tr>
<td>Placebo: −17.9</td>
<td>Placebo: −8.1</td>
<td>Placebo: −17.6</td>
<td>Placebo: −17.6</td>
<td>Placebo: −17.6</td>
</tr>
<tr>
<td>Patients free of seizures (%)</td>
<td>PER</td>
<td>PER</td>
<td>PER</td>
<td>7.1 (12-month data only)</td>
</tr>
<tr>
<td>8 mg/day: 2.2</td>
<td>8 mg/day: 2.3</td>
<td>2 mg/day: 1.9</td>
<td>2.9&lt;sup&gt;*&lt;/sup&gt;</td>
<td>2 mg/day: 1.9</td>
</tr>
<tr>
<td>12 mg/day: 1.5</td>
<td>12 mg/day: 5.0</td>
<td>4 mg/day: 4.4</td>
<td>4 mg/day: 4.4</td>
<td>4 mg/day: 4.4</td>
</tr>
<tr>
<td>Placebo: 0.0</td>
<td>Placebo: 1.5</td>
<td>8 mg/day: 4.8</td>
<td>8 mg/day: 4.8</td>
<td>8 mg/day: 4.8</td>
</tr>
<tr>
<td>Placebo: 1.2</td>
<td>Placebo: 1.2</td>
<td>Placebo: 1.2</td>
<td>Placebo: 1.2</td>
<td>Placebo: 1.2</td>
</tr>
</tbody>
</table>

BID, twice daily; CP, complex partial; PER, perampanel; QD, once daily; SG, secondary generalized seizures; yr, year(s).

<sup>a</sup> Patients were recruited from the Phase II Studies 206 and 208.

<sup>b</sup> Patients were recruited from the Phase III Studies 304, 305, and 306, and data shown are from the interim cutoff date.

<sup>c</sup> Pooled analysis of the Phase III Studies 304, 305, and 306.

<sup>d</sup> Mean.

<sup>e</sup> In the last 13-week interval.

<sup>f</sup> Percentage of patients with ≥50% reduction in seizure frequency.

<sup>g</sup> Of the 131 patients with CP±SG across the entire open-label extension treatment phase (titration period 12 weeks; maintenance period up to 424 weeks). Responder rate for group was 45.8%.

<sup>h</sup> By the interim cutoff date.

<sup>*</sup>P<0.05 versus placebo.
pooled data from the three pivotal Phase III trials, suggest that within the perampanel dose range (2–12 mg), a linear relationship exists between increasing plasma concentration and clinical response. Increasing average perampanel plasma concentration at steady state was associated with a reduction in seizure frequency and an increased probability of a patient being a responder (≥50% reduction in seizure frequency) [66].

In Phase II and III studies, perampanel 2–12 mg/day was associated with an acceptable safety profile, with most adverse events being of mild-to-moderate intensity [56–59]. The most common adverse events reported in Phase III clinical trials of perampanel and during long-term follow-up are summarized in Table 22.4. No clinically significant changes were reported in terms of vital signs, laboratory values, or electrocardiogram parameters. In accordance with the CNS-depressant effects observed in preclinical studies, the most commonly reported adverse events in the three perampanel Phase III pivotal studies were dizziness, somnolence, and headache, occurring with an incidence of 10.0–47.9, 9.3–18.2, and 8.5–15.0%, respectively, with perampanel 2–12 mg/day [57–59]. Available pharmacokinetic/pharmacodynamic data pooled from these Phase III pivotal studies found a significantly higher predicted probability of dizziness, somnolence, fatigue, irritability, gait disturbance, weight increase, dysarthria and euphoric mood for higher doses of perampanel [65]. Based on the dose-dependent trend that was generally evident for dizziness and somnolence, both these adverse events are listed in the “warnings and precautions” section of the European Summary of Product Characteristics and the U.S. Prescribing Information [9, 10]. Such CNS-related symptoms are not unique to perampanel, and they are commonly reported with a range of AEDs, including lamotrigine, carbamazepine, and gabapentin [68–70].

Other adverse events occurring in ≥10% of perampanel-treated patients during Phase III evaluation included fatigue, fall, ataxia, and irritability. As the risk of falls may be a result of increased dizziness and somnolence, the “warnings and precautions” section of the current prescribing guidelines highlights that patients should be assessed for falls and injuries, and gait disturbance [9, 10]. Psychiatric and behavioral adverse events (classified as either hostility or aggression) were reported in a higher number of patients receiving perampanel in the three pivotal Phase III studies compared with placebo; the rate increased with a higher dose and was related to irritability. A total of 12 patients receiving perampanel experienced serious psychiatric treatment-emergent adverse events (the most common was aggression; n = 3) compared with four patients receiving placebo (no aggression) [64]. Current prescribing guidelines warn of the risk of serious psychiatric and behavioral reactions, and recommend monitoring patients for psychiatric events. In cases of persistent severe or worsening psychiatric symptoms or behaviors, dose reduction of perampanel or permanent discontinuation may be necessary [9, 10].

A pooled analysis of safety data from the three pivotal Phase III studies generally reflected the data from the individual studies [63]. Furthermore, no unexpected adverse events or new safety concerns have been identified to date in the two open-label extension trials [60, 61] (Table 22.4).
CASE STUDY 1: THE DISCOVERY AND DEVELOPMENT OF PERAMPANEL

CONCLUSIONS

The development of perampanel is a valuable example of how a focused drug discovery program was used to identify an AMPA receptor antagonist that was able to overcome the pharmacokinetic challenges observed with prior AMPA receptor antagonists, including a lack of blood–brain barrier permeability and a short half-life.

TABLE 22.4 Overview of the Most Common Adverse Events in Perampanel Phase III Studies.

<table>
<thead>
<tr>
<th>Study</th>
<th>PER: 8 mg (n=133)</th>
<th>PER: 12 mg (n=134)</th>
<th>Placebo (n=121)</th>
<th>Study</th>
<th>PER: 8 mg (n=129)</th>
<th>PER: 12 mg (n=136)</th>
<th>Placebo (n=136)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Any adverse event</td>
<td>117 (88.0)</td>
<td>123 (91.8)</td>
<td>100 (82.6)</td>
<td>Any adverse event</td>
<td>112 (86.8)</td>
<td>104 (86.0)</td>
<td>93 (68.4)</td>
</tr>
<tr>
<td>Any treatment-related adverse event</td>
<td>99 (74.4)</td>
<td>108 (80.6)</td>
<td>58 (47.9)</td>
<td>Any adverse event</td>
<td>89 (69.0)</td>
<td>94 (77.7)</td>
<td>65 (47.8)</td>
</tr>
<tr>
<td>Any adverse event leading to study/dose discontinuation</td>
<td>9 (6.8)</td>
<td>26 (19.4)</td>
<td>8 (6.6)</td>
<td>Any adverse event leading to dose reduction/interruption</td>
<td>12 (9.3)</td>
<td>23 (19.0)</td>
<td>6 (4.4)</td>
</tr>
<tr>
<td>Any serious adverse event</td>
<td>8 (6.0)</td>
<td>9 (6.7)</td>
<td>6 (5.0)</td>
<td>Any serious adverse event</td>
<td>10 (7.8)</td>
<td>12 (9.9)</td>
<td>7 (5.1)</td>
</tr>
<tr>
<td>Adverse events in ≥10% (any treatment group)</td>
<td></td>
<td></td>
<td></td>
<td>Dizziness</td>
<td>50 (37.6)</td>
<td>51 (38.1)</td>
<td>12 (9.9)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Fatigue</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Nausea</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Vomiting</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

All data shown are number (%) of patients. PER, perampanel.

a At the interim cutoff date.

b Maximum daily dose of perampanel patients were exposed to; one patient received perampanel <4 mg/day and has not been included in table.

c Adverse event incidence rate for each study is only reported if adverse events occurred in ≥10% of patients in at least one treatment group.

Perampanel was characterized by high oral absorption, a long half-life supporting once-daily dosing, and was found to freely cross the blood–brain barrier. Perampanel is the first AMPA receptor antagonist to be approved in an epilepsy indication, offering a potential treatment for patients refractory to other AEDs and paving the way for the further development and application of this class of compounds. In the future, effective AMPA receptor antagonists may be useful for the management and treatment of various neurological disorders.

### Table 22.4: Overview of the Most Common Adverse Events in Perampanel Phase III Studies

<table>
<thead>
<tr>
<th>Study</th>
<th>PER: 2 mg</th>
<th>PER: 4 mg</th>
<th>PER: 8 mg</th>
<th>Placebo</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(n=180)</td>
<td>(n=172)</td>
<td>(n=169)</td>
<td>(n=185)</td>
</tr>
<tr>
<td>Study 304</td>
<td>111 (61.7)</td>
<td>111 (64.5)</td>
<td>121 (71.6)</td>
<td>101 (54.6)</td>
</tr>
<tr>
<td>Study 305</td>
<td>67 (37.2)</td>
<td>77 (44.8)</td>
<td>96 (56.8)</td>
<td>59 (31.9)</td>
</tr>
<tr>
<td>Study 306 [59]</td>
<td>12 (6.7)</td>
<td>5 (2.9)</td>
<td>12 (7.1)</td>
<td>7 (3.8)</td>
</tr>
<tr>
<td>Study 307 (long-term extension)* [60]</td>
<td>3 (1.7)</td>
<td>12 (7.0)</td>
<td>29 (17.2)</td>
<td>6 (3.2)</td>
</tr>
<tr>
<td>Study 307</td>
<td>6 (3.3)</td>
<td>6 (3.5)</td>
<td>6 (3.6)</td>
<td>9 (4.9)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PER: 4 mg</th>
<th>PER: &gt;4–8 mg</th>
<th>PER: &gt;8–12 mg</th>
</tr>
</thead>
<tbody>
<tr>
<td>(n=15)</td>
<td>(n=86)</td>
<td>(n=1084)</td>
</tr>
<tr>
<td>13 (86.7)</td>
<td>13 (86.7)</td>
<td>13 (86.7)</td>
</tr>
<tr>
<td>83 (96.5)</td>
<td>82 (95.3)</td>
<td>832 (76.8)</td>
</tr>
<tr>
<td>940 (86.7)</td>
<td>940 (86.7)</td>
<td>940 (86.7)</td>
</tr>
<tr>
<td>6 (40.0)</td>
<td>23 (26.7)</td>
<td>127 (11.7)</td>
</tr>
<tr>
<td>71 (82.6)</td>
<td>386 (35.6)</td>
<td></td>
</tr>
<tr>
<td>111 (61.7)</td>
<td>111 (64.5)</td>
<td></td>
</tr>
<tr>
<td>111 (61.7)</td>
<td>111 (64.5)</td>
<td></td>
</tr>
<tr>
<td>111 (61.7)</td>
<td>111 (64.5)</td>
<td></td>
</tr>
</tbody>
</table>

Any adverse event 117 (88.0) 123 (91.8) 100 (82.6) 112 (86.8) 104 (86.0) 93 (68.4) 111 (61.7) 111 (64.5) 121 (71.6) 101 (54.6) 112 (86.8) 104 (86.0) 93 (68.4)

Any treatment-related adverse event 99 (74.4) 108 (80.6) 58 (47.9) 89 (69.0) 94 (77.7) 65 (47.8) 67 (37.2) 77 (44.8) 67 (37.2) 77 (44.8) 67 (37.2) 77 (44.8) 67 (37.2) 77 (44.8)

Any adverse event leading to study/drug discontinuation 9 (6.8) 26 (19.4) 8 (6.6) 12 (9.3) 23 (19.0) 6 (4.4) 12 (6.7) 5 (2.9) 12 (7.1) 7 (3.8) 6 (4.0) 23 (26.7) 127 (11.7)

Any adverse event leading to dose reduction/interruption 30 (22.6) 45 (33.6) 6 (5.0) 27 (20.9) 34 (28.1) 5 (3.7) 3 (1.7) 12 (7.0) 29 (17.2) 6 (3.2) 10 (6.6) 71 (82.6) 386 (35.6)

Any serious adverse event 8 (6.0) 9 (6.7) 6 (5.0) 10 (7.8) 12 (9.9) 7 (5.1) 6 (3.3) 6 (3.5) 9 (4.9) 2 (13.3) 11 (12.8) 144 (13.3)

Adverse events in ≥10% (any treatment group)

- Dizziness 50 (37.6) 51 (38.1) 12 (9.9) 42 (32.6) 58 (47.9) 10 (7.4) 18 (10.0) 28 (16.3) 45 (26.6) 18 (9.7) 9 (6.0) 60 (37.1) 461 (42.5)
- Somnolence 24 (18.0) 23 (17.2) 16 (13.2) 16 (12.4) 22 (18.2) 4 (2.9) 22 (12.2) 16 (9.3) 27 (16.0) 12 (6.5) 3 (20.0) 23 (37.0) 214 (19.7)
- Headache 20 (15.0) 18 (13.4) 16 (13.2) 11 (8.5) 16 (13.2) 18 (13.2) 16 (8.9) 19 (11.0) 18 (10.7) 16 (8.6) 2 (13.3) 13 (15.1) 128 (11.8)
- Fatigue — — — 17 (13.2) 20 (16.5) 11 (8.1) — — — — 2 (13.3) 13 (15.1) 128 (11.8)
- Fall 13 (9.8) 17 (12.7) 8 (6.6) — — — 16 (8.9) 19 (11.0) 18 (10.7) 16 (8.6) 2 (13.3) 13 (15.1) 128 (11.8)
- Irritability 10 (7.5) 19 (14.2) 6 (5.0) — — — 10 (7.5) 19 (14.2) 6 (5.0) — — — — 2 (13.3) 13 (15.1) 128 (11.8)
- Ataxia 8 (6.0) 16 (11.9) 0 — — — 8 (6.0) 16 (11.9) 0 — — — — 63 (5.6) 10 (11.6) 63 (5.6)
- Nausea — — — — — — — — — — — — 2 (13.3) 13 (15.1) 128 (11.8)
- Vomiting — — — — — — — — — — — — 2 (13.3) 13 (15.1) 128 (11.8)

All data shown are number (%) of patients. PER, perampanel.

* At the interim cutoff date.

* Maximum daily dose of perampanel patients were exposed to; one patient received perampanel <4 mg/day and has not been included in table.

* Adverse event incidence rate for each study is only reported if adverse events occurred in ≥10% of patients in at least one treatment group.

treatment of other epileptic conditions. Perampanel has shown broad-spectrum antiepileptic activity, including efficacy against absence or myoclonic seizures and primary generalized tonic–clonic seizures in animal models. Phase III evaluation (NCT01393743) of perampanel for the treatment of patients aged 12 years or older with primary generalized tonic–clonic seizures is ongoing.
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CASE STUDY 2: THE DISCOVERY AND DEVELOPMENT OF THE MULTIMODAL ACTING

INTRODUCTION

According to the World Health Organization (WHO), depression is the leading cause of disability worldwide—and with more than 350 million people suffering from depression, it is a major contributor to the global disease burden [1]. Depression has major implications for everyday function at work or school and in the family and—in the worst case, lead to suicide. Substantial challenges remain to be surmounted by the psychiatric research community in order to meet the needs of depressed patients. In addition to poor access to trained health care personnel and antidepressant medication in some parts of the world, current antidepressants have a slow therapeutic onset and limited efficacy. Today’s antidepressants largely build on knowledge gained from careful studies of the mechanism of action (MoA) of the serendipitously discovered tricyclic and monoamine oxidase inhibitor antidepressants (TCA and MAOIs, respectively). Thus, removal of antagonism of postsynaptic receptors from the TCAs led to the development of the selective serotonin (5-HT) reuptake inhibitors (SSRIs) and the serotonin norepinephrine reuptake inhibitors (SNRIs), which mainly offered improved tolerability. Studies of the impact of neuroadaptive feedback mechanisms on SSRI effects during the mid-1990s led to the hypothesis that concomitant blockade of somatodendritic 5-HT$_{1A}$ autoreceptors and the serotonin transporter (SERT) would lead to a faster and/or enhanced antidepressant effect, compared to an SSRI, due to greater and more rapid increases in central extracellular 5-HT than seen with an SSRI [2]. Thus, in the mid-1990s, pharmaceutical companies initiated drug discovery projects aiming for antidepressants with this dual MoA. However, it turned out to be very difficult to design compounds with this pharmacological profile. Later, it was realized that increasing brain 5-HT more than an SSRI could be achieved by targeting other 5-HT receptor subtypes or desensitizing 5-HT$_{1A}$ autoreceptors in combination with SERT inhibition, as discussed later in this chapter.

Vortioxetine, which was approved by the Food and Drug Administration (FDA) on September 30, 2013, for treatment of major depressive disorder (MDD) originates from the line of research aiming at an enhanced therapeutic effect compared to SSRIs through modulation of neuroadaptive feedback mechanisms. This research led to a new class of multimodal acting antidepressants, which act via SERT inhibition and receptor modulation [3]. So far, two such agents, vilazodone and vortioxetine, have made it to the market. The subsequent sections tell the story of vortioxetine’s discovery and development, and the impact that careful attention to engaging specific biological targets in the brain has played in its successful development.
THE ROUTE TOWARD SELECTING VORTIOXETINE AS A DRUG CANDIDATE FOR TREATMENT OF MDD

The drug discovery project leading to vortioxetine was initiated in January 2001, with the aim of finding dual-acting compounds, targeting the SERT and the 5-HT$_{2c}$ receptor in order to increase the extracellular 5-HT level beyond that seen with an SSRI. Researchers at Lundbeck and Groningen University collectively demonstrated that blockade of 5-HT$_{2c}$ receptors could potentiate the neurochemical and antidepressant-like behavioral action of SSris in rodent models [4]. For example, intracerebral microdialysis studies in rats using acute administration of the 5-HT$_{2c}$ receptor selective antagonists SB-242084 and RS-102221 substantially augmented the serotonergic response to citalopram in the ventral hippocampus, that is, 900% of baseline for the combination versus 400–500% for citalopram alone. The selective 5-HT$_{2c}$ receptor antagonists did not alter the 5-HT level when given alone [4].

At the start of the project, assessment of drug metabolism and pharmacokinetic (DMPK) properties during lead optimization was evolving as a new scientific discipline integrated in the drug discovery process at Lundbeck. The overall DMPK criteria that need to be fulfilled before advancing a compound into the clinic include satisfactory human predicted pharmacokinetics (PK) and a pharmacokinetic/pharmacodynamic (PK/PD) profile that allows for oral administration at reasonable dosing intervals with minimal intra- and interindividual variability and low risk of drug–drug interactions. Several DMPK properties determine this profile, including metabolic stability, solubility, membrane permeability, and CYP450- or transporter-mediated interaction liability. Optimizing some of these basic drug-like properties came to play a central role in the lead optimization toward vortioxetine.

An iterative lead-finding process was initiated early on in the project to find molecules with combined 5-HT$_{2c}$ receptor antagonism and SERT inhibition, and a number of distinct chemical series were identified. We chose to advance only one chemical series, and compound 1 is an early lead from this aryl piperazine series (Table 23.1). Compound 1 displayed the desired in vitro profile on 5-HT$_{2c}$ receptors and SERT (Table 23.1); however, the DMPK profile was unsatisfactory due to its poor metabolic stability in human liver microsomes and its potent inhibition of CYP2D6.

The observation that only minor structural changes within this series resulted in significant changes of both in vitro target affinities and especially of in vitro DMPK parameters (Table 23.1) was an important reason for choosing the aryl piperazine series. For example, removing the methyl group in the central benzene ring of compound 1 led to compound 2, with substantially improved in vitro stability in human liver microsomes and reduced CYP2D6 inhibition potential (Table 23.1). The compounds of the series were generally of low molecular weight, and their lipophilicity could be kept within an acceptable range. A retrospective analysis of lead compound 1 shows that it, with a log$D_{7.4}$ of 2.7 and molecular weight of 314 Da, is situated within the boundaries of the Golden Triangle proposed by Johnson et al. [5], supporting the idea that the series was a good starting point for lead optimization.
During the lead optimization program aiming at finding a combined 5-HT\textsubscript{2C} receptor antagonist and SERT inhibitor with good drug-like DMPK properties, vortioxetine showed up in the screening cascade, displaying the desired \textit{in vitro} target activity at both SERT and 5-HT\textsubscript{2C} receptors. As important, it also had a favorable predicted human DMPK profile, as discussed in further detail in the Section “vortioxetine’s Properties as a CNS Drug”. During further testing it became clear that the preliminary 5-HT\textsubscript{2C} receptor activity was less pronounced than originally anticipated. However, in parallel with this understanding, vortioxetine was tested in our main mechanistic \textit{in vivo} screening assay, a rat microdialysis assay. This assay measured extracellular 5-HT in ventral hippocampus after 3 days of continuous dosing via subcutaneous osmotic minipumps, followed by determination of brain SERT occupancies by \textit{in vivo} binding. In this assay, vortioxetine increased the extracellular 5-HT level beyond that of an SSRI at SERT brain occupancy levels as low as 40–50\% \cite{6, 7}. At least 80\% SERT occupancy is needed for SSRIs to produce a significant increase of 5-HT in this assay (unpublished data). Having realized that vortioxetine had weaker effects on 5-HT\textsubscript{2C} receptors than first anticipated, we started to search for other mechanisms that could explain this significant \textit{in vivo}
response. Thus, we tested vortioxetine against a panel of ion channels, G protein-coupled receptors, enzymes, and transporters. The high affinity antagonist properties of vortioxetine for 5-HT$_3$ receptors (discussed in more detail later in this chapter) were found to at least partly explain the enhanced release of 5-HT it engendered. Furthermore, it was realized that vortioxetine is an agonist at the 5-HT$_{1A}$ receptor, which would lead to faster desensitization of inhibitory somatodendritic 5-HT$_{1A}$ autoreceptors than an SSRI, and thereby result in further increases of extracellular brain 5-HT. Consequently, one part of the project was redefined based on these findings and targeted toward finding molecules with combined 5-HT$_3$ receptor antagonism, 5-HT$_{1A}$ receptor agonism and SERT inhibition. A detailed structure–activity relationship study around vortioxetine was recently published [6]. One minor structural change, removing the methyl group in compound 1 to give compound 2, led to substantial effect on the affinity for both 5-HT$_3$ and 5-HT$_{1A}$ receptors (Table 23.1). In conclusion, vortioxetine is to a large extent the result of serendipity and persistence in understanding the unexpected findings in the project; we were looking for compounds with a specific target profile, but ended up testing vortioxetine in our in vivo microdialysis assay before realizing that the compound did not fulfill the predefined target profile. However, we followed up on this discovery and have since continuously built on vortioxetine’s emerging pharmacological profile in order to reveal and understand its full potential.

**VORTIOXETINE’S PROPERTIES AS A CNS DRUG**

In drug discovery, in vitro and in vivo DMPK studies play a key role in ensuring that the drug-like properties and the developability potential are in place before the compound is advanced to the clinic. Besides basic DMPK properties such as metabolic stability and CYP450-mediated interaction liability, an additional important DMPK parameter to be dealt with is the rate and extent of blood–brain barrier (BBB) penetration. The BBB is a tightly controlled membrane with endothelial cells expressing numerous uptake and efflux transporters, in addition to extensive tight junctions [8], and therefore presents a potential obstacle for compounds designed to exert effects in the central nervous system (CNS).

With a molecular weight of 298 Da, a log $P$ of 4.7, and a log $D_{7.4}$ of 3.1, vortioxetine is situated at the inside edge of the Golden Triangle proposed by Johnson et al. [5]. Such balanced physical–chemical profile has been shown to provide optimal chances of achieving ideal outcomes in terms of permeability and metabolic stability. Table 23.2 provides a summary of the basic in vitro and in vivo DMPK parameters for vortioxetine. This compound exhibits medium intrinsic in vitro permeability across Madin–Darby canine kidney (MDCK) cell monolayers ($6 \times 10^{-6}$ cm/s) and low intrinsic clearance in human liver microsomes and hepatocytes (0.4 and 0.8 l/h/kg, respectively, relative to a human liver blood flow of 1.3 l/h/kg). In rodents, however, the metabolic stability across the chemical series is poor, including that of vortioxetine, which has values of 13 l/h/kg in rat liver microsomes and hepatocytes relative
to a rat liver blood flow of 4.8 l/h/kg [6]. However, as the systemic clearance also was high in rats following intravenous (iv) administration, an intraspecies in vitro–in vivo clearance correlation was indicated when applying the well-stirred model to predict rat hepatic clearance [9]. Along these lines, the low human intrinsic clearance observed in vitro was predicted to result in low-medium clearance in vivo in humans following in vitro–in vivo interspecies scaling, which was confirmed in clinical studies in healthy volunteers, that is, 0.4 l/h/kg relative to a human liver blood flow of 1.3 l/h/kg after iv administration [10]. From the same clinical iv data, the volume of distribution was found to be high (34 l/kg). This extensive distribution was also in line with what could be predicted from rat pharmacokinetic studies [7]. Systemic clearance and distribution volume are the sole determinants of the systemic elimination half-life which is around 60 h for vortioxetine in humans. Prediction of human elimination half-life is often one of the key components during candidate selection. Since systemic clearance and volume of distribution can be directly deduced only from iv administration, it is important to have these pharmacokinetic data available in the clinic for appropriate retrospective assessment of the predicted PK parameters from rodents. Moreover, the favorable predicted and observed clearance of vortioxetine in humans highlights the fact that poor rodent PK in a given chemical series should not necessarily disqualify compounds from moving forward, as exemplified here with vortioxetine.

During lead optimization, target affinities were measured by in vitro screens using cloned cells expressing the target of interest. To assess how in vitro affinities related to in vivo target occupancy, in vivo displacement studies in rodents were conducted.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
<th>Rat</th>
<th>Human</th>
</tr>
</thead>
<tbody>
<tr>
<td>CL_{int}</td>
<td>l/h/kg</td>
<td>13&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.4&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>CL&lt;sub&gt;iv&lt;/sub&gt;</td>
<td>l/h/kg</td>
<td>4&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.4&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>V&lt;sub&gt;ss&lt;/sub&gt;</td>
<td>l/kg</td>
<td>13&lt;sup&gt;b&lt;/sup&gt;</td>
<td>34&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>F</td>
<td>%</td>
<td>7&lt;sup&gt;b&lt;/sup&gt;</td>
<td>75&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>T&lt;sub&gt;1/2&lt;/sub&gt;</td>
<td>h</td>
<td>2.5</td>
<td>60&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Plasma free fraction</td>
<td>%</td>
<td>0.8&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1.3&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Brain free fraction</td>
<td>%</td>
<td>0.2&lt;sup&gt;a&lt;/sup&gt;</td>
<td>n/a</td>
</tr>
<tr>
<td>MDCK P&lt;sub&gt;app&lt;/sub&gt;</td>
<td>cm/s × 10&lt;sup&gt;-6&lt;/sup&gt;</td>
<td>n/a</td>
<td>6.2&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td>MDCK efflux ratio</td>
<td>–</td>
<td>n/a</td>
<td>1.9&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>Ref. 6.
<sup>b</sup>Ref. 7.
<sup>c</sup>Ref. 10.
<sup>d</sup>Unpublished data.
<sup>e</sup>Data on file (NDA).

CL<sub>int</sub>, intrinsic metabolic clearance in liver microsomes; CL<sub>iv</sub>, in vivo systemic clearance; V<sub>ss</sub>, volume of distribution at steady state; F, oral bioavailability; T<sub>1/2</sub>, effective elimination half-life; MDCK P<sub>app</sub>, apparent permeability in the apical to basal direction; efflux ratio, ratio between P<sub>app</sub> in the basal-apical and apical-basal direction; n/a, not applicable.
early in the lead optimization program. With the use of suitable selective radioligands such as 3-amino-4-(2-dimethylaminomethyl dimethylaminomethylphenylsulfanyl)-benzonitrile ([^11C]-DASB) targeting the SERT, this technique is a powerful tool to quantitate target engagement in the CNS and obtain an understanding of the PK/PD relationship [11–14]. Moreover, these occupancy studies also served as a direct tool to assess the extent of brain penetration. Acutely, vortioxetine dose-dependently occupied the SERT in rats, thus verifying its brain penetration [7, 15]. Following three days of continuous treatment via minipumps in rats, a significant increase in brain extracellular 5-HT was observed using intracerebral microdialysis with only 41% SERT occupancy [7]. This indicated that relevant functional effects at the neurotransmitter level could be obtained at low SERT occupancy compared to classical SSRIs and SNRIs, which typically require 80% SERT occupancy for a functional and therapeutic effect [16, 17]. In a positron emission tomography (PET) study of vortioxetine in healthy men performed at different oral doses, the relationship between plasma concentrations and SERT occupancy showed that doses of 5–10 mg/day resulted in occupancies around 40–55% [18]. Later, a wide range of efficacy studies in depressed patients confirmed that these doses were therapeutically effective and well tolerated [19–21].

In vivo target occupancy studies were used as a powerful mechanistic and predictive tool in understanding vortioxetine’s pharmacology and translating its effects from animals to humans. Predicting and/or comparing in vivo potency between species based on plasma exposure is a key element of translational PK/PD assessments, with the basic assumption that effective drug exposure at the site of action is the same between species [22]. However, this assumption implies that important species-dependent parameters need to be accounted for when translating plasma exposure between species. First, target affinity may differ between species, requiring information on in vitro $K_i$ in the involved species. Second, it is widely recognized that the unbound concentrations are responsible for engaging the target and are therefore the relevant exposure metric to consider [23, 24]. Thus, species differences in plasma protein binding also need to be accounted for. Third, species differences in drug uptake and/or efflux transporters at the BBB level may lead to species differences in CNS penetration. For vortioxetine, retrospective PK/PD evaluation showed that approximately 10-fold higher total plasma concentrations were required in rats compared to humans to achieve the same SERT occupancy [7, 18]. However, vortioxetine displays approximately a sixfold weaker SERT $K_i$ in rats (8.9 ± 1.2 nM) compared to humans (1.6 ± 0.4 nM), thus increasing the predicted required equivalent exposure in rats correspondingly. As to plasma protein binding, vortioxetine is highly bound to plasma proteins in both rats (0.76 ± 0.52% free) and humans (1.25 ± 0.48% free), making it difficult to quantitatively appraise whether this parameter would have implications for translating effective drug exposure between these species. Regarding brain penetration, low involvement of active efflux at the BBB from P-glycoprotein (P-gp) is suggested from in vitro permeability assessment (Table 23.2). Overall, it seems likely that the species difference in SERT affinity is the main contributor to the observed difference between rats and humans in the SERT occupancy PK/PD relationship.
During the characterization of vortioxetine as an active CNS compound in this drug discovery program, \textit{in vivo} target occupancy was applied as the absolute measure of brain penetration. Characterization of the relationship between occupancy and plasma exposure allowed for estimations or predictions of target occupancy during \textit{in vivo} pharmacological and behavioral experiments, which greatly supports the mechanistic interpretation of such data. In addition, vortioxetine’s low brain free fraction (below 0.2% in rats and mice, unpublished data) highlights the importance of putting such binding data into context and emphasizes the fact that low free fraction in the target tissue does not preclude efficiency, in line with modern BBB paradigms concerning free fraction concepts and CNS drug discovery [23, 24].

From an \textit{in silico} perspective, another evolving concept is the application of the multiparameter optimization (MPO) algorithm to predict CNS drug-likeness. The MPO function is based on specific physical–chemical parameters calculated from the chemical structure (lipophilicity, molecular weight, topological polar surface area, number of hydrogen bond donors, and pK$_a$) resulting in a score between 0 and 6 [25]. A retrospective analysis has shown that around 75% of marketed CNS drugs score ≥4. With a calculated CNS MPO score for vortioxetine of only 2.7, such holistic assessment would predict a suboptimal CNS drug likeness. Hence, despite the lack of what is sometimes viewed as apparent desirable drug-like attributes such as low MPO score, poor rodent PK, and very low free fraction in tissues, an aggregate view with assimilated data interpretations and predictions increases the likelihood of success.

<table>
<thead>
<tr>
<th>Target</th>
<th>Function</th>
<th>Binding affinity $K_i$ (nM)</th>
<th>Functional potency IC$<em>{50}$/EC$</em>{50}$ (nM), IA (%)</th>
<th>Binding affinity $K_i$ (nM)</th>
<th>Functional potency IC$<em>{50}$/EC$</em>{50}$ (nM), IA (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5-HT$_3$</td>
<td>Ant</td>
<td>3.7$^a$</td>
<td>12$^a$</td>
<td>1.1$^b$</td>
<td>0.18$^a$</td>
</tr>
<tr>
<td>5-HT$_7$</td>
<td>Ant</td>
<td>19$^a$</td>
<td>450$^e$</td>
<td>200$^c$</td>
<td>2080$^e$</td>
</tr>
<tr>
<td>5-HT$_{1D}$</td>
<td>Ant</td>
<td>54$^d$</td>
<td>370$^e$</td>
<td>3.7$^c$</td>
<td>260$^e$</td>
</tr>
<tr>
<td>5-HT$_{1B}$</td>
<td>Part ago</td>
<td>33$^e$</td>
<td>120(55)$^f$</td>
<td>16$^c$</td>
<td>340(40)$^f$</td>
</tr>
<tr>
<td>5-HT$_{1A}$</td>
<td>Ago</td>
<td>15$^e$</td>
<td>200$^b$</td>
<td>230$^b$</td>
<td>nd</td>
</tr>
<tr>
<td>SERT</td>
<td>Inhib</td>
<td>1.6$^a$</td>
<td>5.4$^a$</td>
<td>8.9$^d$</td>
<td>5.3$^a$</td>
</tr>
</tbody>
</table>

$^a$ Ref. 6.  
$^b$ Ref. 26.  
$^c$ Ref. 7.  
$^d$ Ref. 27.  
$^e$ Data on file (NDA).  
$^f$ Unpublished data.  
nd: Not determined.

Ant, antagonist function; Part ago, partial agonist; Inhib, inhibition; IA, intrinsic activity shown in parentheses.
UNVEILING THE FULL POTENTIAL OF VORTIOXetine

Linkage of In Vitro and In Vivo Target Profiles, Species Comparisons and Relation between Clinically Used Doses and Preclinical Equivalents

To explore the full clinical potential of vortioxetine, a comprehensive preclinical program is being undertaken to understand vortioxetine’s MoA. As alluded to in the Section “The Route toward Selecting Vortioxetine as a Drug Candidate for Treatment of MDD”, the target profile defined in the drug discovery program that led to vortioxetine was SERT inhibition combined with 5-HT$_{1A}$ receptor agonism and 5-HT$_{3}$ receptor antagonism [6]. However, additional in vitro studies revealed that vortioxetine also is a 5-HT$_{1D}$ receptor antagonist, a partial 5-HT$_{1B}$ receptor agonist and a 5-HT$_{7}$ receptor antagonist (Table 23.3). Furthermore, comparison of rat and human properties revealed important species differences for some targets. Specifically, vortioxetine’s potency at 5-HT$_{1A}$ and 5-HT$_{7}$ receptors is 10–15 times weaker for rat than human, which indicates that the contributions from these targets might be underestimated in rats compared to human.

The dose–SERT occupancy relationship had been established in human and rat by the use of PET imaging and in vivo binding methods, respectively. An attempt was also made to investigate 5-HT$_{1A}$ receptor occupancy in humans using the 5-HT$_{1A}$ receptor antagonist radiotracer [11C]WAY100-635. These data suggested that vortioxetine displayed little or no 5-HT$_{1A}$ receptor occupancy in humans [28]. However, using a 5-HT$_{1A}$ receptor antagonist radiotracer such as [11C]WAY100-635 may be an inappropriate method of estimating receptor occupancies for vortioxetine, a drug that acts as a full agonist. The 5-HT$_{1A}$ receptor complex can exist in a coupled or decoupled state with its G protein signaling complex, and the decoupled state of the 5-HT$_{1A}$ receptor is associated with low agonist affinity [29, 30] and a low probability of modulating second messenger signaling when stimulated by an agonist. For antagonists such as WAY100-635, however, the association state of the receptor with its G protein complex has no bearing on its 5-HT$_{1A}$ receptor affinity [31]. Therefore, antagonist radiotracers may lead to artificially low occupancy estimations at mechanistically relevant 5-HT$_{1A}$ receptor populations. Since no validated agonist PET radiotracers existed for 5-HT$_{1A}$ receptors or for vortioxetine’s other receptor targets, we developed assays to establish dose–occupancy relationships in rodents. This would enable the understanding of the relationship between the in vitro and in vivo binding potencies. Additionally, since the SERT occupancies were determined both in human and rat, this strategy would allow us to create a bridge between clinical and preclinical measures. Furthermore, establishing the dose–occupancy relationships allowed clinically equivalent doses to be used in all preclinical studies, and allowed the possibility to mimic the human level of 5-HT$_{1A}$ and 5-HT$_{3}$ receptor occupancy in rats by combining vortioxetine with an appropriate dose of a 5-HT$_{1A}$ receptor agonist and/or a 5-HT$_{3}$ receptor antagonist. As some of the available radioligands were not appropriate for in vivo binding, we developed ex vivo binding assays for vortioxetine targets and used autoradiography with rat brain slices. The dose–occupancy relationship in rat brain slices for all targets is shown in Figure 23.1, except for 5-HT$_{1D}$ receptors, for which there was no appropriate radioligand. The
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Ex vivo potency ranking is similar to the in vitro potencies of vortioxetine, with 5-HT₃ receptor affinity being the most potent and 5-HT₁₆ and 5-HT₇ receptors the least potent. Ex vivo SERT occupancy was determined in rodents over a range of vortioxetine doses, using [³H]DASB or [³H]escitalopram, and was in agreement with the previous results using in vivo binding methodology [7, 15]. Given that SERT occupancies estimated using PET imaging were in the range of 50–90% at clinically relevant vortioxetine doses (ranging from 5 to 30 mg/day [18, 28]), rodent doses corresponding to these SERT occupancies (from approximately 0.3 to 10 mg/kg) were taken to be clinically equivalent (Fig. 23.1). For each receptor target, the chosen radioligand had a similar intrinsic efficacy to vortioxetine at the target in question, with the exception of the 5-HT₁B receptor, where a 5-HT₁B receptor antagonist was used to estimate receptor occupancy in the rodent CNS. This was because no partial agonist radioligands were available for this target at the time. Thus, vortioxetine dose–receptor occupancy curves for the 5-HT₁₆, 5-HT₁₆, 5-HT₃, and 5-HT₇ receptors were developed using [³H]8-OH-DPAT [7, 15], [³H]GR125743 [15, 32], [³H]LY278584 [15, 32], and [³H]SB269970 (unpublished data), respectively. It was found that clinically equivalent vortioxetine doses produced high occupancy of the 5-HT₃ and 5-HT₁₆ receptors over the clinically equivalent dose range defined above (Fig. 23.1), suggesting that each of these receptor mechanisms are most likely engaged at clinically relevant doses. For the 5-HT₁₆ and 5-HT₇ receptors, vortioxetine achieved occupancies of approximately 35% at the highest clinically equivalent dose. Given the fact that vortioxetine’s affinity for the rodent 5-HT₁₆ and 5-HT₇ receptors is approximately 10- to 15-fold lower than at human versions of these

FIGURE 23.1 Relationship between vortioxetine dose and corresponding target occupancy measured by ex vivo binding in rats dosed subcutaneously. Data are presented as mean ± SEM (n = 4–8). Dotted area reflects clinically relevant dose range in rats predicted from human SERT occupancy PET studies.
receptors, it is expected that these receptor targets are also at meaningful occupancy levels when vortioxetine is used in humans.

**Differentiation of Vortioxetine from Currently Used Antidepressants**

Since most of the currently used antidepressants exert their pharmacological activity through inhibition of the SERT and/or norepinephrine (NET) transporters, we have focused on exploring the impact of vortioxetine’s receptor activities on the net pharmacological activity in preclinical assays relevant for therapeutic activities and tolerability. Thus, the ability to assess the level of target occupancies has been crucial for the interpretation of the biological activities measured. Since published studies using selective tool compounds have indicated that each of vortioxetine’s receptor activities individually had positive effects on different aspects of cognitive functions [33], our research is focused on exploration of the antidepressant as well as cognition-enhancing properties of vortioxetine.

Vortioxetine shows antidepressant- and anxiolytic-like activity in standard animal models that are sensitive to SSRIs and/or SNRIs. However, unlike fluoxetine and duloxetine, vortioxetine also showed antidepressant-like activity in a progesterone withdrawal model of depression [34]. Progesterone is metabolized into the neuroactive steroid, allopregnanolone, which modulates the expression pattern [35] and function of gamma-aminobutyric acid (GABA) receptors [36] and results in hyperexcitable GABA neurons during progesterone withdrawal [35, 37]. Both a 5-HT$_3$ receptor antagonist and a 5-HT$_{1A}$ receptor agonist had antidepressant-like effects in the progesterone withdrawal model. Since central 5-HT$_3$ receptors are expressed almost exclusively on GABAergic interneurons, where they act as a serotonin-mediated stimulatory ion channel [38], vortioxetine’s 5-HT$_3$ receptor antagonism would be expected to reduce GABAergic inhibition. Additionally, a subpopulation of 5-HT$_{1A}$ heteroreceptors are also expressed on GABAergic interneurons, where they exert an inhibitory influence on GABA neurotransmission [39], implying that vortioxetine’s 5-HT$_{1A}$ receptor agonism might also reduce GABAergic inhibition.

To investigate vortioxetine in a nonclinical model of depression-related cognitive dysfunction, we used among others a 5-HT depletion model, since clinical research has demonstrated that tryptophan depletion impairs memory function [40, 41]. In rodents, we found that 5-HT depletion using the irreversible tryptophan hydroxylase inhibitor 4-chloro-DL-phenylalanine methyl ester lead to impairments in novel object recognition and spontaneous alternation that could be reversed using vortioxetine, but not escitalopram or duloxetine [32, 42]. A 5-HT$_3$ receptor antagonist (ondansetron) reversed the 5-HT depletion-induced deficits in novel object recognition, while a 5-HT$_{1A}$ receptor agonist (flesinoxan) reversed deficits in both novel object recognition and spontaneous alternation [32]. Thus, the progesterone withdrawal and 5-HT depletion models highlighted the importance of 5-HT$_3$ and 5-HT$_{1A}$ receptors, raising the possibility that modulating GABAergic neurotransmission and increased downstream activation of neural targets such as glutamatergic pyramidal cells contribute to vortioxetine’s effects on mood and cognitive function. In both these animal models, measurement of *ex vivo* target occupancy levels enabled us to conclude that these
receptor mechanisms were relevant at the doses used in these studies. Subsequent mechanistic studies support the hypothesis that vortioxetine reduces GABAergic neurotransmission and increases glutamatergic activation, for example, vortioxetine blocked 5-HT-induced increases in inhibitory postsynaptic currents of hippocampus pyramidal neurons [43] and stimulated the firing rate at cortical pyramidal neurons [44]. In both studies, 5-HT₃ receptor antagonism was found to play an important role. Based on these data, vortioxetine’s MoA may be mediated in part by downstream modulation of GABA and glutamate neurotransmission.

Clinical Efficacy

Vortioxetine has repeatedly shown antidepressant efficacy in placebo-controlled trials [19–21], although it should be noted that vortioxetine has not shown statistically significant separation from placebo in every clinical trial in MDD [45–47]. Vortioxetine is well tolerated, with the most common adverse event across clinical trials being nausea [19–21]. The clinically approved dose range of 5–20 mg corresponds to SERT occupancies of about 50–80%, which is in line with the originally predicted relevant range in the first microdialysis studies in rats. A recent clinical study in elderly depressed patients [21] found in its predefined exploratory endpoints that vortioxetine significantly improved cognitive performance compared to placebo. These clinical data are in line with the preclinical studies, and thus supports the idea that vortioxetine may also have a favorable effect on cognitive function, although more data are needed to draw a firm conclusion.

CONCLUSION

The extensive use of target occupancy assessments has been instrumental throughout the discovery program that led to the discovery of vortioxetine and its further characterization. By including a combined in vivo SERT occupancy assessment and in vivo microdialysis as the main mechanistic in vivo assay in the screening cascade, the unique profile of vortioxetine was captured at an early stage. Traditionally, screening cascades are constructed as a filter, with the least resource-intensive tests first. However, it may be a better strategy for drug discovery projects aiming at multitarget molecules to go directly to the use of resource-intensive assays, since the number of molecules with the targeted profile will be low and complex models will be more informative. The implication of this approach was that even though it was realized that vortioxetine did not fulfill the requirements of the predefined in vitro target profile during retesting, the compound was not discarded. On the contrary, an alternative branch was added to the discovery project exploring the chemical space around vortioxetine. This would never have happened in a conventional screening cascade.

The addition of in vivo SERT occupancy determinations to the DMPK assessment of drug-like properties also ensured selection of drugs with optimal drug properties and facilitated clinical dose finding and the transition from the preclinical to clinical development in spite of important species differences with respect to target affinity,
metabolic stability and other DMPK measures. Finally, broadening the occupancy measurements to include almost all of vortioxetine’s targets played an important role for the interpretation of preclinical data and their translation to a clinical setting, especially for a compound like vortioxetine with target-dependent interspecies affinity differences.
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PART 6

DRUG DELIVERY TECHNIQUES
TO CNS
INTRODUCTION

Currently, central nervous system (CNS) disorders including brain tumors, neurodegenerative diseases, and cerebrovascular diseases are serious and increasing threats to human health. The blood–brain barrier (BBB) is a major obstacle for delivering therapeutics to the brain and/or diseased cells in the brain [1]. Normally, nutrients, such as hexoses, amino acids, and neuropeptides are transported through specific transporters on the BBB. Beside nutrients and other molecules having transporter- or receptor-mediated uptake, only small lipophilic molecules (<500 Da) sufficiently cross the BBB to reach an efficacious brain concentration [2]. Almost 100% of the macromolecular drug and over 98% of the small molecular drug candidates have low penetration at this barrier [3]. Intracranial drug delivery is a useful but inconvenient method, with poor compliance and risk of infection and edema.

The development of nanotechnology provides various nanoparticulated systems with particle size between 1 and 1000 nm, named nanoparticles (NPs) herein, liposomes, organic NPs, polymersomes, micelles, dendrimers, inorganic NPs, carbon nanotubes, fullerenes, and so on [4], which can encapsulate the therapeutics and act
as carriers for these therapeutics. NP-based brain targeted delivery can be achieved through receptor-mediated, transporter-mediated, and adsorptive-mediated BBB transportation and pharmacological disruption of the BBB [5]. Targeted drug delivery systems are promising modes of treating CNS diseases due to several distinguishing characteristics [6]. First, systemically administered targeted delivery systems that envelope drugs can convey them into the brain. Second, producing targeted delivery systems with excellent traits is possible due to the rapid developments in materials science and nanotechnology. And last but not least, progress in biology and etiology has provided strategies that allow targeted delivery systems to enter the brain and reach the sites of disease.

In this chapter, recent advancements in NP-based brain targeted delivery systems are discussed along with the limitations and the future directions of brain-targeted delivery systems. As the intravenous injection is the main route for access of NP-based brain targeting delivery systems to the body, the description and discussion in this chapter is all acquiescently based on intravenously injected NP.

** BBB TARGETING DELIVERY **

As mentioned in Section “Introduction”, for most CNS disorders, the BBB is the main obstacle that restricts the brain access of therapeutics. Consequently, there are several strategies applied in BBB targeting delivery, which are based on the biological and physical characters of the BBB.

**Decorating Delivery Systems with BBB Receptor Ligands**

Many receptors are highly expressed on the BBB, including the transferrin receptor (TfR), the low-density lipoprotein receptor, the insulin receptor, the insulin-like growth factor receptor, the diphtheria toxin receptor, the nicotinic acetylcholine receptor (nAChR), and scavenger receptor class B type [5]. Thus, delivery systems can be decorated with ligands of these receptors to mediate their penetration of the BBB, which has been the most common and successful strategy in BBB targeting delivery.

NP functionalized with transferrin (Tf), the specific ligand for TfR, was used for targeted delivery [7]. In this study, the Tf-modified NP (Tf-NP) delivered significantly more cargo to brain tumors than that of unmodified NP. Treatment with doxorubicin-loaded Tf-NP significantly increased the median survival time of brain tumor-bearing rats, which was 70% longer than that of rats treated with a doxorubicin solution.

**Coupling Antibodies with BBB Receptor Ligand Delivery Systems**

Endogenous Tf may inhibit the internalization of Tf-NP mediated by the TfR. Coupled antibodies directed against these receptors can avoid this problem because the interaction between antibodies and receptors cannot be competitively inhibited by
the endogenous ligands of the receptors. Thus, the antibodies for the corresponding receptors can be anchored onto the surface of NP for BBB targeting delivery. OX26, an antibody for Tfr, has been used for brain-targeted delivery of NC1900, a peptide that can be used for the treatment of various neurological disorders [8]. The average ratio of the amount of drug in brain tissue for OX26-NP was 0.136%, which was 2.62-fold higher than with unmodified NP. Consequently, NC1900-loaded OX26-NP displayed best treatment outcome for Alzheimer’s disease (AD) bearing rats as determined by the scopolamine-induced learning and memory impairments in a water maze task.

**Coupling Peptides and Aptamers with BBB Receptor Ligand Delivery Systems**

The application of proteins and antibodies are restricted by their instability and immunogenicity. Small molecules, such as peptides and aptamers, are better choices. CDX is a peptide redesigned from the loop II region of candoxin, a ligand for nAChr [9]. CDX was anchored onto the end of the materials to form targeting NP. The CDX-functionalized NP accumulated in brain tumors at significantly higher levels than that of unmodified NP. Paclitaxel-loaded targeting NP prolonged the median survival time of brain tumor-bearing mice to 27 days, which was significantly longer than that obtained with unmodified NP (a median survival time of 20 days). Another peptide, TGN, is a BBB-specific ligand discovered through phage display by our groups, which was decorated onto NP to deliver NAP (an activity-dependent neuroprotective protein) into the brain of the AD rat model created by intracerebroventricular injection of \( \text{A}^{\text{\beta}}_{1-40} \). The TGN-modified NP proved to deliver approximately fourfold more cargo to the brain than that of unmodified NP [10].

**Transporter Ligand Coupled Micelle Delivery**

In addition to receptors, transporters on the BBB can also be used for brain-targeted delivery, including amino acid transporters, hexose transporters, and monocarboxylate transporters [5]. The transporter for glutathione is highly expressed at the BBB. G-Technology is a glutathione conjugated liposomes based delivery system developed by the company ToBBB (the Netherlands) [11]. In a microdialysis study on rats, intravenous injection of glutathione-poly ethylene glycol (PEG) liposomes could deliver a fourfold higher fluorescent tracer to brain compared with PEG control liposomes [12]. Several drugs were successfully delivered into brain by G-Technology. One of them, glutathione PEGylated liposomal doxorubicin was under evaluation of clinical Phase I/II, which may become the first targeted nanomedicine approved in the world, because of the well-defined system, favorable pharmacokinetics, safety, and humanly applicable ligand.

**Electrostatic Micelle Delivery**

Due to electrostatic forces, positively charged delivery systems interact with the negatively charged BBB through adsorption-mediated endocytosis [5]. Cationized albumin is an example of this. Our group conjugated cationized albumin to NP
(CBSA-NP) to deliver the tumor necrosis factor-related apoptosis-inducing ligand (TRAIL) gene and aclarubicin to the brain [13, 14]. The aclarubicin concentrations in the tumors of CBSA-NP-treated mice were 2.6- and 3.3-fold higher than those of mice treated with unmodified NPs and a solution of aclarubicin 1 h post-injection and were 2.7- and 6.6-fold higher after 24 h, respectively. Four cycles of treatment with aclarubicin-loaded CBSA-NPs significantly increased the median survival time of brain tumor-bearing mice. Repeated injections of TRAIL gene-loaded CBSA-NPs also provided a better antibrain tumor effect than did the unmodified NPs. Additionally, cationized immunoglobulins, cationized monoantibodies, and histone have brain targeting properties via the same mechanism [5]. However, poor tissue selectivity and BBB specificity are the predominant problems of adsorptive-mediated targeting.

Chemical Enhancement of BBB Permeation

Temporarily open BBB by physical and pharmacological methods can also be used for brain targeting delivery. Borneol is a bicyclic monoterpene that is widely used in Traditional Chinese Medicine, and can enhance drug permeation through biological membranes including the BBB [15]. Utilizing this function, Zhang et al. intravenously injected NP into rats, followed by an oral dose of borneol. The coadministration resulted in 1.86-fold higher accumulation of NP in brain compared to administrating NP solely [15]. Other physical methods, such as ultrasound, can also increase the brain access of NP. However, the open BBB can elevate the delivery of both desired NP and therapeutics and undesired toxins in blood to the brain, which may lead to unpredictable side effects. Additionally, the disruption on the BBB may result in persistent harm to the function of the BBB.

Intranasal delivery can bypass the BBB, leading to enhanced brain access of NP and therapeutics, which is discussed in Chapter 25.

BBB Targeted Delivery Overview

Using brain-targeted delivery, the therapeutic outcome indeed improved, accompanied by the increased access of therapeutics to the normal and diseased brain cells. However, the distribution in the brain, particularly the diseased cells/normal brain cells ratio, is very important because the therapeutics generally do not exhibit cell-type selection. Distribution in the normal brain tissue may cause serious side effects.

TUMOR CELL TARGETING DELIVERY

In certain conditions, such as high-grade brain tumors, the BBB is unintegrated due to the rapid amplification of brain tumor cells and the formation of neovasculature [16]. Consequently, nanotherapeutics can reach the brain tumor bed directly via the enhanced permeability and retention (EPR) effect and display a brain-tumor treatment effect [17]. Brain tumor cells overexpress several receptors, including epidermal
growth factor receptor, matrix metalloproteinase-2 (MMP-2), integrins, interleukin 13 receptor, nucleolin, Tfr, and low-density lipoprotein receptor [18]. Studies of brain tumor-targeted delivery were generally based on these receptors.

Recently, several technologies were developed to screen for peptides or aptamers that possess high binding efficiency and high specificity. Phage display and SELEX screens are examples, and redesigning the existing ligands is another useful approach [9, 10, 19]. The AS1411 aptamer that binds nucleolin was discovered using SELEX. AS1411 modified NP (AS1411-NP) displayed approximately two-fold higher uptake by and localization in brain tumor cells compared with unmodified NP. In vivo, paclitaxel-loaded AS1411-NP effectively slowed tumor growth (81.68% slower than controls) and prolonged the median survival time of brain tumor-bearing mice (72% longer than controls), which was significantly better than the results obtained using unmodified NP [20]. The GMT-8 aptamer that selectively binds U87 cells was also used for brain tumor therapy and it exhibited an elevated antibrain tumor effect [21].

To further decrease localization in the non-target sites, ligands can be coated while circulating in the blood, then uncoated in specific microenvironments. Low molecular weight protamine (LMWP), a cell-penetrating peptide, was coated with a short cationic peptide through a linker, PLGLAG, which can be cleaved by MMP-2 [22]. This molecule is called active cell penetrating peptide (ACP). ACP-modified NP displayed significantly lower distribution in the liver, spleen, heart, and lungs; but much higher distribution in brain tumors. Consequently, paclitaxel-loaded ACP-modified NP prolonged the median survival time of brain tumor-bearing mice 39% longer than did LMWP-modified NP. Alternatively, activatable ligands can be coated with PEG via pH-sensitive, esterase-sensitive, or reduction-sensitive chemical bonds [6].

Codelivering chemotherapeutics with genes or proteins can synergistically enhance the antitumor effect. Our lab encapsulated TRAIL protein and doxorubicin in liposomes for brain tumor therapy [23]. Low dose doxorubicin sensitizes brain tumors cells to TRAIL protein. Incubating U87 cells for 12h with either 37 ng/ml of TRAIL protein or 1.0 μg/ml of doxorubicin did not significantly inhibit cell growth (inhibition effect <25%); however, the combination of these two drugs effectively inhibited cell growth (inhibition effect >50%). The median survival time of mice treated with the codelivery liposomes was 50 and 23% longer than that of mice treated with TRAIL protein-loaded or doxorubicin-loaded liposomes, respectively.

Utilizing targeting ligands may further improve the antitumor effect. Zhan et al. encapsulated the TRAIL gene in CDX-modified micelles and encapsulated paclitaxel in RGD-modified micelles, which bind nAChr and integrin αvβ3, respectively [9, 24]. The median survival time of the brain tumor-bearing mice treated with these codelivered therapeutics (33.5 days) was significantly longer than those of mice treated solely with paclitaxel micelles (25.5 days) or TRAIL gene micelles (24.5 days). Codelivery of the TRAIL gene and paclitaxel in liposomes anchored to angiopep-2 also showed promising antibrain tumor effects [25].

However, the efficacy of brain tumor targeting delivery systems is restricted by poor access to infiltrated tumor cells where the BBB is intact. Consequently,
the survival time is indeed prolonged, but recurrence cannot be prevented. Moreover, brain tumor-targeted delivery is useless for low grade brain tumors, in which the EPR effect is absent. Additionally, due to the integrity of BBB, the diseased cells targeting delivery cannot be applied into the treatment of other CNS disorders.

**DUAL BBB AND DISEASE CELL TARGETING DELIVERY**

Dual targeting delivery systems can target both the BBB and diseased cells, fully conquering the treatment barriers. Ideally, the first ligand should be dissociated after penetration of the BBB to minimize the unfavorable effects of this ligand on the targeted diseased cells.

The TGN peptide is a BBB-specific ligand discovered through phage display and the AS1411 aptamer is a specific ligand for nucleolin that is highly expressed on tumor cells [10, 26]. We recently functionalized NP with these two ligands [27] and they showed high brain tumor selectivity and accumulation. Docetaxel-loaded dual modified NP provided the best treatment effect in brain tumor-bearing mice. The median survival time of dual targeted NP-treated mice was 28% longer than that of mice treated with solely targeted NP. QSH is a peptide that has good affinity with $\alpha\beta_{1-42}$ which is the main component of amyloid plaque. Taking this into consideration, Zhang et al. dual functionalized TGN and QSH onto NP to deliver therapeutics to the brains of AD mice [28]. Compared with TGN modified NP, the dual modified NP could deliver more cargo to the brain hippocampus, where the $\alpha\beta_{1-42}$ was preimplanted, suggesting the modification with QSH could improve the cell selectivity of NP in brain. However, the TGN peptide could not be detached after entering brain, which may lead to its distribution in normal brain.

Fusion proteins that combine the active domains of two ligands can also be used for this purpose. Alternatively, if receptors are highly expressed on both the BBB and diseased brain cells, such as the low-density lipoprotein receptor-related protein (LRP) [29–31], the corresponding ligands could serve as dual targeting ligands to conquer both barriers with only one ligand. Angiopep-2 is a peptide derived from the Kunitz domain that possesses high binding affinity for LRP [32]. Angiopep-2 modification enhanced the BBB penetration of NP and led to higher gene expression in the brain [33]. Angiopep-2 modified NP encapsulating paclitaxel effectively prolonged the median survival time of brain tumor-bearing mice by 20% compared with unmodified NP [34].

Compared with BBB-targeting delivery systems and diseased cell-targeting delivery systems, the dual targeting delivery systems improved the access of drugs to brain diseases cells and the selectivity between diseased brain cells and normal brain cells. However, these systems are still not intelligent enough, which is not due only to the uncleaved ligands. Also, therapeutics release is not controlled and circumvent-response in these systems, leading to the undesired release of the drugs in normal tissues and the consequential side effects to the normal tissues.
THE PITFALLS AND REALITIES OF BRAIN TARGET DELIVERY

Most brain target delivery systems were claimed to be “designed” to “target” the BBB and/or diseased cells that were mediated by the surfaced modified ligands (Section “BBB Targeting Delivery”, “Tumor Cell Targeting Delivery”, and “Dual BBB and Disease Cell Targeting Delivery”). However, these NP are far from well-designed and there are several concerns needing to be addressed.

First, NP could not actually target specific sites and cells. In other words, the modified ligand cannot act as motor to “drive” or take the NP into a specific site. Actually, the interaction between ligands and receptors/transporters occurs only in a distance as short as 0.5 nm [35]. That means the in vivo behavior of NP mostly depends on the characteristics of tissues, the flow of blood and the intrinsic properties of NP, such as particle size, shape, and surface charge. The modification with ligands can statistically increase the possibility of interaction between NP and targeted cells, when the NP occasionally distribute nearby the cells. This description apparently doesn’t deny the value of ligand modification. In fact, although the benefit of increased targeted site localization is still controversial, the ligand modification indeed can improve cell internalization [36, 37]. However, to emphasize the importance of related research, there is an aura of hyperbole that surrounds the field of targeted delivery, which we should avoid and honestly evaluate the contribution of ligand modification.

Second, the strength of the receptor–ligand interaction, density, length, and rigidity of ligands can affect the interaction [38]. Through dissipative particle dynamics, the interaction between ligand-modified NP and the lipid layer has been evaluated. The different force strength of the receptor–ligand interaction (i.e., adhesion energy) is defined by the difference (\(\Delta \alpha\)) between the interaction parameter of the receptor and ligand head and the interaction parameter of the ligand head and other particles (which is a given value in a certain situation). Interaction strength is positively correlated with \(\Delta \alpha\). In other words, high receptor–ligand affinity is useful for increasing particle-membrane adhesion and particle engulfment by the membrane. The length of ligands also affects the interaction, even at an equal interaction strength. Increasing the length of ligands is helpful for attachment, due to the greater adhesion area that results from increased particle deformation and decreased bending energy caused by the larger effective volume of the ligand-modified particle. However, ligands tend to “form a bond” with receptors due to their high affinity, while long ligands easily become stretched and move away from their original orientation, resulting in the absence of ligands on the top surface of the particle. This absence of ligands can suppress further engulfment. In other words, compared to short ligands, particles modified with long ligands more easily attach to the membrane but are harder to engulf. This phenomenon is similar to the interactions of different particle shapes with cells [39]. The uniform distribution of ligands on the particle is useful for total engulfment of the particle, which can be achieved by increasing the ligand density and rigidity. Hydrophilic ligand-modified NPs tend to complicate total engulfment, because the exposed hydrophilic surface of the particle (due to the lack of ligands) barely interacts with the lipid membrane. Therefore, optimizing the hydrophobic/lipophobic properties of ligands is useful for total particle
engulfment. The linker between NP and ligands should also be optimized because
the linker can also affect the interaction between ligands and receptors. For example,
Tf decorated onto NP through a given length of PEG could increase the cellular
uptake of NP in a TfR-dependent manner, however, directly conjugating Tf onto NP
could not [40].

Third, protein corona may hinder the specific interaction between ligands and
receptors. The interaction between NP and plasma protein occurs as soon as the NPs
are introduced into the blood, leading to formation of protein corona and the
consequential modification on in vivo distribution [41]. The protein corona consists
by over 50 kinds of proteins from blood, which can be divided into opsonin and dys-
opsonin according to their influence on blood circulation time of NP [42]. The
formation of protein corona influences not only the behavior and distribution of NP,
but it also covers the ligands that were decorated onto the NP. As discussed, Tf can
specifically bind with TfR. The Tf modification could, obviously, increase uptake of
NP by Tf-overexpressed cells through a TfR-dependent pathway, when the incubation
system is free of serum [40]. However, in a Tf-depleted serum-containing incubation
system, the specific interaction between Tf on the NP and TfR on the cells was
decreased and, ultimately, became negligible. Thus, it could be concluded that the
presence of serum caused specific target loss. A consistent result was observed in the
interaction between a strained cycloalkyne and bicyclononyne on the NP and an
azide on a silicon substrate, which was used as model interaction between ligand and
receptor [43]. In serum-free system, the reaction could result in a large amount of
accumulation of NP on the silicon substrate. The presence of serum could signifi-
cantly decrease the accumulation of the NP. According to these studies, the targeting
ability of ligands, whether for large proteins or small molecules, could be hindered
by the plasma protein adsorption. Thus, when constructing targeting delivery sys-
tems, this must be taken into consideration, and the influence of plasma protein
adsorption on the interaction between ligands and receptors should be systemically
evaluated.

Last, the parameters of NP are could not specific control. Particle size is a criti-
cal parameter that affects the in vivo behavior and tissue distribution of NP. For
example, the pore cutoff size of the U87 brain tumor model is 7–100 nm, while the
size is even smaller in the RG2 brain tumor model [44], suggesting only particles
in that size range may diffuse from blood into tumor matrix. However, for most
biodegradable NP, such as liposomes, “mean particle size is 100 nm” is only a
statistical description, which may actually refer to a mixture of particles that range
from 50 to 150 nm. Thus, a large percentage of the liposomes may be directly pre-
vented, by physical barriers, from accessing by the brain tumor. Consequently, to
make the NP more controllable, the preparation method needs much attention.
Particle replication in non-wetting templates® (PRINT®) is a newly emerged
method that can produce uniform NP [45], which may address the pitfalls of brain
target delivery. However, no targeted drug delivery system has been reported using
this technology. Other parameters, such as drug loading capacity and the release
profile, are also poorly controlled, which may influence the delivery efficiency and
treatment outcome.
Targeted delivery is a promising branch of nanotechnology. The potential benefits include noninvasive administration, optimized drug distribution, elevated treatment outcome, reduced systemic side effects, and improved compliance. To further improve the treatment outcome, researchers should understand the irregular conditions of CNS disorders, which are the basis of targeted delivery.

Although elevated treatment outcomes were generally observed in recent studies, the drug distribution is far from ideal. Most drugs (over 95%) are distributed to non-targeted sites. Modification with targeting ligands may enhance the distribution to the targeted site. Because the targeting efficiency mainly depended on the properties of NP, optimizing the pharmacokinetic behavior is a critical aspect of targeted delivery systems.

Translation from the laboratory into the clinic is the foremost challenge in the application of targeted delivery systems. Currently, only a few nanotherapeutics are commercially available, including doxorubicin-loaded liposomes, paclitaxel micelles, and NP with albumin-bound paclitaxel. In addition to the complex production procedure for most nanotherapeutics, the safety of nanomaterials is a major concern. Currently, only several materials are approved for injection, including polylactide, poly lactide-polyglycolide, and poly ε-caprolactone. Most materials used for gene delivery and/or with good photoelectric properties cannot be used in human, because of the systemic toxicity. Natural materials are superior in this regard. More research should focus on functionalizing natural materials with the required properties or reducing the toxicity of existing materials that have excellent characteristics.

The application of targeting ligands is also a big concern. Although many ligands were used in brain targeted delivery, the biocompatibility of these ligands was not assured for human use as the ligands must be safe, effective, and economic.

Overall, the application of targeted delivery systems for CNS disorders depends on developments in CNS biology, nanotechnology, and materials science. By combining the improvements achieved in these fields, targeted delivery systems can play an important role in the management of CNS disorders.
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INTRODUCTION

Delivery of drugs to the CNS via the nasal route is an area of increasing interest due to the possibility of circumventing the blood–brain barrier (BBB) by exploiting direct transport pathways between nose and brain and, thereby, allowing drugs that do not easily cross the BBB, such as hydrophilic small molecules, peptides, and proteins, access to the various brain regions. Such improved access provides the possibility of optimizing the efficacy of treatment of chronic neurodegenerative conditions of the CNS, such as Parkinson’s disease and Alzheimer’s disease, as well as acute conditions, such as meningitis and stroke.

When lipophilic drugs are administered nasally, in general, such drugs are absorbed fast and efficiently across the nasal mucosa and reach the systemic circulation often with a bioavailability up to 100% and a plasma profile resembling that after an intravenous administration. Once in the bloodstream, these molecules can diffuse through the BBB and reach the brain. The degree of this diffusion is dependent on the log P and molecular size of the drug [1], as well as dependent on the site of deposition in the nasal cavity; only a minor portion of the dose of these drugs will reach the brain through a direct nose-to-brain pathway.

Polar molecules in general only cross the nasal membrane in limited amounts; and hence, only a minor part reaches the systemic circulation, with resultant bioavailabilities of less than 10% for small polar drugs and less than 1% for macromolecules.
Furthermore, such polar drugs do not readily cross the BBB unless by some form of naturally occurring receptor or carrier-mediated transport mechanism, as is for example the case for insulin [2].

In my opinion, it has been shown in numerous studies in animal models, such as rats, sheep, and monkeys, that it is possible to achieve direct nose-to-brain delivery from the nasal cavity via the olfactory region or via the trigeminal nerves or nerve endings in the respiratory tissue for a range of drugs that only to a limited degree can cross the BBB [3–12]. This fact was disputed in a paper by Merkus and van den Berg [13] who evaluated about 100 published papers on delivery of drug to the brain via the nasal route in animal models and concluded that, based on their criteria, only 12 papers presented sound experimental designs and, of these, only 2 studies in rats were found to provide results that indicated direct transport of the drug from the nose to the CNS. I believe the criteria applied were too stringent; and furthermore, a wealth of papers has since been published showing strong evidence of direct nose-to-brain delivery in animal models.

Due to ethical problems associated with such studies, only few papers have shown evidence of direct nose-to-brain transport in man by evaluating pharmacokinetic data after nasal administration [5, 14–16], whereas many papers have been published that evaluate the pharmacodynamic effects of nasally administered drugs compared with drugs given via a parenteral route, in terms of brain functions and therapeutic efficiency. On the basis of results from such studies in man, it is, in general, accepted that these results indicate at least some degree of direct nose-to-brain targeting, although Merkus and van den Berg [13] also dispute these results [13, 17–28].

From studies performed in animal models, it has been found that, in general, the amount of drug that reaches the CNS after nasal application (certainly when applied in a simple formulation) is well below 1% of administered dose. Considering that the olfactory area in most animal models, such as rats, is significantly larger (50% of nasal surface area) than in man (about 2.5% of nasal surface area), the transport that takes place in animal models, at least using the olfactory epithelium pathway, can be considered as an overestimation. For a drug administered nasally to man, it will be difficult to reach the olfactory region that is placed high up in the nasal cavity at and above the superior conchae, since it has been demonstrated that the nasal anatomical configuration affects the airflow and only about 15–20% of the airflow reaches the olfactory region in man [29].

Hence, it is important to exploit special delivery devices, such as the Bi-directional™ technology (OptiNose), Controlled Particle Dispersion® technology (Kurve Technology, Inc.), or the Precision Olfactory Delivery (POD) technology (Impel NeuroPharma), that are able to target the olfactory area and develop optimal drug delivery systems designed to enable the transport across the nasal mucosa (e.g., the olfactory epithelium), involving bioadhesives, absorption enhancers, and/or micro- or nanoparticulate delivery systems.

The development of novel delivery systems for optimizing the delivery of drugs via the nasal cavity to the CNS has been described extensively in the literature in the past 10 years. Such published papers mostly describe the use of systems, such as hydrogels [e.g., 30], microemulsions [e.g., 31, 32], and especially nanoparticles [e.g., 12, 33–37]. Further, several reviews have been published in this area, for
example, Mathison et al. [38], Frey [39], Illum [6, 40], Lochhead and Thorne [41], Zhu et al. [42], Djupesland [28], and Tayebati et al. [43].

This chapter sets out to discuss the scientific developments of nose-to-brain delivery of drugs in the past 10 years and the use of novel delivery systems and devices for optimization of the amount of drug reaching the brain. The chapter also gives some background information in terms of the anatomy and physiology of the nasal cavity and the transport pathways from the nasal cavity to the CNS.

NASAL ANATOMY AND PHYSIOLOGY

The nasal anatomy and physiology has been comprehensively described in textbooks and scientific reviews, including Mygind and Dahl [44], Moran et al. [45], Hilger [46], Illum [4, 5] and Mistry et al. [47]. Hence, only details that are necessary for understanding more fully the potential of an efficient transport of drugs and the factors affecting nose-to-brain delivery from the olfactory nerve region and through the trigeminal nerve system will be described here.

Nasal Cavity

The nose consists of the outer visible nasal vestibule that starts at the nostrils and ends at the nasal valve and the inner non-visible nasal cavity. The nose is divided, along the long axis, into two non-connected halves by the nasal septum. Each side comprises the nasal vestibule and the nasal cavity, with the respiratory region and the olfactory region. Anteriorly, the nasal cavity opens out to the facial site through the nasal valve, a narrow triangular-shaped slit situated at the top of the nostril, with a surface area of about 0.3 cm². Posteriorly, the nasal cavity opens into the nasopharynx by way of the posterior nasal apertures. The nasopharynx is considered the airway region posterior to the end of the nasal septum and proximal to the termination of the soft palate. Each nasal passage of the nasal cavity is defined by a septal wall, a lateral wall, a floor, and a roof. The surface of the nasal cavity is lined by a mucous membrane that is well vascularized and covered by a mucous layer. The superior, middle, and inferior conchae project from the lateral wall into the lumen of the nasal cavity, thereby increasing the inner surface area of the nasal cavity. This is important for humidification, filtering, and heating of the inhaled air (Fig. 25.1).

The nasal cavity (the main chamber) in man is about 5–8 cm long, and the total surface area has been reported by various researchers to be between 150 and 200 cm² [48–50]. The olfactory epithelium is limited to about 2.5% of the total surface area (~4.5–6.0 cm²). In rats, which is the animal model mostly used for nose-to-brain delivery studies, the total surface area of a 16-week-old (288 g) rat has been reported to be 13.3 cm² and, of this, the olfactory epithelium occupies about 50% (~6.7 cm²). For a 7 kg monkey, the dimensions are 61.6 cm² total surface area, and the olfactory epithelium constitutes about 13% of the area (~8.0 cm²). It is also important to note that the ratio between nasal surface area and body weight varies significantly between the three species: rat, 53.6; monkey, 8.8; and man, 2.2. It should also be noted that
there are significant differences in the nasal morphology between species, since the human nose has a relatively simple structure, with breathing as the primary function (microsmatic), whereas, the noses of most animal models comprise more complex structures, where olfaction is the primary function (macrosmatic). Hence, these differences in morphology between the animal species and humans vary considerably and should be taken into account when evaluating data for nose-to-brain delivery.

The rate and direction of airflow during respiration is modified by the nasal valve. Airflow during normal tidal breathing creates velocities of 18 m/s, with predominantly laminar airflow through the nasal passages. When a subject sniffs, airflow can reach 32 m/s, resulting in a local turbulent airflow downstream from the nasal valve [51, 52]. This is caused by the progressive narrowing of the nasal valve with increasing inspiratory flow rate. During normal breathing about 5–10% of the inspired air reaches the olfactory region; and when sniffing, this fraction can increase to 20% [53]. Hence, most of the inspired air and hence formulations given nasally will not reach the olfactory region in man.

The nasal vestibule is covered with stratified squamous epithelium that resembles skin and from the nasal valve region in the anterior part of the nose gradually transitions into pseudostratified columnar epithelium, i.e., the respiratory epithelium. The olfactory epithelium is situated in the roof of the nasal cavity, partly on the nasal septum and partly on the superior and middle conchae.

**Nasal Respiratory Epithelium**

The respiratory epithelium, a pseudostratified columnar epithelium, is covered by microvilli; and due to the large surface area created by the microvilli, the respiratory epithelium is considered the major site for systemic absorption of nasally
administered drugs. The respiratory epithelium comprises four different cell types: ciliated pseudostratified columnar cells, non-ciliated pseudostratified columnar cells, goblet cells, and basal cells (Fig. 25.2). Under the luminal surface epithelium lies the lamina propria with numerous blood and lymphatic vessels, nerves, glands, and mesenchymal cells. The respiratory epithelium is covered by a mucus layer, consisting of an upper viscous gel layer (2–4 $\mu$m thick), floating on a lower serous fluid layer (or sol layer) (3–5 $\mu$m thick) surrounding the cilia.

Cilia are long, thin projections of 2–4 $\mu$m length originating on the surface of the columnar cells. They are mobile and through a synchronized beating (1000 strokes/min), they propel the viscous part of the mucus layer, covering the cells, posteriorly toward the nasopharynx with a speed of about 5 mm/min, while the lower sol layer of the mucus remains stationary. This constitutes the so-called mucociliary clearance mechanism.

**Nasal Olfactory Epithelium**

The nasal olfactory epithelium is situated at the top of the nasal cavity just under the cribriform plate of the ethmoid bone, which separates the nasal cavity from the brain. The olfactory nerves emerge from the synapses in the olfactory bulbs, through holes

---

**FIGURE 25.2** The respiratory and olfactory epithelia. The respiratory epithelium comprises ciliated or non-ciliated pseudostratified columnar epithelial cells, goblet cells providing mucus, and basal cells. The olfactory epithelium comprises olfactory neural cells with long immovable cilia, supporting cells, and basal cells that are able to replace the neural cells. The schematic drawing also shows the paracellular (through the tight junctions) and the transcellular routes of transepithelial passage of nanoparticles. (Adapted from Mygind N and Dahl R, 1998. Anatomy, physiology and function of the nasal cavities in health and disease. *Adv. Drug Del. Rev.* 29:3–12. With permission from Elsevier.)
in the cribriform plate, and together with the sustentacular (supporting) cells and the basal cells form the olfactory epithelial tissue placed on the upper part of the septum and the superior conchae. It has also been reported that less dense olfactory filaments and olfactory tissue can be found on the anterior and posterior parts of the middle conchae [54].

The olfactory epithelium is a modified (pseudostratified) columnar epithelium and comprises, apart from the olfactory sensory neurons, also the sustentacular cells, which, by ensheathing the neural cells, provide mechanical support to the cells, and two types of basal cells that can differentiate into neural cells (globose basal cells) or sustentacular cells and cells of the Bowman’s glands (horizontal basal cells), and replace these as needed (Fig. 25.2). The number of olfactory neurons is estimated to be $6 \times 10^6$ with a density of 30,000 neurons per mm$^2$ [45]. Below the epithelium lies the lamina propria, containing the Bowman’s glands that are interspersed between the olfactory nerve bundles. Bowman’s glands contain a high amount of a mucous substance that contributes to the mucous layer covering the luminal surface of the olfactory epithelium. Furthermore, the olfactory epithelium also comprises a small amount of cells with numerous microvilli (microvillus cells), although the function of these cells are not known [50, 55–57].

The olfactory sensory neurons terminate at the apical surface of the epithelium as small bulbous olfactory knobs from which extend numerous, up to 200\( \mu \)m long, immobile cilia intertwined with each other and with the microvilli in the surface fluid. The nerve axon originates from the base of the nerve cell and passes through the lamina propria, where it bundles together with other axons in a nerve bundle or nerve fascicle, which is ensheathed by glial cells (Schwann cells). The nerve bundles cross the cribriform plate through small holes and synapse in the olfactory bulbs situated in the cranial cavity. From here, the nerve projections reach the amygdala, the prepyriform cortex, the anterior olfactory nucleus, and the entorhinal cortex, as well as the hippocampus, hypothalamus, and the thalamus.

It should be noted that since the cilia on the surface of the epithelium are non-mobile, the mucous will not be cleared by a mucociliary clearance mechanism; however, it is envisaged that the mucous will clear due to overproduction and also due to the normal upright position of a human.

**Nasal Trigeminal Nerve System**

The trigeminal nerve is the largest of the cranial nerves and is responsible for the sensation in the face and certain motor functions, such as biting and chewing. Its name derives from the fact that each trigeminal nerve, one on each side of the pons, has three major branches: the ophthalmic nerve, the maxillary nerve, and the mandibular nerve (Fig. 25.3). The pons is part of the brainstem that links the medulla oblongata and the thalamus in the brain. The ophthalmic ($V_1$), the maxillary ($V_2$), and the mandibular ($V_3$) nerves converge on the trigeminal ganglion (or Gasserian ganglion), analogous to the dorsal root ganglia of the spinal cord, which is located within Meckel’s cave, and contains the cell bodies of incoming sensory nerve fibers. From the trigeminal ganglion, a single large sensory root enters the brainstem at the level
of the pons. The ophthalmic, maxillary, and mandibular branches leave the skull through three separate openings at the base of the skull: the superior orbital fissure, the foramen rotundum, and the foramen ovale.

The areas of cutaneous distribution of the three branches of the trigeminal nerve have sharp borders with relatively little overlap. Hence, an injection of local anesthetics in the mandibular nerve results in the numbing of the teeth on one side of the jaw, well known from dentistry.

The ophthalmic and the maxillary nerves only carry sensory information, whereas the mandibular nerve also participates in motor functions. The ophthalmic nerve (V1), carries sensory information from the scalp and forehead; the upper eyelid; the conjunctiva and cornea of the eye; the nose (including its tip); the nasal mucosa; the frontal sinuses; parts of the meninges and the maxillary nerve (V2) from the lower eyelid and cheek; the nares and upper lip; the upper teeth and gums; the nasal mucosa; the palate and roof of the pharynx; the maxillary, ethmoid, and sphenoid sinuses; and parts of the meninges. The mandibular nerve (V3) carries sensory information from the lower lip, the lower teeth and gums, the chin and jaw, parts of the external ear, and parts of the meninges.

Hence, in mammals, trigeminal nerve endings from the ophthalmic and the maxillary nerves are distributed throughout the nasal respiratory epithelium, although these nerve endings (as opposed to the olfactory nerves) are not directly exposed to the lumen of the nasal cavity, but lie in the epithelium near the epithelial surface stopping at the level of the tight junctions [58]. In humans, non-myelinated nerves approach the respiratory mucosa in bundles of up to 200 axons, devoid of perineural sheaths [59]; and in dogs, corpuscular endings (300–500μm long and 100–250μm wide) displaying bulbous, laminar, and varicose expansions are found near the lumen in the respiratory epithelium on the septum and the nasal conchae [60]. Drug molecules deposited in the nasal cavity may reach the nerve endings, dependent on the extent to which their physicochemical characteristics enable crossing of the
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**Figure 25.3** Lateral view of skull illustrating the areas innervated by the trigeminal nerve and its branches.
epithelium using extracellular and transcellular routes. The neurons have a direct transsynaptic connection with the CNS, through the pons, and the rest of the hindbrain, and a part of the trigeminal nerve also passes through the cribriform plate and is, hence, connected to the forebrain [61].

Epithelial Cell Barrier

The respiratory and olfactory epithelia are similar in that they are both tightly connected by intercellular junctions that surround the cells of the epithelia. These junctional complexes are narrow belt-like structures comprising, from the epithelial surface in direction of the basal surface, the zona occludens (what is normally called the tight junction), the zona adherence and the macula adherence (Fig. 25.4). Tight junctions comprise a branching network of sealing strands, each strand acting independently from the others. Each strand is formed from a row of transmembrane proteins embedded in both plasma membranes, with extracellular domains joining one another directly. The major types of proteins are the claudins and the occludins. These associate with different peripheral membrane proteins such as ZO-1 located on the intracellular side of the plasma membrane, which anchor the strands to the actin component of the cytoskeleton. Thus, tight junctions join together the cytoskeletons of adjacent cells and form a regulatable semipermeable diffusion barrier between the epithelial cells [62]. In the nasal cavity, the diameter of the tight junctions (the pore size) has been measured to be 3.9–8.4 Å. It was shown by Van Itallie et al. [63] in studies in Caco-2, MDCK II, MDCK C7 cells and in pig ileum that the number of pores per area of monolayer (pore density) is different among cell types, with the density being highest for the Caco-2 cells compared to the other cell lines tested. Interestingly, they also found that the paracellular flux can be modeled on
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**FIGURE 25.4** Epithelial cell barrier—intercellular junctions.
at least two components: (i) high-capacity, size-restrictive pores, with clearly defined aperture size, for substances less than 4 Å in radius, and (ii) a second, relative size-independent pathway, where diffusion occurs through intercellular spaces, at least for substances up to a radius of 7 Å. These observations are in line with those of Stevenson et al. [64].

When considering transport of drugs across epithelial cell barriers, it is important also to consider the size of the drug molecules and of any particulate carrier such as nanoparticles and whether size wise, a paracellular transport through an open or closed tight junction is physically possible or whether only the trancellular/intracellular route is available for large molecules and/or carrier systems. The size and, potentially, also secondary and tertiary structures of biological molecules, are determined by their physicochemical environment; and hence, it is difficult to relate size to an exact molecular weight. As an example, the size of an insulin monomer (MW 5808 Da) has been described as 26.8 Å in diameter and peroxidase (MW 44,000 Da) as 40 Å, which is disproportional to the size of the insulin molecule [65]. Cytochrome C (MW 13,000 Da) has a diameter of 30 Å [66], Lysozyme (MW 14,300 Da) from chicken egg white is an ellipsoid with diameters 35 and 45 Å, whereas the hydrodynamic radius of hen lysozyme (MW 16,000 Da) is 20.5 Å in the native folded state and 34.6 Å under denaturing conditions [67]. On the other hand, the branched polysaccharide dextran labeled with fluorescein isothiocyanate shows a linear increase in hydrodynamic radius of 23 Å for the 10 kDa dextran, 45 Å for the 40 kDa dextran, and 60 Å for the 70 kDa (data provided by Sigma-Aldrich). As reported by Costantino et al. [68], absorption enhancers can open tight junctions both in the respiratory and the olfactory epithelium, with an increase in diameter of about 10–15 times; however, the maximal diameter reached was shown to be of the order of 15 nm.

**TRANSPORT ROUTES AND MECHANISMS**

As have been described by a range of authors in various detailed reviews and papers, it is generally accepted that drugs administered nasally can reach the brain using three main pathways: (i) absorption across the nasal respiratory epithelium into the systemic circulation and, from there, across the BBB into the brain (systemic pathway), (ii) direct paracellular or transcellular transport via the olfactory neurons (olfactory neural pathway) or the olfactory epithelial cells (olfactory epithelial pathway), or (iii) transport via the trigeminal nerves (trigeminal pathway) [4, 7, 41, 50, 69, 70].

Only drugs that are sufficiently lipophilic to readily cross the nasal membrane and that can pass the BBB in sufficient quantities are able to exploit the “systemic pathway” and rapidly be transported from the nasal cavity to the brain tissue. Hence, for such drugs there would be little difference in brain levels between parenterally and nasally administered drugs.

Drug formulations can be internalized into the knob-like swellings of the primary neurons located on the surface of the olfactory epithelium, by a mechanism of pinocytosis or endocytosis, depending on the type of formulation and drug, and be
transported by intracellular axonal transport along the neuron in the anterograde direction. The nerves form bundles with other nerves and transverse the cribriform plate through holes and reach the olfactory bulbs, located in the forebrain directly above. It has been shown that this transport pathway is slow, taking up to 24 h for the drug to reach the CNS [71]. Such neuronal transport has, for example, been shown for insulin-like growth factor 1 (IGF-1) [7], wheat germ agglutinin–horseradish peroxidase [72, 73], hypocretin-1 [74], interferon-β [75], wheat germ agglutinin conjugated polyethylene glycol–polylactic acid (PEG–PLA) nanoparticles [37] and aluminum lactate [76], apart from that shown for vira and microorganisms [77]. Several dendrites are emitted from the first-order synapse, in the olfactory bulbs, further into the various areas of the brain (mainly the anterior parts), which can, hence, be reached by the engulfed formulations.

The “extracellular olfactory pathway” transports material by paracellular diffusion through the tight junctions, between the olfactory cells and the supporting cells, to the underlying lamina propria and enters the perineural space surrounding the nerves, either through a loosely adherent epithelium surrounding the nerve, or through the tight junctions of the adherent epithelium if the epithelium is closely adherent. This transport pathway relies on the presence of a direct connection between the submucosa and the subarachnoid extensions (the perineural space surrounding the olfactory nerve). From here, the formulations can access the cerebrospinal fluid (CSF) and also the olfactory bulb, as described earlier. From the CSF, the formulations can be distributed, via the bulk-flow mechanism, and reach the brain interstitial fluid in the brain tissue.

As described earlier, the trigeminal nerves innervate, for the major part in the respiratory epithelium, but a small portion also branches into the olfactory epithelium, and enters the CNS in the pons and, hence, creates entry points to both the caudal and the rostral brain [61]. As opposed to the olfactory nerves, the trigeminal nerve endings are situated in the epithelium below the surface and are not exposed in the nasal cavity. However, it is anticipated that drugs or drug formulations diffusing through the epithelia, or transcytosing across other epithelial cells, would be able to reach the nerve endings and/or the perineural space (most likely) surrounding the nerves dispersed in the epithelium. A range of papers have been published showing transport of drugs to the brain via the trigeminal nerves, such as interferon-β1b [8, 75], hypocretin-1 [74, 78], and IGF-1 [7, 8].

Nanoparticles can pass epithelial membranes either transcellularly or paracellularly, dependent on their size. As discussed earlier, in order to pass through tight junctions the nanoparticles will have to be less than 20 nm in diameter. In general, nanoparticles used for drug delivery are larger (50–500 nm) and would be expected to be endocytosed and transported intracellularly by trigeminal or olfactory neural cells.

It is not always possible to deduce, from the results of a nose-to-brain study, whether the drug (or drug formulation) is transported by the “neural pathway” or the “olfactory epithelial pathway” or by both, since most animal studies of this kind are terminated after, at most, 4 h. However, it is not likely that intracellular neural transport would be the main mode of transport from the nose to the brain, as supported by a large number of publications showing drug appearing rapidly in the CNS and
dynamic effects of the drug seen within 1 h after administration [7, 74, 79, 80]. Lochhead and Thorne [41] have attempted to calculate the likely transport time for intracellularly transported drugs (within the olfactory neurons) from the olfactory epithelium to the olfactory bulb and found this to be up to 2.7 h in pikes, whereas for intracellular transport, within the trigeminal nerves to the brainstem, this transport time was calculated to be up to 13 h. These estimates were in agreement with data published for transport of WGA-HRP in mice. On the other hand, using albumin as a model, it was calculated that it would take, at most, 0.33 h for an extracellular bulk flow to the olfactory bulb within perivascular spaces and 1.7 h for extracellular bulk flow to the brainstem within perivascular spaces associated with the peripheral trigeminal system.

TRANSPORT OF DRUGS FROM NASAL CAVITY TO CNS IN ANIMAL MODELS

The transport of drugs from the nasal cavity to the CNS in animal models has been thoroughly discussed in many reviews, among others Illum [4], Mistry et al. [47], Dhuria et al. [70], Misra and Kher [81], and Patel et al. [82]. For most of the published studies, there is no indication of the degree to which the nasally administered drug reaches the brain directly from the nasal cavity. However, some papers have attempted to calculate the percentage of drug that reaches the brain; and in most circumstances, this is less than 0.1% of the amount of drug administered. Therefore, in recent years most of the papers published have been dedicated to novel delivery systems that were able to increase the amount of drug transported directly to the CNS. Hence, this section will be limited to providing illustrative examples of what progress has been achieved, in terms of improving targeting to the brain, using systems such as bioadhesive emulsions, absorption enhancers, nanoparticles, or functionalized nanoparticles, especially selected to interact with the olfactory epithelium and is not a full review of all papers published in this area.

Nano- and Microemulsions

One of the delivery systems that has been widely evaluated for enhancement of nose-to-brain delivery of different drugs is micro- and nanoemulsions. Hence, Zhang et al. [83] evaluated the effect of using an oil-in-water (o/w) microemulsion (comprising Labrafil, Cremophor RH 40, ethanol and water) on enhancement of the brain uptake of nimodipine in rats. The olfactory bulb concentration was threefold that after intravenous administration, and the drug targeting efficiency (DTE) was significantly higher. In a similar way, Vyas et al. [84] studied the nose-to-brain targeting of microemulsions of zolmitriptan (Z) in a rat model, the study comprising the nasal administration of a zolmitriptan mucoadhesive microemulsion (ZMME), a microemulsion (ZME), a zolmitriptan solution, and intravenously administered ZME. The microemulsion comprised medium chain triglyceride (oil), caprylocaproyl macrogol glyceride (surfactant), a mixture of purified diethylene glycol monoethyl ether, and
fatty acid ester of polyglycerol (co-surfactant) and water. Polycarbophil was added as the mucoadhesive agent. Brain/blood uptake ratios were found to be 0.70, 0.56, 0.27, and 0.13, respectively, showing the superior performance of the ZMME. The DTes were 1.89, 2.55, and 5.33 for the ZS, ZME, and the ZMME, respectively, showing increased brain targeting with the mucoadhesive emulsion compared with the non-mucoadhesive emulsion and the drug solution. It was also shown, by the calculated drug targeting percentage (DTP) of 81%, that most of the drug that reached the brain after nasal administration in the ZMME formulation was due to a direct transport from the nasal cavity. Gamma scintigraphy studies also showed that the brain uptake was much more pronounced after the ZMME formulation compared to the others. A similar study was done in rabbits for clonazepam comparing the brain uptake after intranasal administration of the drug in a simple solution, in a mucoadhesive microemulsion (CMME), a microemulsion (CME) and an intravenous injection of CME [85]. The microemulsion comprised medium chain triglyceride (oil), polyoxyethylene-35-ricinoleate (surfactant), polysorbate 80 (cosurfactant), and propylene glycol (anhydrous continuous phase). The mucoadhesive agent was polycarbophil. The results were similar to those from the zolmitriptan study, with highly improved targeting to the brain for the CMME formulation. Again, gamma scintigraphy studies confirmed the superior targeting of the mucoadhesive formulation to the brain. The same group later carried out similar experiments in rats for risperidone administered nasally in a mucoadhesive and non-mucoadhesive nanoemulsion and as a rispiridone solution [86]. The nanoemulsion consisted of capmul (oil), tween 80 (surfactant), a mixture of transcutol, and propylene glycol (co-surfactant) and water. The mucoadhesive agent was chitosan. The results obtained were similar to the results for the zolmitriptan and clonazepam studies, showing improved direct nose-to-brain transport with the mucoadhesive formulation and the results were, again, confirmed by gamma scintigraphy. Kumar et al. [87] also investigated olanzapine and obtained similar positive results for a mucoadhesive nanoemulsion. A different group [88] investigated the possibility of delivering an anti-HIV drug (with low permeability across the BBB) directly to the brain for treatment of neuro-AIDS, by delivering the drug nasally in a nanoemulsion. They found that compared to the plain drug suspension and the IV injection, the drug administered in the nanoemulsion gave a higher brain concentration, a higher DTE, and a higher DTP. Further, gamma scintigraphy demonstrated the higher transport to the brain for the nanoemulsion formulation.

Absorption Enhancers

Kanazawa et al. [89] produced block copolymer micelles (MPEG-PLC) and micelles modified with cell-penetrating peptide (MPEG-PLC-Tat) with encapsulated coumarin and evaluated the brain uptake after nasal administration compared to an intravenous injection. The amount of coumarin in the brain was found to be significantly higher for the (MPEG-PLC-Tat) than for the (MPEG-PLC) formulation or for the intravenous administration of coumarin, showing that the cell-penetrating peptide promoted the direct transport from the nasal cavity to the brain. In a similar study, the
authors investigated the nasal delivery of a model siRNA (Alexa-dextran) complexed with the MPEG-PLC-Tat delivery systems [90]. It was found that even for this large siRNA (MW 10,000 Da), the concentration in the brain was significantly higher when delivered nasally complexed with the PEG-PLC-Tat (2%/g brain tissue, ~ total 3.4%) than that resulting from an intravenous injection (0.2%/g brain tissue) or after a nasal administration of the Alexa-dextran in a simple solution (0.45%/g brain tissue). Vaka et al. [91] used chitosan as a membrane modulating agent and increased the uptake of neurotropic factor 13-fold in the brain in rats after nasal administration in a chitosan solution as compared to a solution without chitosan. It was further found that the chitosan formulation significantly decreased immobility time in rats subjected to immobilization stress. The transport of Zidovudine to the brain from the nasal cavity was investigated by Ved and Kim [92], who used the gelling agent Poloxamer 407 in combination with the absorption enhancing agent n-tridecyl-β-d-maltoside (TDM/TR-1) for nasal delivery of the drug. The uptake into the CSF, six different regions of the brain, and the blood was compared in rabbits with that after an intravenous administration and a nasal control solution of the drug. The TDM/TR-1 formulation greatly enhanced the brain and the CSF concentrations of the drug, both compared to the IN control (~45-fold) and the IV injection (~56-fold) at the same time as the plasma concentrations for the two nasal formulations remained low (Fig. 25.5). On the basis of the IV AUC and the brain AUC for TDM/TR-1 and, taking into account the weight of the rabbit and the rabbit brain weight and blood volume, it is possible to estimate a brain “bioavailability” of about 8% for the TDM/TR-1 formulation, compared to 0.1% for the simple intranasal formulation. The authors suggested that the drug had been transported via a direct olfactory pathway from the nasal cavity to the brain.

Micellar Nanocarriers

Jain et al. [93] developed micellar nanocarriers attempting to improve the direct transport of zolmitriptan (99mTc labeled) into the brains of rats after nasal administration. The micellar nanocarriers (24.2 ± 0.73 nm) were produced by dissolving zolmitriptan in Transcutol P and benzyl alcohol and mixing this solution with a mixture of the surfactants, Pluronic F127, PEG 400, and Vitamin E-TPGS. An IV injection and a simple nasal solution of the drug served as controls. The micellar nanocarriers enabled a significantly higher uptake of the labeled drug into the brain (five- to sixfold) compared with the two controls. Brain localization studies showed that the drug was predominantly located in the olfactory bulb (mainly olfactory pathway) with lesser amounts reaching the midbrain, cerebellum, and pons (mainly trigeminal pathway). Micellar nanocarriers comprising a mixture of Pluronics L121 and P123 were developed by Abdelbary and Tadros [32] and evaluated for the improved transport of olanzapine to the brain of rats after nasal administration compared to a simple solution formulation and an IV injection of the drug. The authors found a significantly higher brain concentration for the micellar formulation than for any of the two controls, with DTE being 5.20 for the micellar nasal formulation and 3.39 for the simple nasal formulation.
FIGURE 25.5  Mean ZDV concentration-time profile in (a) plasma, (b) brain, and (c) CSF after IV injection and IN administration at 1 mg dose in rabbits. Data represented as mean ± SEM. (Reprinted from Ved P M and Kim K, 2011. Poly(ethylene oxide/propylene oxide) copolymer thermo-reversible gelling system for the enhancement of intranasal zidovudine delivery to the brain. Int. J. Pharm. 411:1–9. With permission from Elsevier.)
Solid Lipid Nanoparticles

Solid lipid nanoparticles (148 nm) containing risperidone were prepared using a solvent emulsification-solvent evaporation method for the evaluation of targeting to the CNS after nasal administration [94]. Pharmacokinetic and biodistribution studies in mice showed that the brain/blood ratio 1 h after administration was 1.36 for the solid lipid nanoparticle formulation compared to 0.17 for IV administration of a simple drug solution and 0.78 for the IV administration of the nanoparticles. There was no simple drug solution given nasally as a control. Gelatine nanostructured lipid carriers, prepared using a w/w emulsion/freeze-drying method, were evaluated for their ability to carry fibroblast GF (bFGF) from the nasal cavity to the brain in hemiparkinsonian rats compared with gelatin nanoparticles and other controls [95]. A higher level of bFGF was found in the olfactory bulb and striatum of the rats after nasal administration of the bFGF-GNLs compared to the gelatin nanoparticles (bFGF-GNs). The bFGF-GNLs also better stimulated dopaminergic function in surviving synapsis and may also play a neuroprotective role.

Nanoparticles

The use of nanoparticles for nose-to-brain delivery of drugs has been described in detail in a previous paper by Illum [40]. A vast number of studies have been carried out in the past 5–10 years, using different types of nanoparticles and different types of drugs for improved delivery of the drugs from the nasal cavity to the brain. In general, it is found that nanoparticles are able to provide a higher drug concentration in the brain compared with simple solutions of the drug and, if studied, also better pharmacodynamics effects. Hence, only a few illustrative examples are given here.

Seju et al. [96] evaluated olanzapine-loaded PLGA nanoparticles (~90 nm) in the rat model and found a 6.35- and 10.86-fold higher uptake in the brain after nasal administration of olanzapine-loaded PLGA nanoparticles compared to an olanzapine solution given by the IV route or intranasally. In a similar way, Md et al. [12] found a higher blood/brain ratio (0.69) after nasal administration of bromocriptine-loaded chitosan nanoparticles (161 nm) compared with a drug solution administered nasally (0.47) and by the intravenous route (0.05). The DTP for the nanoparticles was calculated to be 84% showing direct nose-to-brain delivery. The study also found a reversal in catalepsy and akinesia behavior, especially in haloperidol induced rats given the nasal nanoparticle formulation. An evaluation of leucine-enkephalin (Leu-Enk)-loaded trimethyl chitosan (TMC) nanoparticles (443 nm) for nose-to-brain delivery found a higher accumulation of fluorescent marker NBD-F labeled Leu-Enk, using fluorescent microscopy of mouse brain sections, when administered intranasally by TMC nanoparticles than when a simple solution was given nasally [97]. Furthermore, the enhancement in brain uptake resulted in a significant improvement in the antinociceptive effect of Leu-Enk, as measured by hot plate and acid induced writhing assays. Hague et al. [98] evaluated venlafaxine loaded alginate nanoparticles (173 nm) (VLF AG-NP) in rats for treatment of depression and found that a nasal administration of VLF AG-NP significantly improved the behavioral analysis parameters, such as
swimming, climbing and immobility, compared with the nasal administration of a VLF solution and oral tablets. The pharmacokinetic results supported this finding in that the brain concentration of VLF was significantly higher when administering the VLF AG-NP nasally compared to the VLF solution given by the IN and the IV routes.

Functionalized Nanoparticles

A range of papers (especially from Fudan University, Shanghai) has been published in the past 7 years that evaluates the effect of functionalizing the surface of nanoparticles with lectins or similar molecules, which attach themselves to specific receptors in the nasal cavity or, specifically, on the olfactory epithelium, for improvement in transport of the associated drug to the brain. It has generally been found that this approach enables a further improvement in transport of drugs to the brain over non-functionalized nanoparticles.

Hence, Gao et al. [99] presented early data on wheat germ agglutinin (WGA) modified PEG-PLA nanoparticles containing the model drug coumarin that showed a twofold increase in brain concentration after nasal administration compared to administration of the drug in combination with the non-functionalized nanoparticles. In a later paper, the neuroprotective peptide, vasoactive intestinal peptide (VIP) was incorporated into the functionalized nanoparticles and nasally administered to mice [100]. Measuring the AUC\textsubscript{1–12h} of VIP in the brain, it was found that, compared to a nasal solution, the non-functionalized and the WGA-functionalized nanoparticles enhanced the brain AUC by 3.5–4.7- and 5.6–7.7-fold, respectively, showing the superior performance of the functionalized nanoparticles. The results were supported by pharmacodynamics studies in terms of improvement in spatial memory in ethylcholine aziridinium treated rats. It was further found that the WGA-functionalized nanoparticles accumulated to a higher degree in the olfactory epithelium than in the respiratory epithelium. The authors attempted to quantify the uptake into the brain, calculated by dividing the radioactivity count per gram brain tissue by the administered dose per gram body weight of the animal and suggested a 28% “bioavailability.” However, this calculation is flawed since the body weight of the rat vastly overwhelms the weight of the rat brain. It was later shown by the same group that \textsuperscript{125}I–labeled WGA-PEG-PLA nanoparticles were transported into the brain via both the olfactory and the trigeminal nerve pathways [37]. Similar increases in brain targeting were found for coumarin-loaded PEG-PLA nanoparticles modified with the lectin, Ulex europeus agglutinin I, that binds specifically to receptors on the olfactory epithelium [101] and for odorranalectin-modified PEG-PLA (OL-PEG-PLA) nanoparticles loaded with urocortin peptide (UCN) [102]. The higher uptake of OL-PEG-PLA nanoparticles in the brain region, as monitored by an in vivo imaging system, was supported by improved pharmacodynamic effects in hemiparkinsonian rats. Similar results have also been found by the same group for protamine-functionalized PEG-PLA nanoparticles [103], Solanum tuberosum lectin-conjugated PLGA nanoparticles [104], and lactoferrin modified PEG-co-PCL nanoparticles [105]. In general, sufficient information is not given in these papers to estimate the improved brain “bioavailability.”
Stem Cell Delivery

Maybe one of the most exciting new developments in this area is studies showing that stem cells administered nasally can reach different parts of the brain and treat local diseases. Hence, for example, Danielyan et al. [106] found in a 6-OHDA lesion model of Parkinson’s disease that intranasally administered mesenchymal stem cells (MSCs) reached the olfactory bulb, cortex, hippocampus, striatum, cerebellum, brain stem, and the spinal cord and that the MSC targeted preferentially the lesioned sites and damaged areas of the brain. It was also found that 24% of the cells survived for at least 4.5 months and of these 3% were still proliferative in the brain of the lesioned rats. It was also shown that the MSC treatment was able to increase tyrosine hydroxylase levels and prevented dopamine loss in the lesioned striatum and substantia nigra and was also able to eliminate the 6-OHDA induced increase in tunnel staining. Furthermore, a general improvement in motor function was also observed in the animals. Previously, the group had also identified that the MSC reached the CNS via two migration routes after crossing the cribriform plate above the olfactory epithelium: (i) migration into the olfactory bulb and to other parts of the brain and (ii) entry into the CSF with movement along the surface of the cortex followed by entrance into the brain parenchyma. The delivery of cells was enhanced by hyaluronidase treatment applied intranasally 30 min prior to the application of cells [107].

TRANSPORT OF DRUGS FROM NASAL CAVITY TO CNS IN MAN

Studies in the literature evaluating the potential for direct nose-to-brain delivery of drugs are overwhelmingly carried out in animal models. As described earlier, there are many differences both morphologically and physiologically between the nasal passages of animal models and that of man, and hence one cannot, without caution, directly extrapolate results obtained in animal to man. However, for obvious reasons, most of the published studies carried out in man do not directly measure the rate and degree of transport into the CNS from the nasal cavity. Instead, most studies measure the pharmacodynamic effects of the drugs on the CNS, such as effect on related brain potentials or measurable pharmacological effects. Early studies in man have previously been reviewed by, for example, Illum [5], Lochhead and Thorne [41] and for insulin Freiherr et al. [108], and this chapter will focus on more recently reported studies.

Pharmacodynamic Evidence of Direct Nose to Brain Transport

In early studies, a group in Lübeck, Germany headed by Kern, Fehm, and Born, evaluated the physiological effects (as measured by increase in certain brain potentials) of nasal administration of different peptides. Hence, for arginine-vasopressin [17] and cholecystokinin-8 [18, 19], significantly enhanced event-related brain potentials for nasally administered drugs compared to intravenously administered drugs were found, although the plasma concentration of the drugs were lower when administered
nasally. Kern et al. [20] found that corticotropin-releasing hormone, after nasal administration, was able to decrease gastric acid secretion, and hence increase gastric pH, similar to the effect seen after intracerebral administration; while after intravenous administration, the pH decreased in human volunteers. In volunteers, similar plasma levels were seen after nasal and intravenous administration of angiotensin II, and resulted in similar rises in blood pressure, whereas subsequent blood pressure profiles were different for the two routes of administration. These studies indicated that the drug reached the brain by direct transport from the nasal cavity.

The effect of acute and chronic nasal administration of melanocortin melanocyte-stimulating hormone, adrenocorticotropin 4–10 (ACTH 4–10) on brain potentials and attention was evaluated by Smolnik et al. [109, 110] in healthy volunteers performing a selective attention task and showed diminished focusing of attention for acute administration, indicating a direct effect on the brain function. Furthermore, the administration of the same drug nasally to healthy subjects gave rise to reduced body fat and body weight, although no change was seen in ACTH 4–10 plasma levels [111]. Concurrently, a significant increase in ACTH 4–10 CSF levels were found, indicating direct transport of the ACTH 4–10 from the nasal cavity to the CNS, albeit injection controls were not included in the studies.

A study in volunteers by Kern et al. [21] evaluated whether the nasal administration of insulin (20 IU every 15 min for 60 min) affected the auditory-evoked brain potential (AEP) measured, while the subjects performed an odd ball task. No IV insulin control was included in the study. The nasal insulin was found to reduce the amplitude of components of the AEP, although neither the serum insulin levels nor the glucose levels in the blood were changed, indicating a direct transport of the insulin form the nasal cavity to the brain. Similar indications were also obtained in a later study [22].

It has been shown that neuropeptides, such as growth hormone-releasing hormone, do not readily pass the BBB [112] and, hence, effects on the CNS (effect on sleep pattern) are not evident after intravenous administration of this hormone [113]. Perras et al. [114] administered the hormone nasally to both young and old subjects before bedtime and showed a reduction in the sleep-induced elevation of GH during early sleep compared to nasal placebo control. In a similar study, the total sleep time in the second half of the night, after nasal administration of vasopressin was increased compared to a control [115]. It was suggested for both studies that the drugs acted directly on the brain rather than via a peripheral mediated action, although the vasopressin drug was found in the systemic circulation and was also found to be actively transported across the BBB [112]. However, vasopressin given nasally had also been found to be more potent in changing stimulus-evoked brain potential compared to vasopressin administered intravenously [17].

In order to evaluate the cognitive effect of nasally administered insulin, subjects of normal body weight were treated with nasal insulin (160 IU/day) or placebo in studies by Benedict et al. [116] and Hallschmid et al. [117]. The delayed recall of words significantly improved (placebo ~2.92 ± 1.00, insulin 6.20 ± 1.03), whereas immediate recall, non-declarative memory, and selective attention were not affected. The authors suggested that since their studies have repeatedly shown that insulin
does not alter blood glucose and serum insulin levels after nasal administration, this indicated that the insulin does not enter the systemic circulation in substantial quantities [15, 116, 117].

The effect of intranasal insulin on cognition was evaluated by Reger et al. [118] who administered either a nasal saline placebo or nasal insulin (20 or 40 IU) to 26 memory-impaired subjects and 35 control subjects and tested cognition 15 min after administration. Intranasal insulin did not change plasma insulin or glucose levels, indicating no systemic transfer from the nasal cavity. The study found that the insulin treatment facilitated recall on two measures of verbal memory in memory impaired ε4-adults. The authors suggested that the insulin had reached the brain via an extra-neural pathway.

Craft et al. [119] examined the effects of intranasal administration of insulin (20 or 40 IU a day for 4 months), using a ViaNase™ device, on cognition, function, cerebral glucose metabolism, and cerebral fluid biomarkers in 104 adults with amnestic mild cognitive impairment or Alzheimer’s disease as compared to control. Treatment with 20 IU of insulin improved delayed memory ($P<0.05$), and both doses of insulin (20 and 40 IU) preserved caregiver-rated functional ability ($P<0.01$). Both insulin doses also preserved general cognition. CSF biomarkers did not change for insulin-treated participants as a group. In exploratory analyses, changes in CSF Aβ42 levels and tau protein-to-Aβ42 ratios were associated with cognitive and functional changes for insulin-treated participants. Placebo-assigned participants showed decreased fludeoxyglucose F 18 uptake in the parietotemporal, frontal, precuneus, and cuneus regions and insulin-minimized progression. Since insulin is not readily absorbed in the nasal cavity into the systemic circulation this study indicates that a proportion of the drug is transported directly from nose-to-brain, using the olfactory and/or the trigeminal pathways. The ViaNase device is designed to deliver drugs to the olfactory region, as described later.

Jauch-Chara et al. [120] similarly evaluated the effect of nasally administered insulin (40 IU) on cerebral energy levels by measuring ATP and PCr levels by $^{31}$P magnetic resonance spectroscopy ($^{31}$P-MRS), and also assessed the food intake in normal-weight men. It was demonstrated that the cerebral high-energy phosphate content increased after nasal insulin administration compared with placebo, and this, in turn, suppressed the food intake. The fact that the peripheral glucose metabolism remained unaffected by the insulin administration throughout the experiment indicated that only a negligible amount of insulin could have reached the systemic circulation and potentially crossed the BBB and the blood-CSF barriers by receptor mediated transcytosis [121]. This suggests that the insulin reached the brain from the nasal cavity via a direct transport mechanism.

In a study in 12 healthy volunteers, the same dose of midazolam (3.4 mg) was administered intravenously or nasally using either a conventional nasal spray or a novel breath actuated bidirectional (Optinose) nasal delivery device designed to deliver drugs to the olfactory region, in order to evaluate whether this new device would improve the nasal and brain uptake of the drug [122]. Pharmacokinetic calculations were done using non-compartmental modeling and sedation was assessed by a subjective 0–10 NRS-scale. The study indicated (although not definitively proven)
that when using the novel device, there was a higher degree of direct nose-to-brain uptake than for the traditional spray, which again resulted in a better degree of sedation.

In a similar study from the same group, Luthringer et al. [25] used the bidirectional nasal delivery device to study the pharmacodynamics and the effect of sumatriptan on quantitative electroencephalography (EEG) in patients with migraine following a glycercyl trinitrate (GTN) challenge. Blood level $C_{\text{max}}$ and AUCs were lower after nasal administration compared to subcutaneous administration. Using the GTN challenge, the nasal dosing had similar effects on EEG and headache pain to those after subcutaneous sumatriptan, despite much lower systemic exposure. These results indicate that a direct nose-to-brain transport of sumatriptan had taken place.

**Direct Evidence of Nose to Brain Transport**

As discussed in a previous review [5], although the authors in earlier studies for ethical reasons did not measure drug concentrations in the brain nor the CSF, these studies in my opinion provide compelling evidence that the nasal administration of the drugs resulted in effects on the CNS or the functions of the CNS that were not seen after intravenous administration. Also, it was shown in some studies that the levels of drug in the blood after nasal administration were either unaffected (peptides) or lower than after intravenous administration. It is, hence, very unlikely that the effect on the CNS originate from drug passing into the systemic circulation and then across the BBB or the blood–CSF barriers. However, some studies have been reported in the literature that attempt to directly measure the transport of drugs from the nasal cavity to the CNS in man. These will be briefly reported here.

Okuyama [123], using a simple nasal spray device, sprayed a solution $^{99\text{m}}$Tc-DTPA (diethylenetriamine pentaacetate) mixed with hyaluronidase deep into the nasal cavity of subjects, lying on their backs for easy access to the olfactory region, and recorded by gamma scintigraphy the amount of activity appearing in the juxta-cribriform laminar intracranial space. The study was only performed in two subjects: a 60-year-old healthy male and a 67-year-old female with dysfunction of air-borne scenting. A significant rise in cerebral radioactivity was only found in the female subject, possibly due to a perceived increased olfactory permeability. These studies could not be considered a significant proof of direct transport from nose-to-brain in humans.

Later studies have evaluated not only the pharmacodynamic effects on the CNS but also compared the CSF concentrations of a drug after nasal administration of drugs and placebo formulations. Following on from the studies described earlier, the Lübeck group [15] evaluated the serum and CSF concentrations of three different peptides (melanocortin 4–10 (MSh/ACTH 4–10), vasopressin and insulin) in male and female volunteers after nasal administration. The study was placebo controlled but was not compared to intravenous injections of the drugs. Significant increases in CSF concentrations compared with placebo were found for each of the nasally administered peptides. In terms of the serum concentrations of the drugs for MSh/ACTH 4–10 and for insulin, no significant increases were found; whereas, for vasopressin, the serum levels increased significantly, showing transport from the nasal
cavity into the systemic circulation. This data strongly indicate that at least MSH/ACTH 4–10 and insulin reached the CSF via a direct pathway (olfactory and/or trigeminal) from the nasal cavity. It should be considered though that endogenous insulin may have masked any small amount of insulin reaching the circulation from the nasal cavity and that physiological increases in insulin serum levels can produce significant increases in CSF insulin levels [2]. For vasopressin, it is not clear whether any of the drug reached the CSF directly from the nasal cavity or whether all the drug originated from the systemic circulation. But support for (at least some) direct transport can be found in the studies described earlier [17–19] where it was shown that vasopressin resulted in event-related effects on the brain potential after nasal, but not after intravenous administration.

Merkus et al. [16] performed a study in postoperative neurology patients, where the patients, as part of the operation, were fitted with a CSF drain from the site of the operation. The patients were administered either hydroxycobalamin (five patients) or melatonin (three patients) using either a nasal spray device or an intravenous injection. CSF and arterial blood samples were collected for up to 180 min. The data were expressed as individual AUC values and as a CSF ratio: ((AUC CSF IN/AUC plasma IN)/(AUC CSF IV/AUC plasma IV)). It was found that for the most lipophilic drug, melatonin (log P ~ 1.65), there was no difference in the AUC values for plasma or CSF, whether the drug was given nasally or intravenously. For the CSF ratio, based on the individual ratios for each patient, the mean CSF ratio was calculated to be 0.71, indicating that less drug reached the CSF after nasal application than by intravenous injection. For the more hydrophilic drug, hydroxocobalamin (log P not available) when calculating the CSF ratio, the authors found a value of 1.00, and concluded that there was no evidence of a direct nose to CSF pathway. However, as discussed in detail by Illum [5], in her opinion, the calculations were done incorrectly; and when calculated on an individual patient basis, a CSF ratio of 1.61 indicated direct nose-to-brain transport for this drug.

Wall et al. [124] evaluated the distribution of zolmitriptan after nasal administration in healthy volunteers using positron emission tomography (PET) and MRI scan to obtain anatomical information. They found that the zolmitriptan rapidly reached all regions of the brain studied, reaching a concentration of 2 nM (0.5 μg/l) after 30 min, 3.5 nM (1.0 μg/l), (equivalent to one-fifth of plasma concentration after intravenous infusion) after 1 h and 1.5 μg/l after 2 h. At 5 min after nasal administration, the concentration in the CNS had reached 0.5 nM. The authors concluded that zolmitriptan enters the brain parenchyma in humans, achieving an uptake rate and concentration compatible with a central mode of action. Since, zolmitriptan is hydrophilic, has a low nasal bioavailability (~14%) and does not readily cross the BBB [125], it is unlikely that the drug would rapidly have reached the brain via the “systemic transport” route. Furthermore, Bergstrom et al. [126] modeled the data from this study and concluded that the data supported a rapid brain availability after nasal administration.

As far as I am aware, no other studies have been published evaluating directly the nose-to-brain transport. However, from the earlier studies, there is a convincing indication that a direct transport route is present and working in man.
SPECIFIC NOSE-TO-BRAIN DELIVERY DEVICES

As discussed in the Section “Introduction”, it is difficult for applied nasal formulations to reach the olfactory region in the nasal cavity of man, since this is placed high up in the nasal cavity, above the superior conchae. It has been shown that only about 15–20% of the normal nasal airflow reaches this region in man [29]. The low exposure to nasal airflow would likely limit the fraction of nasally applied drugs reaching the brain. A range of novel nasal devices based on different concepts have been developed that are designed to deposit the nasally applied formulation specifically to the olfactory region, for example, Bi-Directional Technology™ (Optinose), Controlled Particle Dispersion Technology, or POD technology (Impel NeuroPharma). Some examples of clinical evaluation will be given here.

The breath-activated Bi-Directional device consists of a sealing nosepiece that the user slides into one nostril until it forms a seal with the flexible soft tissue of the nostril opening, which triggers an expansion of the nasal valve, and a mouthpiece that is placed in the mouth and through which the user exhales. When exhaling against the resistance of the device the soft palate is automatically elevated to close the access from the nose to the rest of the respiratory system. The airstream that enters one nostril containing the drug formulation from the device, passes around the nasal septum and exits through the other nostril. By optimizing design parameters, it has been possible to target specific sites within the nasal cavity, such as the olfactory region.

A range of studies with the Bi-Directional device has been published evaluating the deposition of drug in the nasal cavity, to include the targeting efficiency to the olfactory region, and also the pharmacokinetics and pharmacodynamics of drug delivery when compared to other devices [25, 26, 122, 127]. For example, it was shown in two studies in volunteers by scintigraphy that the Bi-Directional device compared to a standard pump spray device provided less deposition in the non-ciliated nasal vestibule and a significant greater deposition to the upper posterior regions in the main nasal cavity [26, 127]. It was further shown that sumatriptan, after nasal dosing using the Bi-Directional device, had similar effects on EEG and headache pain to those after subcutaneous sumatriptan, despite much lower systemic exposure [25]. It was also found that midazolam sedation after use of the bidirectional spray followed intravenous sedation closely, while sedation after using the traditional spray was less pronounced, although the bioavailabilities using both devices were the same [122].

Impel NeuroPharma’s POD device delivers aerosolized drugs to the nasal cavity by mixing a drug solution in the device body with pressurized gas (e.g., nitrogen). The device body ends in a custom-fit aerosol nozzle with a 0.8-mm outside diameter, which is fitted to a small length (2.0 mm) of metal cylinder, with two spiral fluid passages in which the fluid/gas mixture travels. This enables the mixture of the nitrogen and liquid drug to create an aerosol output to enhance penetration into the nasal cavity towards the cribriform plate area while minimizing pressure on the nasal epithelia. A liner is placed over the outside of the metal tip in order to protect the nasal epithelia from being damaged by the nozzle during use [128].

In a human proof-of-concept study using SPECT imaging, it was shown that the POD device successfully deposited a therapeutic amount of radiolabeled tripeptide...
into the deep nasal cavity (>50% in the olfactory region) and then enabled rapid and significant delivery to the CNS (www.impelneuropharma.com). Recently, it was reported that a study in seven volunteers, by means of SPECT, showed the successful delivery of a small off the shelf peptide attached to a radioactive tracer deep into the upper nasal cavity and into the brain using the POD device. The press release did not mention a comparative IV injection of the peptide (www.xconomy.com).

The Controlled Particle Dispersion (CPD®) Technology Platform (Kurve Technology) takes the form of a nasal nebulizer and a spray bottle and, by using an electric atomizer, produces controlled fine droplet dispersions. The device releases a metered dose into the nebulizer chamber, covering the subject’s nose, which is then inhaled by breathing regularly for 2 min. The device contains six critical-to-function design parameters that can be adjusted to create the optimal delivery environment for a given formulation. Using the principal of vortical flow, the CPD ViaNase device effectively disrupts inherent nasal cavity airflows to deliver formulations to the entire nasal cavity. By varying control parameters, CPD can target specific nasal regions, including the olfactory region and the paranasal sinuses, while minimizing peripheral deposition to the lungs and stomach. Gamma scintigraphy studies in human volunteers have confirmed the ability of the ViaNase device to saturate the entire nasal cavity, including the olfactory regions and the paranasal sinuses. Studies showed the average area of intranasal distribution was as much as 300% greater for Kurve’s ViaNase device compared to traditional spray bottles. In all cases, ViaNase demonstrated a greater propensity for delivery of droplets to the paranasal sinuses than current methods (www.kurvetech.com).

As is evident from the discussion above, the different special devices have not all as yet been fully evaluated in terms of their ability to target the olfactory region in comparison with ‘off the shelf’ simple devices, nor have they sufficiently been tested in terms of their ability to deliver sufficient drug to the brain to obtain a relevant therapeutic outcome. It can be expected that such data will be available in the coming years.

**CONCLUSION**

This chapter sets out to discuss the scientific evidence and the potential for enhanced delivery of drugs directly from the nasal cavity to the CNS in animal and in man and how it is possible to exploit novel delivery approaches in order for the amount of drug actually reaching the brain after nasal administration to be enhanced from the normally low uptake (<0.1%). Furthermore, the chapter also gives some necessary background information in terms of anatomy, physiology of the nose, and also up-to-date information on transport routes for nose-to-brain delivery. It is evident from the sections “Nano- and Microemulsions,” “Absorption Enhancers,” “Micellar Nanocarriers,” “Solid Lipid Nanoparticles,” “Nanoparticles,” “Functionalized Nanoparticles,” and “Stem Cell Delivery” discussing new delivery approaches, that a lot of progress has been made in the past 10 years with systems exploiting microemulsions, micellar nanocarriers, nanoparticles, and nanoparticles functionalized
with lectin molecules, which attach themselves to specific receptors on the olfactory epithelium or the respiratory epithelium and, hence, have a better chance of delivering the drug for transport across the membrane. For all of these novel approaches, great enhancement in brain uptake has been shown compared to simple solution formulations and to a parenteral administration of the drug. Of special interest is the possibility of delivering stem cells via the nose to the brain to achieve long survival times in the brain and improvement in neurodegenerative diseases, such as Parkinson’s disease. It is also apparent that the discussion of the evidence for nose-to-brain delivery in man provides strong substantiation for this route of delivery. It is also noteworthy that a range of novel delivery devices are being developed and has already shown great promise of delivery of the nasal formulations to the appropriate place in the nasal cavity in higher quantities than is the case for simple nasal spray systems. What we hopefully will see in the near future is an evaluation of the novel delivery systems, combined with the novel nasal devices, and testing for efficacy in man.
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INTRODUCTION

This volume has provided a very comprehensive overview on the challenges associated with designing and delivering drugs to the central nervous system (CNS), as well as the converse demands of treatments for peripheral disorders where CNS side-effects need to be minimized. It has mapped the history of the field and documented the refinement of ideas, understanding, and methods for measurement. It has described the advanced chemistry producing effective medicines and presented examples from successful case histories that met the challenges with practical solutions. The detail presented can enable both novices and experts in the field to gain valuable insights to guide future research.

This book brings us up to date on approaches applied so far and documented progress. However, it acknowledges that progress has been slow in discovering treatments for CNS diseases; for example in the case of Alzheimer’s disease, no new treatments have been produced since 2004 (Chapter 4). The volume nevertheless provides a very helpful framework, enabling us to return to some basic questions, and to rethink the field to map out possible directions for the future, with the aim of incorporating better understanding of the blood–brain barrier (BBB) and making the next 20 years of CNS drug discovery and delivery more productive than the past 20 years.
CURRENT STATUS OF BBB KNOWLEDGE AND PHARMACOKINETIC IMPLICATIONS

The Blood–Brain and Blood–Cerebrospinal Fluid Barriers, and Dynamics of Brain Fluids

Recent work has contributed to understanding of the physiology of the brain endothelial cells forming the BBB, and their interaction with the associated cells of the neurovascular unit (NVU) including pericytes, astrocytes, microglia, and neurons [1]. Some of the interactions involve the extracellular matrix components of the endothelial and parenchymal basement membranes, and include important contributions to induction, maintenance, regulation, and repair of the barrier. The choroid plexus (CP) responsible for secretion of cerebrospinal fluid (CSF) is now known to be made up of a heterogeneous population of cells with different transport functions [2, 3]. Improved methods for monitoring the flow of CSF [4] and interstitial fluid (ISF) [5], and their interactions show that brain fluids work as an integrated homeostatic system, mediating and regulating the distribution of nutrients and other agents to the cells of the brain, and contributing to their clearance [6].

Transport across the BBB and CP

There has been progress in molecular understanding of the mechanisms responsible for BBB integrity, especially the role and regulation of junctional proteins: tight junctions [7–9] and adherens junctions [10–12], and the mechanisms underlying endothelial apical–basal polarization [13] affecting membrane properties, transporters, and transcytosis. The list of identified transporters continues to grow, many of them with identified genes, but it is clear that further transporters remain to be identified (Chapter 7) [14]. 3D mapping of the pharmacophore of the large neutral amino acid carrier LAT1 provides new opportunities for drug design and prodrug delivery [15], but the detailed mechanisms for operation of the transporters capable of binding a wide range of diverse substrates, such as the ABC efflux transporters (Chapter 6) and the transporters of organic cations and anions, are still unclear. There has been some success in developing and testing protein vectors (Chapter 8) [16] and nanocarriers (Chapter 24) [17–19] capable of delivering drugs to the CNS across the BBB. However, there is concern about the degree to which the larger constructs can move through the brain parenchyma [20], and they have yet to translate into effective therapeutics. It is clear that development in several fields is required, including better understanding of mechanisms of receptor-mediated transcytosis (RMT) at the brain endothelium [21] and of the significance of the different pattern of transport in the brain endothelium and CP [3]. Many of these differences have implications for both CNS function and drug delivery.

OBSTACLES TO PROGRESS IN CNS DRUG DISCOVERY

The targets in CNS disorders are often unclear. For peripheral disorders, it has often proved possible to identify a drug target, and to follow the “one disease, one target, one drug” model for success (Chapter 2)—for example, insulin for diabetes or
effective treatments for hypertension. However, for many CNS disorders, such as most of the affective disorders, the target is unclear and existing treatments are much less evidence-based [22–24]. Much better understanding of disease etiology and time-course is required (Chapter 4).

Treatments directed against neurodegenerative disease are given too late. For neurodegenerative disorders such as Alzheimer’s and Parkinson’s diseases, by the time symptoms appear, too many neurons have died, so that rescue and repair is impossible. Current treatments directed at “end-stage disease” can at best only ameliorate symptoms, and possibly slow progression, with the aim of preserving some function [25, 26].

The obvious target may not be the best one to treat. In Alzheimer’s disease, most recent drug discovery and delivery programs have focused on efforts to tackle beta-amyloid (Aβ) accumulation and tauopathy, aiming to modify the tau–amyloid cascade seen as critical to development of the pathology [27–29]. This has involved complex strategies including passive and active immunization either to create peripheral sinks for Aβ, or to enter the brain and reduce amyloid plaques [30–32]. However, with improved understanding, both of the nature of plaque deposits and the vulnerability of the brain vasculature treated to reverse long-term Aβ accumulation [33–35], alternative treatments are emerging, focusing on inhibition of beta-secretase 1 (BACE1) [36] or reducing neuronal death [37–39]. These also have the advantage that some specific small-molecule drug treatments may prove effective [40, 41].

Many CNS disorders are broad categories based on symptoms, but can include very heterogeneous pathologies. This is well recognized, for example for dementia, brain tumors, and epilepsy, but may apply much more widely, including for multiple sclerosis [42] and stroke [43]. Early differentiation and stratification are needed to provide more homogeneous patient subpopulations, with a better chance they will show similar targets and benefit from similar drug treatments [44–46].

Classical CNS treatments have been “neurocentric”; for many, including dementias, the brain microvasculature and the BBB may be better or additional targets. There is increasing recognition that microhemorrhages and BBB dysfunction are present in many CNS pathologies, providing alternative treatment sites [47–49]. Given modern understanding of the importance of interactions between the cell types within the NVU also provides additional targets for combination or sequential therapies [50–52].

Traditional pharmacokinetic and pharmacodynamic (PKPD) modeling of the CNS has used simplistic models. Classical [53] and more recent studies with modern imaging techniques show the importance of bulk flow of both brain ISF [6, 54] and CSF [4, 55], and diurnal patterns of flow capable of influencing CNS drug PK [56, 57], with relevance for dosing schedules.

There has been little recognition or recruitment of endogenous protection and repair mechanisms. In the past, the focus was on designing drugs to arrest or reverse pathology. However, there is growing awareness that the endogenous protective and repair processes of the body and the CNS, including those of the BBB, are involved in day-to-day maintenance and can be recruited, both to maintain health and for a more natural recovery from pathology [58–62].
IMPROVEMENTS FOR THE FUTURE

From this catalogue of obstacles, certain future directions and activities are clear.

Need to Identify Better Biomarkers of Disease

This would permit better stratification of patients and allow more accurate monitoring of response to different drug regimens. Biomarkers already used include identified molecules in peripheral blood [63, 64] and in CSF [65], imaging methods applied to the living CNS (magnetic resonance imaging (MRI) and positron emission tomography (PET) [66, 67]); and, where available, biopsy material for example, from brain tumors and resectioned epileptic tissue. Of these, peripheral blood is particularly useful as its collection is relatively noninvasive, it reflects changes over time, and it is increasingly seen as a “high-content” resource. Thus, in addition to circulating plasma proteins and cytokines, and populations of precursor cells and leukocytes, peripheral blood contains microparticles or vesicles including exosomes shed from cells, both normal and pathological [68]. The detailed mapping of the composition and content of these structures is providing whole databases of markers related to different physiological and pathological functions of the cells in contact with the blood (especially endothelium, including brain endothelium) [69, 70], and also the cells in tissues beyond the vasculature, including the brain.

Identifying Potential Biomarkers from Postmortem Material

Postmortem material from human brain has helped in identification of proteins involved in and, in some cases, responsible for CNS pathologies and neuroprotection [71]. If such central biomarkers prove to be reflected in markers in blood (see section “Need to Identify Better Biomarkers of Disease”) and peripheral tissues, then many of the insights into the disease process, currently only available postmortem, may become much more accessible and at earlier timepoints, opening up the possibility for targeted treatment to particular cohorts of at-risk individuals.

Toward Personalized Medicine—Making More Use of “Omics”

With determination of the full genome for individuals now much more affordable, and with better methods for deriving information from proteomics, generation of personal profiles to inform drug treatment is becoming more realistic, helping both in the generation of knowledge (e.g., patient stratification, see section “Need to Identify Better Biomarkers of Disease”) and in devising individual treatments [72–74]. Other individual “omics” are also proving relevant, including the metabolome (metabolic profile) and microbiome (intestinal microflora, influencing a large number of physiological and pathological processes, including those at the BBB [75, 76]. It is already envisaged that personal information of this kind will soon be contained in a credit card or even implantable chip format, able to be read and integrated in medical diagnosis and treatment.
Making Use of a Broader Chemical Space for Small-Molecule Drugs, Including Transporter Substrates

The pharmaceutical industry has tended to focus on compounds that cross the BBB by passive diffusion, and that are not significantly affected by efflux transporters, especially P-glycoprotein, on the basis that this should make predicting CNS exposure simpler (e.g., Chapter 2). Apart from a few compounds tailored to interact with LAT1 (including cytotoxic agents for oncology), uptake transporters have been largely ignored as routes into the CNS (Chapter 7). However, it is clear that uptake transporters can, in some cases, counteract the effects of efflux mechanisms, allowing effective CNS exposure [77] and, indeed, many compounds and drugs with CNS effects are now known to enter the brain via transporters, including some only recently identified (e.g., oxycodone via pyrilamine transporter [14]). Moreover, knowledge of the SAR of the many BBB transport systems for organic cations will help in the design of drugs either to enter the brain effectively via such mechanisms, or to be excluded to reduce potential CNS side effects (e.g., to reduce sedative effects of H1 histamine antagonists). Taking into account transporter properties and their drug specificities helps in the development of drugs occupying a broader chemical space, with potentially higher specificity for the CNS than for peripheral tissues.

Incorporating More Accurate Understanding of Brain Fluid Dynamics to Predict CNS PK

Earlier work using tracers injected into the brain or CNS fluid compartments led to estimates of the rates of CSF and ISF turnover and mapping of their routes for clearance. More recent work has added to the evidence that brain ISF is flowing, like CSF, and at a 5–10× higher rate than earlier estimated [78]. This is leading to revision of compartmental models used to predict drug distribution and PK in brain [79, 80].

Drug Treatments to Complement Endogenous Mechanisms for Protection and Repair

It is now recognized that the brain has endogenous mechanisms for protection and “running repairs,” and that intelligent drug design strategies should, where possible, recruit these mechanisms to amplify the natural protection against pathologies in at risk individuals, and/or reduce the severity of CNS pathologies when they occur [81]. This can include the concept of “hormesis,” where a low dose of a drug or toxic agent, or low level stressor, such as oxidative stress, can upregulate mechanisms capable of protecting the system from subsequent stress, as demonstrated for stroke [82, 83].

Integrating In Silico, In Vitro, and In Vivo Studies to Predict CNS Drug Exposure

The earliest in silico (computer-based) modeling of BBB permeability gave predictions for passive permeability of compounds across the BBB, using physchem (physical chemistry) parameters. When in vitro and in vivo data are included,
outliers show the influence of uptake and efflux transporters. With access to a range of in vitro cell-based models (including human), more sophisticated modeling will be possible, generating physiologically-based pharmacokinetic (PBPK) models with extrapolation to humans [84]. As more data from human PET imaging and microdialysis becomes available, these models will become more reliable and capable of dealing with disturbances such as pathological state, and progressive changes (e.g., with aging).

**FUTURE “TWO-PRONGED” APPROACH TO CNS DRUG DISCOVERY AND DELIVERY**

It is clear from this discussion that while current CNS pharmaceutical effort will continue to be directed along traditional lines, using well-honed tools and methods, newer and complementary approaches will be developed to tackle disease states much earlier, ideally before significant neuronal cell death has occurred. Better understanding of the physiology and pathology of CNS barrier layers will contribute to this effort. Reducing the morbidity and mortality due to CNS disorders especially those associated with old age is now a realistic prospect.

**REFERENCES**


578


INDEX

Abraham solvation descriptors, 175, 191
Absorption, distribution, metabolism, excretion (ADME), 18, 24-26, 30, 372, 399, 407, 414, 415, 417
Absorption enhancers, 536, 543, 545, 546, 557
Alpha-1-acid glycoprotein, 100, 430
ALS see Amyotrophic lateral sclerosis
Alzheimer’s disease, 25, 66, 69, 75-78, 146, 147, 158, 189, 217, 249, 252, 274, 327, 336, 339, 365, 390, 430, 431, 440, 525, 535, 553, 569, 571
Amyloid, 75, 76, 148, 153, 156-158, 239, 252, 327, 336, 337, 339, 352, 373, 528, 571
Amyotrophic lateral sclerosis (ALS), 146, 487
Antibody, 146-166, 525
Antidepressant, 326, 340, 341, 346, 391, 403, 435, 505-507, 515, 517
Antidrug antibody (ADA), 158, 160
Antihistamines, 4, 391, 413, 447, 463-481
Area under the curve (AUC), 10, 12, 14, 16, 20, 60, 68, 193, 228, 305, 415, 431, 452, 455, 472, 473, 492, 547, 550, 554, 555
Artificial membrane permeability, 102, 189, 195, 196, 199, 392, 437
Astrocytes, 67, 75, 126, 141, 188, 189, 206, 209-223
BCRP see Breast cancer related protein
BCSF see Blood-CSF barrier
Biodistribution, 104, 370-374, 549
Bioisosteric replacement, 430, 432, 433
Blood-CSF barrier, 9, 17, 42, 68, 72, 114, 297, 299-303, 307-309, 387, 388, 391, 417, 437, 455, 553, 554
BMEC see Brain microvessel endothelial cells
B/P, 3, 389, 390, 403, 425, 426, 430, 433-436
Brain binding, 3, 58, 59, 274, 276, 279, 281
Brain homogenate, 19, 22, 23, 29, 45–49, 55, 62, 69, 103, 189, 276, 279–281, 297, 304, 358
Brain microvessel endothelial cells, 103
Brain physiological parameter, 298
Brain sample preparation, 287
Brain slice, 22, 23, 25, 45, 46, 48–50, 62, 171, 213, 276, 279, 281, 286, 288, 297, 358, 513
Brain slice uptake, 276, 279
Brain-to-plasma ratio, 48, 170, 171, 375, 389, 390, 413
Brain uptake assay, 286
Brain uptake index (BUI), 191
Brain weight, 70, 298, 308, 474, 547
Breast cancer related protein (BCRP), 2, 22, 26, 28, 30, 42, 43, 73, 74, 76, 125, 199, 202, 239, 240, 242, 243, 289–291, 303, 393, 448–457, 472, 475, 489, 490
BUI see Brain uptake index
Caco-2, 26–28, 103, 181, 189, 192, 205, 209, 211, 223, 291, 393–395, 397, 399, 400, 409, 411, 473, 474, 542
Cassette dosing, 13, 289, 290
Cell-based assay, 102, 289
Cerebral blood flow (CBF), 10, 68, 70, 298, 300–302
Cerebral blood volume, 71
Choroid plexus, 9, 42, 75, 114, 298–300, 302–303, 570
CLint see Intrinsic clearance
Co-culture, 102, 209, 214
Convection-enhanced diffusion (CED), 147, 160
CSF see Cerebrospinal fluid
Cu see Unbound brain concentration
CYP/P450, 25, 26, 44, 58, 75, 239, 240, 242, 403, 413, 452, 492, 507–509
Delivery systems, 524–525, 527–531, 536–537, 545, 547–548
Depression, 27, 76, 77, 329, 375, 415, 447, 506, 515, 549
Disease state, 2, 66–67, 74, 75, 78–79, 97, 239, 275, 307, 313, 368, 373, 377–378, 574
Drug–drug interaction, 220, 290, 437, 451, 507
Drug metabolizing enzyme, 75, 239, 253, 300, 307
ECF see Extracellular fluid
ECV304, 189, 206, 210–211
Electron withdrawing group, 122, 412, 433, 440
Endocytosis, 11, 149, 219, 274, 525, 543
ENT-1, 107
Equilibrium dialysis, 14, 45, 103, 105, 171, 276, 278–281, 288, 304, 403, 455
ER see Efflux ratio
4F2hC, 73, 139
Fick’s first law, 98, 100
Flavin-containing monooxygenase (FMO), 58
Fraction unbound, 14, 18–20, 22, 69, 275–278, 280–281, 372, 389, 392
Free drug concentration see Unbound drug concentration
Free drug hypothesis, 2, 16, 29, 42, 43, 45, 46, 50, 62, 175, 181, 275, 391, 392, 425, 430, 450, 455
fu see Fraction unbound
Fusion proteins, 149, 151–156, 158–161, 528
Fycompa, 4, 486
Glial cells, 212–213, 540
GLUT-1, 207, 239, 240, 242–243
HIRMAb, 149, 151–156, 159–160
Human insulin receptor, 149
Human serum albumin, 100, 430
Hurler’s syndrome, 154
Hysteresis, 326, 331, 337–341, 345
ICF see Intracellular fluid
In silico model, 107, 118, 121, 169–173, 175, 180, 222, 238, 280, 454, 455, 456
Insulin receptor, 149, 151–152, 155–156, 159–160, 240, 524
Intracellular fluid (ICF), 17–18, 23
Intramolecular hydrogen bonding, 394, 440
Intranasal delivery, 526, 535, 538, 546–549, 551, 553, 557
Intrathecal (IT) drug delivery, 160
Intrinsic clearance, 416, 429, 509, 510
Ionization state see pKa
ISF see Intracellular fluid
Knock-in mouse model, 142
Kp, 10, 13–16, 19–20, 24, 31, 49, 68, 100, 105–106, 179, 297, 304, 455
LAT1, LAT2, 73, 126, 139–140, 142, 148, 240, 279, 291, 570, 573
Linear free energy relationships (LFER), 107, 192, 197, 398
Lipid composition, 72, 275
LLC-PK1, 73, 115, 439, 442
Log BB, 3, 101–102, 107, 397, 399
log D, 12, 107, 310, 356, 435, 468, 509
log P, 19, 101, 102, 105, 107, 175, 189, 197, 210, 280, 310, 435, 509, 535, 555
Log PS see Permeability surface area
MAb, 146, 149–152, 156, 157, 159
Magnetic resonance imaging (MRI), 76, 366–368, 377, 379, 555, 572
MAO, 58, 505
MCT1-4, 73, 126, 141, 142
MDCK, 103, 135, 189, 192, 206, 209, 210, 211, 379, 407, 408, 437, 453, 454, 505, 509, 510, 542
MDCK-BCRP, 26, 28
MDCK-LE, 454, 456
MDR1-LLC-PK1, 442
INDEX

MDR1-MDCK/MDCK-MDR1, 13, 19, 28, 103, 206, 209, 211, 223, 392, 393, 395, 399, 403, 405, 408, 412, 434, 437, 453, 454, 456


Micelle, 523, 525, 527, 531, 546


Microemulsion, 536, 545, 546, 557

Microemulsion retention, 280, 281

Molecular flexibility, 405, 415–417

Molecular Trojan horse (MTH), 148, 159


Multidrug resistance protein (MRP), 169, 199, 243, 245, 300, 302, 310, 312

MRP1, 76, 191, 199, 240, 243

MRP2, 76, 199, 243

MRP4, 73, 125, 199, 240, 243, 393, 448, 449

MRP5, 125, 199, 243, 393

Multiple sclerosis (MS), 66, 75, 76, 189, 249, 253, 274, 571

Nanoparticle, 215, 218, 248, 250, 593

Nanotechnology, 2, 4, 523, 524, 531

Nasal delivery, 2, 4, 526, 535–558 see also Intranasal delivery

Neurodegenerative, 32, 146, 155, 249, 252, 378, 523, 535, 558, 571


NeuroPK, 16–18, 20–22, 24, 25, 29–33, 272, 275, 285, 373, 375

Nonspecific binding, 14, 15, 16, 43, 50, 72, 103, 178, 275, 278, 279, 280, 281, 286, 305, 353, 356, 370, 389, 397, 399, 400, 402, 403, 417, 418

OAT1, 199, 200

OAT3, 73, 75, 448, 449

OATP, 127, 312

OATP1 see OATP1A2

OATP-A see OATP1A2

OATP1A2, 73, 75, 107, 126, 127, 135, 136, 138, 139, 141, 142, 199, 393

OATP1A4, 107, 142, 200

OATP-B see OATP2B1

OATP2B1, 126, 139, 141, 142, 199, 393

OATP1C1, 200, 201

OAT-P, 73

OCT3, 199

OCTN1, 199

OCTN2, 199, 207


Parallel artificial membrane permeability assay (PAMPA), 102, 189, 192–198, 202, 220, 222, 223, 392, 399, 400, 404, 411, 437

Parenchyma, 9, 11, 17, 147, 149, 160, 297, 299, 306, 463, 469, 551, 555, 570


Partition coefficient, 12, 48, 68, 100, 103, 172, 174, 189, 193, 194, 353, 374, 400, 426


PBPK see Physiological pharmacokinetics

Perampanel, 485–500
Pericyte, 11, 67, 188, 189, 201, 206, 212–217, 219, 222, 241, 245, 246, 254, 303, 387, 570
Peripheral drugs, 1–4, 27, 28, 169, 176, 293, 437, 446
Permeability-limited, 12, 68, 69, 71, 302
Permeability surface area product (PS), 11, 20, 57, 68, 100, 106, 170, 191, 302, 304, 389
PET see Positron emission tomography
P-glycoprotein-crystal structure, 117, 121, 393, 437
P-gp see P-glycoprotein
Physiology, 1, 2, 17, 48, 114, 201, 208, 213, 238, 252, 297–299, 340, 347, 358, 537, 539, 557, 570, 574
PK see Pharmacokinetics
pKa, 175, 429, 431, 434, 435, 438, 442
PK/PD see Pharmacokinetics and pharmacodynamics
Plasma protein binding, 2, 4, 10, 12, 14, 15, 21, 22, 45, 48, 50, 58, 59, 60, 61, 72, 100, 103, 104, 171, 173, 178, 191, 275, 279, 300, 304, 346, 390, 412, 426, 429, 430, 468, 470, 472, 492, 494, 511
Pluripotent stem cells, 215, 223, 239, 242, 243
Polarity, 107, 174, 175, 192, 194, 398, 408, 416, 428
Polar surface area see Topological polar surface area
Porcine brain endothelial cell line, 207, 208, 212–214
Positron emission tomography (PET), 8, 29, 30, 69, 74, 76–79, 104, 140, 142, 153, 217, 358, 366–379, 453, 466, 467, 469, 506, 511, 513, 514, 555, 557, 572, 574
Proteomics, 73, 241, 572
PS see Permeability surface area product
PSA see Topological polar surface area
Quantitative structure–activity relationship (QSAR), 118, 119, 121, 123, 136, 172, 181, 280, 400, 408
Radiotracer, 366, 367, 369, 370, 373, 374, 513
Receptor-mediated transport, 11, 148, 149, 158, 161, 181, 202, 239, 302, 341, 342, 523, 524, 553

Reiterated stepwise equilibrium dialysis, 279

SAR see Structure-activity relationship

Scaffold hopping, 435, 437, 438, 439

Schizophrenia, 57, 66, 76, 77, 274, 401, 405, 411, 434, 438, 441

Shear stress, 188, 214, 215, 221, 222, 239, 242, 244, 246, 247, 254

Side effect, 1, 3, 27, 28, 77, 78, 157, 169, 176, 189, 218, 290, 291, 293, 336, 375, 391, 413, 446, 447, 451, 526, 528, 531, 569, 573

Single photon emission computed tomography (SPECT), 79, 358, 366–379, 556, 557

Solubility, 24, 25, 26, 278, 400, 426, 428, 429, 430, 435, 436, 438, 452, 486, 507

Solute carrier (SLC) transporter, 73, 74, 126, 127, 139–142, 207, 240, 393, 448

Species difference, 30, 31, 66–79, 108, 189, 207, 212, 223, 375, 511, 513, 516

SPECT see Single photon emission computed tomography (SPECT)

Stem cell, 215, 223, 239, 240, 242, 243, 244, 245, 249, 251, 252, 254, 551, 557, 558


Targeted delivery, 289, 529, 530

Target occupancy, 30, 72, 325, 328, 336, 368, 371, 373, 375, 376, 510–512, 514–516

Tight junctions, 2, 9, 11, 42, 67, 75, 76, 78, 113, 147, 202, 238, 241, 244, 245, 252, 253, 297, 299, 302, 388, 392, 446, 448, 509, 539, 541–544, 570


TPSA see Topological polar surface area

Transcytosis, 11, 149–151, 188, 302, 391, 553, 570

Transepithelial electrical resistance (TEER), 203, 204, 206, 210, 214, 215, 216, 218, 219, 220, 221, 222, 239, 240–247

Transferrin receptor (TfR), 148, 150, 240, 524

TRANSIL, 280, 281


Transporter expression, 25, 78, 108, 181, 190, 245, 251–253, 452, 455

Triptans, 107, 127, 128, 135, 136, 142, 545–547, 554–556
<table>
<thead>
<tr>
<th>Term</th>
<th>Pages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unbound drug concentration</td>
<td>16, 21, 23, 26, 29, 42, 43, 46, 50, 61, 62, 101, 106, 114, 275, 284, 304, 351, 353, 358, 391, 392, 401, 417, 473</td>
</tr>
<tr>
<td>Unstirred water layer (UWL)</td>
<td>102, 217, 220</td>
</tr>
<tr>
<td>Uptake transporter</td>
<td>3, 15, 30, 57, 67, 104, 107, 126, 127, 141, 142, 200, 279, 291, 293, 391, 573</td>
</tr>
<tr>
<td>Vb/Vbrain</td>
<td>See Volume of brain</td>
</tr>
<tr>
<td>Ventricle</td>
<td>9, 17, 42, 298–300, 308, 309, 311, 387</td>
</tr>
<tr>
<td>Volume of brain</td>
<td>20, 70, 154, 178, 286, 298, 305, 308</td>
</tr>
<tr>
<td>Vortioxetine</td>
<td>4, 505–517</td>
</tr>
<tr>
<td>Vu</td>
<td>22, 23, 47, 179</td>
</tr>
</tbody>
</table>
Figure 6.6  (a) Verapamil and (b) indinavir substrates for P-gp colored to represent the contribution of atoms to log (BA/AB) activation. The convention is that redder atoms are associated with descriptors that increase activity and blue atoms with descriptors that decrease activity.
FIGURE 6.7 Docking pose of Compound 1. Amide group interacts with Gln990 and CF₃ with Phe994.
CNS PET MPO > 3
Brain permeability
RRCK Papp AB > 5 × 10⁻⁶–cm/s;
MDR BA/AB ≤ 2.5
Low non-specific binding
Fu_b > 0.05

[¹⁸F] PF-05270430
PDE2A PET tracer

[¹¹C] ORL-1 tracer

**FIGURE 17.1** CNS PET MPO and in vivo LC-MS cold tracer method.
FIGURE 17.4 (a) Rat IVTO and PET TO of PF470; (b) the chemical structure of PF470 and the coronal views of [18F]FPEB-dependent PET images from an NHP-receiving vehicle (baseline) and PF470 corresponding to 76% TO.
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